
International Journal of
Microwave and Wireless
Technologies

cambridge.org/mrf

Research Paper
Cite this article: Rai G, Sehgal P, Patel K
(2024) Wireless image transfer by various
antennas using transmitter and receiver
modules at 5.8 GHz. International Journal of
Microwave and Wireless Technologies, 1–12.
https://doi.org/10.1017/S1759078724000618

Received: 14 January 2024
Revised: 20 May 2024
Accepted: 21 May 2024

Keywords:
Blind/Referenceless Image Spatial Quality
Evaluator (BRISQUE); C-SRR; graphical user
interface; H-SRR; image quality score;
metamaterial antenna; orthogonal frequency
division multiple access; real-time image
transfer; transmitter/receiver module;
wireless sensor network

Corresponding author: Kamlesh Patel;
Email: kpatel@south.du.ac.in

© The Author(s), 2024. Published by
Cambridge University Press in association
with The European Microwave Association.

Wireless image transfer by various
antennas using transmitter and receiver
modules at 5.8 GHz

Gobind Rai1, Puneet Sehgal1,2 and Kamlesh Patel1

1Department of Electronic Science, University of Delhi, New Delhi, India and 2Atma Ram Sanatan Dharma
College, University of Delhi, New Delhi, India

Abstract
This research proposes an inexpensive technique for wireless image transfer for security and
surveillance applications.The technique uses a 5.8 GHz transmitter and receivermodule, along
with external antennas in the real-time image transfer within a radius of 100m.The transferred
images are stored in a laptop using a Python code-based graphical user interface applica-
tion. Different antennas, dipole, circular split-ring resonators, hexagonal split-ring resonators,
and metamaterial antennas are utilized for comparison.The Blind/Referenceless Image Spatial
Quality Evaluator method is used to assess the picture quality of transferred images to quantify
image transfer performancewhen no ground truth or reference photos are supplied. According
to the presented results, images transferred using metamaterial antennas have higher quality
than those transferred with other types of antennas. For security considerations, such a system
can communicate and store the images in real time.

Introduction

Whenever visual data – such as pictures or videos – is transferred wirelessly between devices, no
physical wires are involved. With the use of wireless communication protocols, this technology
makes it feasible to send images from a source device – like a camera or sensor – to a destina-
tion – like a computer, display, or storage device.Wireless sensor networks (WSNs) have recently
become one of the most attractive networking technologies since they have developed without
costly communication infrastructures [1]. Such networks are characterized primarily by nodes
with limited resources. These nodes comprise communication, data processing, and sensing
components. Therefore, sensor nodes are embedded systems that detect their surroundings,
gather sensed data, and use multi-hop communication to send it autonomously. However, they
are energized by small and irreplaceable batteries and so the sensor nodes have a limited num-
ber of bits to be sent during their lifespan due to this energy constraint.Thus, data transmission
and consumption of energy are always considered simultaneously in WSNs. When the nodes
in aWSN are equipped with cameras, they can be utilized for image-based applications such as
data monitoring, streaming video, still images, and surveillance [2, 3]. Because heterogeneous
sensor nodes run on batteries,WSNs impose stringent restrictions on the transport of multime-
dia: restricted memory, low bandwidth, and restricted processing power [4]. The deployment
of vision-based sensor networks has been hindered by the lack of appropriate image sensors
with integrated data compression capabilities for WSN applications. In reality, WSN nodes find
low power consumption to be a far more desirable attribute than the color processing, high
resolution, and high frame rates that commercial imagers offer [5]. The possible solutions are
low-power microsensor devices with embedded processing capabilities, and an ideal algorithm
able to handle data quickly and effectively, with a minimal memory footprint, inexpensive, and
provide high-quality compression. Certain conventional image compression techniques, such
as JPEG and JPEG2000, are ineffective for wirelessmultimedia sensor networks (WMSNs) [6, 7]
since they do not meet the majority of these requirements.

Initially, a transfer of digital pictures from a standard digital camera or compact flash mem-
ory card to a remote Internet site is proposed as a data service using existing Gaussian scale
mixture (GSM) networks and mobile phones for the end user [8]. The WMSN is different
from the classical wired networks and WSNs in terms of the nature and size of data being
transmitted, memory resources, and power consumed per node for processing and transmis-
sion. These problems can be overcome by image compression and various recent algorithms
of image compression are summarized for the benefits and shortcomings in paper [9]. As the
image and video signals take a longer time to transmit, the compression techniques are useful
to make the acquired image compatible with the channel bandwidth by reducing the channel
noise [10]. For efficient transmission of encrypted images, a comparison between four encryp-
tion algorithms is made with different orthogonal frequency division multiplexing (OFDM)
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versions like the fast Fourier transform OFDM, the discrete cosine
transform (DCT) OFDM, and the discrete wavelet transform
(DWT) OFDM [11], which confirms that the performance of all
OFDM systems with zero padding schemes is better than that with
the cyclic prefix scheme.

A sparse non-orthogonal wavelet division multiplexing (SN-
OWDM) scheme is proposed for an underwater acoustic channel,
wherein the results confirm that the proposed SN-OWDM scheme
needs less frequency resource compared with OFDM with higher
peak signal-to-noise ratio and lower peak-to-average power ratio
as well [12]. A new joint source and channel coding technique
is proposed for wireless image transmission, which directly maps
the image pixel values to the complex-valued channel input sym-
bols [13]. Efficient transmission of an encrypted image is achieved
through a multiple-input multiple-output (MIMO) OFDM sys-
tem over an additive white Gaussian noise channel (AWGN) with
three different encryption schemes, advanced encryption standard,
data encryption standard, and Rubik’s cube encryption algorithms
[14]. One more application of image communication is a robust
color image steganography over wireless communication systems,
in which the DCT and DWT is used to increase the sensitivity
of extraction of hidden images to the channel degradation effects
in an OFDM wireless communication system [15]. To accurately
identify the target signal and improve the reliability of wireless
image transmission, a wireless image transmission interference
signal recognition system is discussed based on deep learning
(DL) [16]. Here, STM32F107VT and SI4463 are used as a wire-
less controller, and the feature vector of the interference signal
is evaluated as a time-domain characteristic. Three new trans-
mission schemes of encrypted images are proposed for downlink
discrete sine transform-based multi-carrier code division multiple
access (DST-MC-CDMA) systems to resolve issues of multipath
fading, inter symbol interference, and jitter, especially for such
applications [17]. Image reconstruction is reported using B210
Universal Software Radio Peripheral (USRP) hardware, where an
image is transmitted through phase-shift keying (PSK)modulation
technique, and found satisfactory by comparing with the transmis-
sion of the original image over AWGN channel in the LabVIEW
platform [18].

The images transmitted over OFDM suffered from two types
of noise, Rayleigh and impulse. A performance evaluation of the
transmitted images using statistical (structural similarity image
measure, 2D correlation) and information-theoretic (joint his-
togram measure) properties confirmed that the joint histogram
measure has better similarity performance in different modula-
tion schemes utilized such as binary phase-shift keying (BPSK),
quadrature phase-shift keying (QPSK), 8-phase-shift keying (PSK)
and 16-quadrature amplitude modulation (QAM) [19]. In most
image transfer methods or techniques, lower bands of fre-
quency forWireless Local Area Network (WLAN) andWorldwide
Interoperability for Microwave Access (WiMAX) applications are
used like 915 MHz, 2.4 GHz, and 3.5 GHz. These communica-
tion technologies have limitations of capacity, so the image transfer
methods are extensively explored at the higher bands of WLAN
and 5G/6G networks. Semantic-oriented communication is one
of the most promising methods to enhance bandwidth by only
transmitting the semantics of the data, instead of the bit-by-bit
reconstruction of the data at the receiver’s end. This overcomes
the limited bandwidth problems in modern high-volume multi-
media transmission like for future 6G communication networks
with integration of artificial intelligence. A multilevel semantic
aware communication (MLSC) system is proposed based on DL

techniques and trained in an end-to-end manner for wireless
image transmission, named MLSC-image [20]. In the study [21],
a semantic communication-based end-to-end image transmis-
sion system is developed in conjunction with physical channel
characteristics, wherein a pre-trained generative adversarial net-
work is used at the receiver to reconstruct the realistic image
based on the semantic segmented image. For communication
with many Internet of things devices, a federated learning-based
semantic communication framework is proposed formultitask dis-
tributed image transmission [22]. For wireless secure transmission
of images, the ability of different orthogonal frequency division
multiple access (OFDMA) systems is extensively investigated on
different signal processing techniques, such as DSTs and DCTs,
as well as the conventional discrete Fourier transforms (DFTs)
with/without Rivest–Shamir–Adleman encryption [23], wherein
the results confirm the superiority of DCT-OFDMA system over
the DST-OFDMA and the conventional DFT-OFDMA systems.

In the current era, transferring an image with the utmost qual-
ity has become an important concern due to its versatile uses.
For example, in surveillance and security, object detection and
tracking, applying deep/machine learning, and providing high
video/image quality to consumers, as well as in forensic and medi-
cal applications. A closed-circuit television (CCTV) camera is used
at the commercial level for transferring images/video and is exten-
sively employed for surveillance and security applications [24]. In
forensic applications, there is often a requirement to extract crucial
details from low-resolution CCTV videos and to obtain high-
resolution images [25]. Subjective and objective methods are the
two primary types of image quality evaluation techniques [26, 27].
Subjective approaches rely on human judgment [28]. Conversely,
objective approaches entail explicit numerical criteria compar-
isons [29, 30]. So, an alternate wireless system for transferring
images and video recording is essential for monitoring and secu-
rity purposes without a visual signature. When the visual signal is
transmitted wirelessly rather than through the CCTV, it increases
the distortion in the image. These distortions commonly include
blur, noise, contrast, and environmental artefacts. After the recep-
tion of the image, reliable image quality assessment (IQA)methods
are applied preferably with no-reference images as developed for
JPG compressed images [31]. Thus, IQA methods are categorized
into three types: full-reference IQA [32, 33], reduced-reference
IQA [34, 35], and no-reference IQA (NR-IQA) methods [36–38].
The requirement to develop effective NR-IQAmethods, which can
predict image quality without any reference is on the rise as in
most real-time applications, the original reference image is often
unavailable. Earlier, a majority of NR-IQA models made use of
the natural scene statistics to extract distortion-related features
to predict image quality, such as the GSM model in the wavelet
domain [39], the Weibull and generalized Gaussian distribution
(GGD) model in the DCT domain [40, 41], and a computational
framework [42].

New NR-IQA models have been proposed with superior per-
formances, like a novel channel recombination and projection net-
work [43], a two-stage visual interaction perceptual network [44],
a no-reference blurred image quality evaluation model mapped
into the quality score via support vector regression [45], human
visual system based on perceptual features [46]. Many multi-
part models like a contrastive distortion-level learning-based NR-
IQA framework [47], rotation-invariant and computationally effi-
cient NR-IQA model [48] are reported and compared to test
the effectiveness of the proposed NR-IQA model. In the most of
reported literature, the performance metrics such as Spearman
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rank-ordered correlation coefficient, Pearson linear correlation
coefficient, and root mean square error are computed to show the
efficiency of the presentedmodel. In someworks, themeanopinion
score (MOS) and difference MOS are used as the predicted score
that matches human perceptions, so the reported method is more
accurate, less complex, independent of distortions, and well-suited
for real-time applications.

Thepresentwork describes an inexpensivewireless image trans-
fer technique for surveillance and security purposes wherein the
performance of different antennas is evaluated in real-time sce-
narios utilizing the 5.8 GHz transmitter and receiver modules. At
5.8 GHz, transmission is based on OFDM technology and IEEE
802.11a protocol, where in transmission rate can reach 54 Mbits/s
suitable for high-definition digital images in urbanmonitoring sys-
tems. So, this evaluation-focused technique is valuable for many
applications. APython code based graphical user interface (GUI) is
developed to capture and store the received images in the laptop. By
employing the Blind/Referenceless Image SpatialQuality Evaluator
(BRISQUE) method which is preferably used for comparison in
NR-IQA methods, the evaluation offers a standardized approach
to assess picture quality without the need for ground truth or ref-
erence photos. This methodology is of interest to researchers and
practitioners in the field of image processing and wireless commu-
nication. The experiment also compares the performance of dif-
ferent antenna types, including dipole antennas, circular split-ring
resonators (C-SRRs), hexagonal split-ring resonators (H-SRRs),
and metamaterial antennas. Such a comparative analysis provides
useful information for practitioners seeking to select themost suit-
able antenna for their specific application requirements. The anal-
ysis’s findings indicate that images transferred using metamaterial
antennas exhibit higher quality compared to those transferred
using other types of antennas.

Proposed image transfer technique

Hardware-transmitter to receiver modules and antennas setup

Figure 1 illustrates a transmitter and receiver module configura-
tion having transmitting and receiving antennas for wireless image
capture and transfer.

The transmitter and the receiver modules with their respec-
tive antennas are placed at a fixed distance D from each other.
This handheld transmitter module with battery can move any-
where from the receiver module (with antenna) while varying
the distance D up to 5 m with a step size of 0.5 m in different
directions. A camera connected to the transmitter module cap-
tures real-time images, which are transmitted at a frequency of
5.8 GHz from the transmitter module. The signals are received
by the receiver module and processed to give two analog out-
put ports. To de-embed the images in any laptop or desktop
computer, an audio/video to USB converter module was used. A
stand-alone GUI application is developed to take the picture or
image; Figure 2 depicts the operational flow chart. The BRISQUE
method is created in Python code to assess the quality of the
acquired picture [37]. This BRISQUE method maps the combined
data into a numerical value, which is known as the image quality
score (IQS) and its value varies from 0 (very good quality) to 100
(very bad quality).

The experiment setup is realized by using transmitter model
TS832 audio/video, receiver model RC832 audio/video, a pair of
standard dipole antennas, camera model Run Cam Nano 4, and
batteries for 12 V DC. These models can transmit/receive the
frequency-modulated carrier frequencies in the frequency range
(FR)1 band of 5G communication.

Use of BRISQUEmethod

To evaluate image quality, most of the assessment techniques
require a reference image and first, these techniques analyze image
structure and identify patterns among its features. However, the
BRISQUE method is considered particularly effective as it uses
image pixel information to calculate these features [37, 38]. Along
with the pairwise product coefficients, the design of the BRISQUE-
based model takes into account the NSS of locally normalized
brightness coefficients in the spatial domain. The process model,
shown in Fig. 3, is developed taking these considerations into
account.

The initial step involves subtracting the local mean from the
image to obtain locally normalized luminescence, which is then

Figure 1. Arrangement of image transferring using TS832 transmitter and RC832 receiver module.
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Figure 2. Flowchart of graphical user interface (GUI) for image capturing.

Figure 3. Process model of the BRISQUE method used in
this work.

divided by the local deviation. To prevent division by zero, a con-
stant is included. Before computing the mean subtracted contrast
normalized (MSCN) coefficients for a grayscale image, it is neces-
sary to first calculate the localmean.The intensity value of the pixel
I (i, j) is given by Eq. (1) as

̂I (i, j) =
I (i, j) − 𝜇 (i, j)

𝜎 (i, j) + C
(1)

where i ∈ 1, 2 … M, j ∈ 1, 2 … N are spatial indices, M and N
represent the height and width of the image, respectively. As the
denominator gets closer to zero, a constant value of C = 1 is used
to prevent any instability problems. The terms μ(i, j) and σ(i, j)

present the local mean of the pixel’s neighborhood and the local
standard deviation of the same neighborhood, respectively, and
obtained using Eqs. (2) and (3) as follows.

𝜇 (i, j) =
K

∑
k=−K

L

∑
l=−L

wk,lIk,l (i, j) (2)

𝜎 (i, j) =
√√√
⎷

K

∑
k=−K

L

∑
l=−L

wk,lIk,l (i, j) (3)

where w = {w k, l, k = − K, . . ., K, l = − L, . . . L} is the
implementation employs a circularly symmetric 2D Gaussian
weighting function, sampled up to 3 standard deviations and
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adjusted to have a unit volume. In this case, K and L, which stand
for the dimensions of the square window centered on the pixel of
interest, are set to 3. The window size is an adjustable parameter
that can be set based on the specific use case and the properties of
the image.

The pixel’s contrast about its immediate neighborhood is repre-
sented by the resulting MSCN value, where positive values denote
a higher contrast than the mean and negative values represent a
lower contrast than themean.The existence of distortion can affect
the distinctive statistical characteristics of MSCN coefficients. By
analyzing the changes in the statistical characteristics of an image,
one can predict the effect of distortion on the image and its per-
ceived quality. The MSCN coefficients are distributed as a GGD.
The density function of the GGD is,

f (x; a, 𝜎2) = a

2𝛽Γ ( 1

a
)
exp(−(

|x|
𝛽 )

a

) (4)

𝛽 = 𝜎√Γ (1/a)
Γ (3/a) (5)

where 𝛽 is the parameter that affects the shape of the distribu-
tion and Γ is the gamma function. The parameter 𝛼 controls the
form and 𝜎2 is the variance. Pairwise products of neighboring
MSCN coefficients along four directions (1) horizontal H, (2) ver-
tical V, (3) main-diagonal D1, and (4) secondary-diagonal D2 are
considered and obtained using Eq. (6)–Eq. (9) as

H (i, j) = ̂I (i, j) ̂I (i, j + 1) (6)

V (i, j) = ̂I (i, j) ̂I (i + 1, j) (7)

D2 (i, j) = ̂I (i, j) ̂I (i + 1, j − 1) (8)

D2 (i, j) = ̂I (i, j) ̂I (i + 1, j − 1) (9)

Since GGD does not fit the empirical histograms of coefficient
products well. Therefore, the model is fitted to asymmetric gen-
eralized Gaussian distribution. Its density function is given as,

f (x; a, 𝜎2
l 𝜎2

r ) =

⎧{{
⎨{{⎩

v

(𝛽l+𝛽r)Γ( 1

v
)
exp(−( −x

𝛽l
)
v
) , x < 0

v

(𝛽l+𝛽r)Γ( 1

v
)
exp(−( x

𝛽l
)
v
) , x ≥ 0

(10)

As the BRISQUE approach performs well in real time, is very
accurate, and does not require reference images, it is the method
preferred for assessing image quality. Equations (1–10) are used to
develop a Python code.

Image capturing

Antennas used in the experiments

Four different antennas are employed as seen in Fig. 4, to assess the
best antenna preferred for the intended image transfer application.
Table 1 lists each antenna’s attributes.

C-SRR and H-SRR structures are a Mu-negative type of meta-
material and these structures act like an LC resonance circuit.
When such a structure is used in place of a patch in a microstrip
antenna [49], it radiates the same resonance frequencywith amod-
erate gain and bandwidth. The resonance or radiated frequency is
defined by the physical dimensions of SRRs and the gain between
them [50]. A three-layer metamaterial Tx antenna consists of the
complementary SRR on the top patch layer, microstrip feed on the
middle layer, and grid patterns on the bottom layer and is a type
of a double-negative metamaterial which gives wideband and high
gain [51], whereas a three-layer metamaterial Rx antenna is made
up of three layers: a middle layer of air, a top layer with circular
patches etched from the Cu layer as the epsilon near zero layer, and
a bottom layer with a rectangular patch of inset-fedmicrostrip with
parasitic elements. It is designed for very high gain with a narrow
beam at 5.8 GHz.

Figure 4. (a) Dipole antenna, (b) front and (c) back side H-SRR antenna, (d) front and (e) backside C-SRR antenna, (f) front and (g) backside metamaterial (double negative
index) Tx antenna, (h) front and (i) backside metamaterial (epsilon near zero) Rx antenna.
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Table 1. Different antennas and their features

S. No Used at Antenna type
Gain
(dB)

Frequency
(GHz)

Weight
(gm)

1. Transmitter Dipole 2 5.8 5.934

Receiver

2. Transmitter Hexagonal
split-ring
resonator (H-SRR)

2.53 5.8 5.053

Receiver

3. Transmitter Circular split-ring
resonator (C-SRR)

2.51 5.8 5.012

Receiver

4. Transmitter Metamaterial
(double negative
index)

5.5 5.8 8.010

Receiver Metamaterial
(epsilon near zero)

11.4 83.914

Experimental setup for image capturing

Four setups are considered in this study to perform the image
transfer as shown in Fig. 4. In these setups, the receiver with
antenna is placed in a laboratory on the ground floor of the build-
ing, whereas the transmitter with antenna is placed at different
locations. In Setup 1, the transmitter is placed horizontally inside
the same lab with a varying distance from 0 to 5 m with a step size
of 0.5 m (Fig. 5(a)), while in Setup 2 (Fig. 5(b)), the transmitter is
placed vertically inside the same lab with a varying 0 to 5 m with
step size 0.5 m. In other setups, the transmitter is placed in differ-
ent locations on the ground floor in the same building (Setup 3)
which is represented by flag icons in Fig. 5(c), and the transmit-
ter is placed in different locations on the first floor in the building
(Setup 4) represented by flag icons in Fig. 5(d).

First, a pair of dipole antennas are used in all mentioned four
setups as shown in Fig. 5(a) and (b), and images are captured,
transferred and processed for IQA. In the same manner, a pair of

H-SRR antennas and C-SRR antennas and metamaterial Tx and
Rx (MMTR) antennas are used to transfer the images using Setup1
and Setup 3, which are illustrated in Fig. 6.

Image capture GUI app

Python programing has been used to create a GUI, as seen in
Fig. 7. This application is capable of capturing images. It is com-
pletely a stand-alone application that doesn’t require any Python-
oriented platform for its functioning. Given the way the developed
programing, the user can only select steps to be performed by tap-
ping the buttons on the application. First, double-click on the app
icon to start, and a new graphical window will open if the receiver
end is already connected to the laptop port, we can see the visuals in
the webcam feed sub-window, for capturing the image by pressing
the capture button and specify the path by browsing option and we
can check the image saved or not using image preview sub window
by browsing image.

Results and analysis

As stated earlier, all four antennas are used in the experiments to
capture a huge number of photos at various distances and locations.
To keep the text concise, some of these photos have been chosen
to be shown here. To give a thorough grasp of the picture capture
performance, each of these selected photographs is assessed in con-
junctionwith the associated IQS for the particular antenna thatwas
used.

Images transferred using a pair of dipole antennas

The image taken in Setup 2 at a distanc of 1 m is shown in Fig. 8,
and it has the lowest IQS score of 37.97 out of the four images and
is of the highest quality. However, Setups 3 and 4’s IQSs of 41.68
and 40.90 demonstrate that the proposed wireless image transfer
scheme works regardless of obstructions and orientations.

Figure 5. Image transfer using dipole antennas placed in (a) horizontal setup (Setup1), (b) vertical setup (Setup2), (c) ground floor (Setup3), and (d) first floor (Setup4).
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Figure 6. Setup 1 using (a) H-SRR antennas, (b) C-SRR antennas, and (c) metamaterial Tx and Rx antennas.

Figure 7. Graphical user interface (GUI) for image capturing.
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Figure 8. IQS of images transferred using a pair of dipole antennas for different setups.

Figure 9. Comparison of IQSs of images for Setup 1.

Comparing the effectiveness of different antennas for image
transfer

Experiments are carried out using three additional antennas for
each of the two setups, Setup 1 and Setup 3, to determine which
antenna set is best for the suggested application. For these configu-
rations, the images with their IQS acquired are displayed in Figs. 9
and 10, respectively.

On observing Fig. 9, it is noted that Setup1 with dipole anten-
nas offers the best IQS value of 46.390 than other antennas up
to 1 m of distance. For larger distances of 2 and 3 m, the use of
MMTR antennas provides IQS values of 42.065 and 40.231, respec-
tively. Figure 10 shows the images and their IQS values obtained in
Setup 3. The lowest value of IQS obtained using MMTR antennas
confirms that the higher gain antennas with narrow beamwidth
(Table 1) are best for wireless image transfer. The higher gain of
both three-layer metamaterial antennas with good bandwidth and
narrow beam width led to more efficient radiated power transmis-
sion and focused reception, which improved the signal transmis-
sion/reception than the C-SRR andH-SRR antennas. So, the use of
MMTR antennas offered good quality image transfer and a longer
range. Additionally, IQS values are thoroughly assessed for every

image utilizing each of the four antenna sets, and the results are
shown in Fig. 11. Using Eq. (11) to estimate the variance in IQS val-
ues, performances can be evaluated efficiently against the standard
dipole.

IQS deviation (Δ) = IQS of different antennas
− IQS of Dipole Antenna (11)

According to Fig. 11(a), the IQS of the dipole antenna is lower
than the IQS of the C-SRR antenna for distances up to 1.5 m and
then becomes higher. So, the quality of images obtained using
C-SRR antennas is better after these distances. Notably, the IQS
of the C-SRR antenna remained relatively constant as the dis-
tance between the transmitter and receiver was further increased.
Given that Table 1’s antenna characteristics are the same for both
C-SRR and H-SRR antennas, it can be observed in Fig. 11(b)
that the IQS of the H-SRR antenna is comparable to those gen-
erated from C-SRR antennas. Again, as in Fig. 11(c), the IQS
of the dipole antenna is about 48 and much better than that of
the metamaterial (MMTR) antennas for distances up to 1.5 m.
After this range, themetamaterial antennas exhibited further lower
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Figure 10. Comparison of IQSs of images for Setup 3.

Figure 11. Comparison of image quality score for Setup 1: (a) dipole and C-SRR antennas, (b) dipole and H-SRR antennas, (c) dipole and metamaterial antennas, and
(d) IQS deviation with respect to dipole antenna.

values of IQS, which shows that the quality of images gradually
enhanced with longer distances while the performance of C-SRR
and H-SRR is nearly constant at the same distance. Figure 11(d)
shows the IQS deviation (Δ) of different antennas with respect to
the dipole antenna. The IQS deviation of the C-SRR and H-SRR
antenna is negative for most of the distance, it implies that C-SRR
and H-SRR are better than dipole antenna. The IQS deviation of
metamaterial antennas is found to be more positive as compared
to the other two SRR antennas up to 1.5 m, which implies that
the use of metamaterial antennas is unsuitable for very small or
close distances. However, after 2m, the deviation becomes negative

and further negative with distance increases, which confirms the
image quality is becoming better using these antennas for longer
distances.

To further validate the comparison, images taken at the same
locations using four antennas in Setup3 are analyzed and IQS
values are shown location-wise of Setup 3 in Fig. 12. Figure 12
confirms that the dipole and C-SRR antennas are providing higher
values of IQS in the same floor of building while H-SRR andmeta-
material antennas offer better IQS values. In addition, the IQS
values obtained using H-SRR and metamaterial antennas remain
almost constant and independent of the direction or distance
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Figure 12. Comparison of IQS for Setup 3.

of the transmitter from the receiver position, even though the
metamaterial antennas are more directional. The results show that
presented metamaterial antennas are best for the proposed appli-
cation of wireless image transfer.

To show the novelty in the current research work a comparison
with the previously published work is shown in Table 2. In compar-
ison, most of the previous techniques involve complex processing
and encryption algorithms to improve the quality of transmitted
or encrypted images, whereas the proposed technique of wireless

image transfer is a simple, cheaper, and faster technique that can be
implemented with a laptop and a little signal processing. Most of
the reported techniques are verified by simulation in various sce-
narios and modulations, the proposed technique is implemented
physically and the quality of received or transferred images is
assessed in terms of IQS.

Limitation and future scope

The real-time image quality can be improved further by optimiza-
tion of antenna designs, including metamaterial antennas, and the
use of advanced signal processing methods. These advanced sig-
nal processing algorithms are required to enhance image quality
by noise reduction, and compression techniques, to minimize data
loss during transmission. Also, the optimal deployment and posi-
tioning of antennas wouldmaximize signal coverage andminimize
signal attenuation, by considering factors such as antenna height,
orientation, and spatial arrangement in the surveillance area. Also,
in this work, a camera model RunCam Nano 4 is used to keep
the proposed application cheaper and handy. By replacing it with
a good quality camera, the quality of images can be improved
directly. The limitation of the present work is the use of bulky
and large-size MMTR antennas for better image quality. In addi-
tion to improving the image quality as mentioned in the response
to previous comment 7, the new antenna design should focus on
the compact high gain and narrow beam width antennas. Also,
to increase the range of transmission/reception beyond 100 m,
a similar analysis should be performed at a lower frequency like
3.5 GHz in the 5G FR1 band.

Table 2. Comparison of present work with previously published literature

Reference Op. freq./channel BW Mod.
Assessment
method/parameters Type of application System consists of

[18] 915 MHz QPSK MSE
PSNR

Image transmission USRP-LabVIEW

[14] – BPSK
MIMO–OFDM

NPCR
UACI

Transmission of encrypted
images

Crypto MIMO-OFDM with
AWGN channel

[11] 64 MHz BW QPSK
OFDM

PSNR Image transmission with
encrypted algorithms

Carrier frequency offset and
compensation

[23] 5 MHz BW QPSK
16-QAM

MSE
PSNR

Transmission of encrypted
images

DCT/DST-based OFDMA

[17] – CDMA PSNR
MSE

Transmission of encrypted
images

DST-based MC-CDMA
modulator and demodulator

[21] – BPSK PSNR Multimedia content
transmission

Semantic communication-
based end-to-end
communication systems

[20] – OFDM PSNR Image transmission over
noisy channel

Multilevel semantic feature
extractor

[15] – OFDM PSNR Image communications Robust color image
steganography

[16] 72 MHz
915 MHz

QAM
AM, QPSK, BPSK

Packet loss rate Signal recognition NI-USRP 2920, SPM32F107U
MCU module, SI403 chip
wireless transceiver

This work 5.8 GHz FM BRISQUE/IQS Wireless image transfer Transmitter TS832 audio/video,
receiver RC832 audio/video,
a pair of antennas, camera
model Run Cam Nano 4.

PSNR = peak signal-to-noise ratio; MSE = mean square error; SSIM = structure similarity index measure; IQS = image quality score; NPCR = number of changing pixel rate; UACI = unified
averaged changed intensity.
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Conclusion

The present work demonstrated the performance of different
antennas in real-time wireless image transfer for surveillance and
security purposes using the 5.8 GHz transmitter and receiver com-
mercial modules. The images are taken at different locations and
distances from the receiver position. The IQS is obtained using
the BRISQUE method and evaluated for all captured images. The
results showed that, when it came to wireless image transfer, the
metamaterial antenna outperformed any other antenna. Signal
quality and intensity are much enhanced in the desired direction
due to their directional emission pattern. These findings suggest
that to achieve reliable and efficient wireless image transfer for
security applications, antenna selection is essential. So, this is the
first step for video streaming or video conferencing in real time
and in short range without involving other services. In the future,
the required modification will be explored to extend the range and
quality of images.
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