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Abstract
Measuring the social preferences of economic agents using experiments has become 
common place. This process, while incentive compatible, is costly and time consum-
ing, making it infeasible in many settings. We combine standard altruism and warm 
glow choice experiments with a battery of candidate survey questions to construct 
behaviorally validated questionnaires. We use machine learning to create parsimoni-
ous 3-question modules that reliably replicate existing results on general altruism 
and provide an alternative method for collecting warm glow preferences.

Keywords Experiment · Altruism · Warm glow · Survey validation

JEL Classification C91 · D64 · D91 · H41

1 Introduction

The purely altruistic model of charitable giving predicts that donors don’t care where 
funding comes from as long as the public good is provided. A dollar from taxes, 
corporate giving or any other source is just as good as a dollar from the donor’s 
own pocket. As a result, other sources of funding should crowd out the contribution 
provided by the altruist. This seems, however, to not be the case. Early studies by 
Abrahams and Schmitz (1984) and Clotfelter (1985) estimated government grants 
did little to crowd out private donations to public goods. Since then, a similar lack 
of crowding has been shown by Payne (1998) among many others and is reviewed in 
Ribar and Wilhelm (2002). Consequentially, altruism is now thought to be impure in 
the sense that donors must also receive private benefits from the contributions they 
make. This private benefit, developed in Andreoni (1990), has been termed warm 
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glow. Knowing the extent to which donors are motivated by warm glow has impor-
tant implications for tax policy (e.g., Andreoni, 2015) and the design of charitable 
fundraisers (e.g., Lilley & Slonim, 2014; Carpenter, 2021).

The standard way to measure altruistic preferences is using an incentivized exper-
iment, typically the dictator game. Here, participants are asked to contribute any 
amount of a given (or earned) endowment to a selected charity (Eckel & Gross-
man, 1996) or a charity of their own choosing (Carpenter et al., 2008). The typical 
endowment in this experiment is at least $10, there are often around 100 partici-
pants and a session usually lasts around an hour. In other words, after an hour’s work 
the researcher has spent $1000 and gathered just 100 observations. There must be a 
more efficient way to collect a substantial sample of altruistic preferences, especially 
when financial incentives are not feasible.

We run over 300 participants of varied demographics through both a similar 
incentivized experiment, altered to detect both generally altruistic and warm glow 
donations, and a large battery of survey questions designed to predict behavior in 
the experiment. Our goals are to replicate the altruism module created in Falk et al. 
(2016) with new methods and a new sample and to create a behaviorally validated 
warm glow questionnaire that researchers can employ much cheaper, much quicker 
and at much greater scale. Indeed, using a variety of machine learning techniques, 
we find that just three survey questions can predict incentivized donations in both 
the general and warm glow contexts with high predictive power. Combined, these 
3-question modules constitute short survey instruments that are forged in incentiv-
ized behavior and are easy to implement within much larger survey instruments or 
experimental investigations.

2  Methods

2.1  Incentivized measures of altruism and warm glow

To gather incentivized measures of altruism and warm glow, we modeled our exper-
iment on Crumpler and Grossman (2008) and Carpenter et al. (2008). In this variant 
of the dictator game, participants were awarded a $2 bonus beyond their participa-
tion payment, any fraction of which they could donate to a charity of their choice. 
The survey is reproduced in the appendix. The standard dictator game (our meas-
ure of altruism) was implemented in questions 10–14. Question 10 (Q10) provided 
instructions, Q11 and Q12 asked comprehension questions, Q13 asked participants 
to choose one of six charities (American Cancer Society, American Red Cross, Doc-
tors Without Borders, World Wildlife Fund, Save the Children or Teachers Without 
Borders), and Q14 recorded one’s donation using a slider to determine how much of 
the bonus to donate to their chosen charity and how much to keep. The correspond-
ing questions for the warm glow version of the experiment were Q5–Q9.

What made the warm glow version of the dictator game different was that par-
ticipants were informed that the proctor of the experiment would also donate and 
that the amount going to the charity would be fixed at $2. The instructions empha-
sized that “the amount contributed by the proctor will be reduced by the amount 
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you donate. In other words, your selected charity will always receive exactly $2.” 
Regardless of the amount the participant donated, the sum of her contribution and 
the proctor’s was fixed at $2. For example, as indicated in the instructions, “If you 
donate $0, the proctor will donate $2; if you donate $1, the proctor will donate $1 
and if you donate $2, the proctor will donate $0.” The purpose of this variant is to 
disincentivize any purely altruistic giving—individual donations do not increase the 
total contribution and, therefore, can only be motivated by warm glow.

2.2  Candidate survey measures

We asked our participants a variety of survey questions that we hypothesized would 
predict giving in our experiment. Some of the questions we borrowed from the exist-
ing literature were designed to detect altruism, broadly speaking, while others we 
created were more focused on warm glow. To help the exposition, we relabel the 
questions (and specific responses) with reference to whether they were designed 
to measure altruism (A) or warm glow (WG). Based on the success of the ques-
tions developed in Falk et al. (2016), we borrowed a hypothetical choice question 
designed to capture altruism. A33 asked how much the respondent would donate 
to charity after winning $1000 in a lottery. We also developed three new variations 
of this question: first, A31 asked how much of an unanticipated $1000 bonus for 
doing a good job at work would the respondent donate to charity. The main differ-
ence between these two questions is that the bonus was earned in the first and not in 
the second. Prior research has shown increases in warm glow giving if the endow-
ment is earned (Luccasen & Grossman, 2017). Second, we created two complemen-
tary versions of these questions that targeted warm glow giving (WG32 and WG34) 
by adding a phrase indicating that a friend or your employer already planned to give 
$1000 to charity and would reduce the amount they give by whatever you give. Bor-
rowing again from Falk et  al. (2016), we also asked a qualitative self-assessment 
about how willing respondents were to give to good causes without any expectation 
of a return (A25).

To further measure altruistic preferences among our participants, we included two 
questions (A27 and A28) from a self-reported altruism scale developed by Rushton 
et al. (1981). The original scale contains twenty questions that elicit the frequency 
that respondents engage in specific altruistic behaviors, like donating to strangers 
and charity. In his research measuring altruistic behaviors, Bekkers (2007) discov-
ered that the anonymity of decisions lowered generosity. It is intuitive that warm 
glow givers may feel better about themselves if donations are made in their names. 
With this in mind, we added two questions (WG29, WG30) to evaluate any impact of 
recognition on warm glow giving. Nunes and Schokkaert (2003) conducted a con-
tingent valuation study to investigate the effects of altruism on one’s willingness to 
pay for natural resources. We included one of their questions (A26) that is associated 
with the social pressure to donate.

As a last thought on general altruism, we realized that altruism may also affect 
purchasing decisions. Koschate-Fischer et  al. (2012), for example, show how 
an increasing number of companies now direct some of their earnings to charity 
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to enhance customer goodwill and improve their brand images. Motivated by this 
trend, we asked participants (in A36) to, consider two identical products and report 
how much more they would be willing to pay for the one produced by a firm that 
donates profits to charity.

Considering items that were designed to be warm glow specific, the first question 
is based on a survey module implemented in the field experiment conducted by Car-
penter (2021), which found that the responses to the following question predicted 
warm glow giving in a similar setting. Respondents were asked, “Think about the 
last time you gave to charity that needed a fixed amount of money to accomplish 
a goal (e.g., $1000 to provide a holiday meal to people in need). What was most 
important to you?" They could give a purely altruistic response, “The total amount 
given by everyone" (A21), a warm glow response, “The amount that you personally 
gave" (WG21) or a catchall third response, “Some other aspect of giving." In the 
same vein, two other questions were constructed: “What is the most important rea-
son that you donate to charity?" with responses to benefit others (A22), self-image or 
to feel good (WG22) and “What do you think is the most common reason that other 
people donate to charity?" with the same responses (A23 and WG23).

Andreoni’s (1990) theory guides the response options of two other questions, one 
dealing with the possible ways to finance public goods and another one that asks for 
emotional associations. Public goods can be funded by taxes or private donations. 
Both ways increase the total supply, but warm glow donors should feel differently 
about making private donations. In question A24, participants are asked how best to 
fund general public goods like infrastructure and a specific public good—the road in 
one’s neighborhood. In another question, participants describe which factors influ-
ence charitable donations: one’s ability to help (A35) or feeling guilty (WG35).

The last two questions of the survey were hypothetical versions of the dictator 
experiments. For the standard game, we asked (A38): “Imagine participating in the 
following experiment. You are given $100 and told that you can donate as much 
of the $100 as you like to a charity of your choice and keep the rest for yourself. 
You can donate any amount between $0 and $100 to your selected charity." For the 
hypothetical warm glow experiment we asked (WG37), which started identically to 
the previous question but had a different ending: “... You can donate any amount 
between $0 and $100 to your selected charity. The proctor of the experiment will 
also donate up to $100 to your selected charity. However, the amount contributed by 
the proctor will be reduced by the amount you donate. In other words, your selected 
charity will always receive exactly $100. For example, if you donate $0, the proctor 
will donate $100. If you donate $50, the proctor will donate $50 and if you donate 
$100, the proctor will donate $0."

2.3  Recruitment and protocol

The survey experiment was conducted online with a U.S. nationally representative 
sample from Prolific’s participant pool. To ensure the quality of their responses, the 
survey began with a reCAPTCHA question (Q2) for each participant. In addition, 
the survey access was limited to Prolific participants who had more than twenty-five 
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prior survey approvals (but no more than 200) and an approval rating higher than 
90%. To proceed, consent (Q3) was required for every participant at the beginning 
of the survey. The experiment was approved by the Middlebury College Institutional 
Review Board.

The survey experiment was composed of four blocks and the questions within 
a block were presented in random order. The first block of the survey included the 
two incentivized dictator experiments. Participants were told that one of these two 
dictator responses would be chosen randomly and implemented at the end of the 
session. In the second block of the survey, participants were asked six demographic 
questions: gender, age, zip code, education level, political preference, and religious 
attitude. In the third block, we asked the sixteen questions designed to differentiate 
between pure altruism and warm glow. The survey ended with the fourth block in 
which we presented the hypothetical versions of the dictator experiments. Blocks 
two and three were strategically placed between the dictator experiments and the 
hypothetical experiments to attenuate the natural demand for consistency between 
the two.

After participants completed the questionnaire, they were redirected back to the 
Prolific website and their participation was recorded automatically. The bonuses for 
individuals were calculated and distributed within a day. Donations for the chosen 
charities were totaled and submitted online.

3  Data overview

3.1  Participants

A total of 310 people participated in the study. Considering the demographic char-
acteristics of our nationally representative sample, 51% were female, their ages var-
ied from 18 to 93 years (the mean was 45), 56% graduated from college, 25% were 
politically conservative to some extent and 40% said that they were not at all reli-
gious. On average, participants spent 8 minutes completing the survey, for which 
they earned a base payment of $1 and an average bonus of another $1.30.

3.2  Dictator game experimental results

Our primary goal is to identify which of the myriad candidate survey questions are 
useful in understanding a participants’ propensity to make donations in the two dic-
tator games. Table 1 summarizes the results of our incentivized experiments. In the 
standard, altruism, version of the dictator game, while almost 28% of people give 
nothing, the majority of participants donated a positive amount ($0.72 on average), 
including 11.4% who give the entire $2. As expected, contributions were lower in 
the warm glow dictator game because we turn off the purely altruistic motivation. 
Here, 42.9% of people give nothing, the average amount donated falls to $0.55, but 
7.1% of people still give everything.
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4  Survey module creation and replication

We begin our analysis of what predicts donations by trying to replicate (Falk et al., 
2016) using the standard dictator game donation (A14), an expanded set of can-
didate questions and a representative sample from the U.S. Our major contribu-
tion, however, is the creation of a new survey module to predict warm glow giv-
ing. In both instances, we examine the intensive (Donation Amount) and extensive 
(Donated?) margins. The former approach treats the donation amount as a quantita-
tive, variable and the latter approach classifies a donation as an indicator. Regardless 
of approach, the analyses lead to largely similar results, with only small differences 
between which survey questions are most important in predicting the given donation 
variable. In what follows, we describe our approach to both analyses. In addition, we 
provide easy-to-use scoring rubrics to predict giving.

4.1  Raw correlations

To begin our analysis, we report the raw correlations between the donation experi-
ments and the survey questions in Tables  2 and 3. Considering general altruism, 
we see that 10 of the 13 questions are highly correlated with both the amount par-
ticipants donated in the standard dictator game and an indicator for donating any 
amount. Of particular note are the strong correlations with A38, A33 and A31, all 
hypothetical versions of making an actual donation. Interestingly, we find similar 
results for warm glow in Table 3. Here, the hypothetical lottery donations in W32 
and W34 are strongly correlated with actual warm glow donations (and having 
donated) and the hypothetical experiment WG37 is very highly correlated with both 
measures of giving.

4.2  Donation amount (intensive margin)

We utilized three different techniques to model the relationship between respond-
ents’ answers to the survey questions and the amount that they chose to donate in 
A14 and WG9: multiple regression, regression trees, and random forests. A regres-
sion tree is a type of model that makes predictions about an outcome based on a 

Table 1  Donation amounts in 
altruism and warm glow choice 
tasks

Amount (in dollars) Altruism Warm glow
N (% of total) N (% of total)

0 86 (27.7%) 133 (42.9%)
(0, 0.5] 63 (20.3%) 50 (16.1%)
(0.5, 1] 108 (34.8%) 95 (30.7%)
(1, 1.5] 15 (4.8%) 10 (3.2%)
(1.5, 2) 3 (1.0%) 0 (0.0%)
2 35 (11.4%) 22 (7.1%)
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series of binary decisions. Here, we give a brief introduction to regression trees and 
random forests, but more in-depth descriptions can be found in Hastie et al. (2001).

Although specific tree-building algorithms vary, a regression tree generally 
begins by iterating through all possible predictor variables (in our case, survey 
questions) and identifying the variable that can best split the respondents into two 
homogenous groups—in our case, one with large average donation amounts and 
one with small average donation amounts. This approach uses search algorithms to 
select a breakpoint for a variable, determine how good the split is, and then iterate 
through all possible breakpoints and variables (Hastie et al., 2001). Figure 1 shows 
an example one-step regression tree for these survey data. This tree uses the variable 
WG34, the question that reads:

WG34: Suppose that you won $1000 in a lottery. Considering your current situa-
tion, how much would you donate to charity if your friend told you that they already 

Table 2  Raw correlations 
between dictator donations 
(A14) and altruism survey 
responses

Correlation coefficients; * p < 0.10 , **p < 0.05 , ***p < 0.01

Question A14 > 0 A14

A21: total amount given by everyone 0.08 0.04
A22: acting for the good of others −0.05 −0.10*
A23: acting for the good of others 0.16*** 0.16***
A24: tick box and donate 0.11** 0.10*
A25: very willing 0.20*** 0.15***
A26: yes 0.32*** 0.23***
A27: yes 0.18*** 0.16***
A28: yes 0.32*** 0.23***
A31: bonus donation 0.44*** 0.31***
A33: lottery donation 0.46*** 0.31***
A35: my ability to help or donate 0.07 0.10*
A36: salad dressing WTP 0.23*** 0.18***
A38: hypothetical experiment 0.58*** 0.37***

Table 3  Raw correlations 
between warm glow donations 
(WG9) and warm glow survey 
responses

Correlation coefficients; * p < 0.10 , **p < 0.05 , ***p < 0.01

Question WG9 > 0 WG9

WG21: amount that you personally gave 0.08 0.05
WG22: donating makes me happy 0.05 0.05
WG23: donating makes them happy −0.11* −0.07

WG29: yes 0.09 0.05
WG30: yes −0.02 −0.01

WG32: bonus donation 0.33*** 0.46***
WG34: lottery donation 0.31*** 0.40***
WG35: how guilty I will feel if I do not donate −0.11** −0.06

WG37: hypothetical experiment 0.52*** 0.64***
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planned to give $1000 to charity and they would reduce the amount they would give 
by whatever you give?

The algorithm found that the best breakpoint for this variable is $99. Respondents 
who answered that they would donate less than $99 in WG34 donated an average of 
$0.30 in the warm glow experiment (WG14) while respondents who said they would 
donate equal to or more than $99 in WG34 donated an average of $0.81 in WG14. 
A total of 52% of respondents ( n = 160 ) said they would donate less than $99, and 
48% of respondents ( n = 150 ) said they would donate $99 or more.

Thus, if we were to use this regression tree to make a prediction about a new par-
ticipant’s donation, we would predict that they would donate $0.30 if they answered 
WG34 with a value less than $99, and we would predict they would donate $0.81 if 
they answered WG34 with a value greater than or equal to $99. This WG34 variable 
and corresponding breakpoint of $99 were deemed by the tree-building algorithm 
to be the best possible split into a group of respondents who donated little and those 
who donated a lot.

A regression tree, however, doesn’t typically end after just one split or use a sin-
gle variable to make predictions. The same process described above is repeated in 
order to determine if the remaining data can be further split into sub-groups of par-
ticipants who donated more (on average) and participants who donated less (on aver-
age) using all combinations of variables and breakpoints. This splitting process is 
repeated until a set of stopping criteria are reached, typically related to the overall 
number of respondents in each terminal node (if there are too few respondents in a 
given node, then the regression tree might overfit the data). Figure 2 shows a regres-
sion tree predicting the donation amount in WG9 using two variables and many 
nodes. This regression tree predicts donation amounts as low as $0.15 and as high 
as $1.40 depending on responses to questions WG34 and WG23. The full regres-
sion tree using all variables is too large to meaningfully visualize, but its results are 
found in Tables 4 and 5.

A random forest is a compilation of hundreds of regression trees, such as the one 
in Fig. 2. In this analysis, our random forest contains 500 regression trees. Each of 
the 500 regression trees is built in the same manner as described above with one 

Fig. 1  A one-step regression 
tree for survey data
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caveat: each tree only has access to a random subset of data, and each split in the tree 
only has access to a random subset of all the questions. Each of the 500 regression 
trees is therefore created independently, and each tree makes a prediction about the 
total amount a participant will donate based only on the subset of data and variables 
to which it has access. The prediction of the random forest is the average of all 500 
trees’ predictions. Each of the 500 regression trees built in this manner is weaker 
than the regression tree built on the entire data set with all variables included, but 
the averaging of hundreds of these trees often leads to better overall prediction accu-
racy. This fact is not necessarily intuitive, but it is proven in Dzeroski and Zenko 
(2004) and is corroborated by our data. Tables 4 and 5 show model metrics for each 
of the three approaches using all survey responses (both altruism and warm glow) as 
predictors variables and donation amounts in A14 and WG9 as responses variables, 

Fig. 2  Large regression tree for predicting WG9 

Table 4  Model metrics for 
predicting Donation Amount 
in A14 

Model MSE Adjusted R2

Multiple regression 0.187 0.535
Regression tree 0.208 0.503
Random forest 0.189 0.538

Table 5  Model metrics for 
predicting Donation Amount 
in WG9 

Model MSE Adjusted R2

Multiple regression 0.147 0.576
Regression tree 0.193 0.548
Random forest 0.159 0.601

Downloaded from https://www.cambridge.org/core. 06 Jan 2025 at 04:47:51, subject to the Cambridge Core terms of use.

https://www.cambridge.org/core


319A behaviorally validated warm glow questionnaire  

respectively. We used 5-fold cross-validation to estimate the mean squared error 
(MSE) and adjusted R2 values of each of the models.

Each of the three techniques yielded similar results across predictions of A14 
and WG9–measures of altruistic and warm glow giving. Random forests slightly 
outperformed the other two techniques based on MSE and adjusted-R2 metrics, sig-
nificantly more so in the WG9 model. Using the random forest model, knowing a 
respondent’s answers to all survey questions explained approximately 60% of the 
total variation in donation amount in WG9 and 54% of the total variation in donation 
amount in A14.

We next sought to identify a more parsimonious subset of the survey questions 
with similar predictive power to the full model. All three approaches allow for the 
quantification of each variable’s unique importance in the predictive power of the 
model. Figures 3 and 4 show the Variable Importance Plots for each of the full ran-
dom forest models highlighting the most important questions that predict warm 
glow giving (WG9) and altruistic giving (A14). The y-axis lists each of the vari-
ables (survey questions), and the x-axis—Scaled Variable Importance—is a scaled 
measure of how much predictive power would be lost if that variable were removed 
from the model. Specifically, Scaled Variable Importance approximates the average 
decrease in the predictive power of the model if the given variable were removed 
from the random forest. The most important variable has a scaled importance of 
100, and a scaled importance of 50 indicates that variable is half as important as the 
most important variable.

Each graph shows that the hypothetical dictator game questions about general 
altruism (A38) and warm glow giving (WG37) are most important when predict-
ing our measure of altruistic giving (A14—Fig. 3) and warm glow giving (WG9—
Fig. 4). These variables make up the bulk of the predictive power for their corre-
sponding models. Other variables such as A33, A31, and A36 were also important 
in predicting donation amount in A14, whereas WG32 and WG34 were important in 

Fig. 3  Variable importance plot for the random forest modeling Donation Amount in A14 
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predicting WG9.1 After identifying these important variables, we decided to com-
pare the accuracy of the three original methods: multiple regression, regression 
trees, and random forests when using a 3-variable subset for predicting A14 and 
WG9. In other words, we evaluated the predictive cost of using more parsimonious 
scales.

Tables 6 and 7 show the results of the best 3-variable-subset and full models for 
each of the three approaches to predicting A14 and WG9, respectively. In the 3-vari-
able subset models, regression trees and random forests perform nearly identically, 
with slight decreases in R2 for the 3-variable model. The multiple regression model 
performs worse than the other two models, and its predictive power drops signifi-
cantly from the full model to the 3-variable model. This decreased performance for 
the regression model is due to the complexity of the interactions between individual 
survey responses and donation amount. For example, respondents indicating that 
they would donate large amounts in a hypothetical warm glow scenario—such as 

Fig. 4  Variable importance plot for the random forest modeling Donation Amount in WG9 

Table 6  Metrics for models 
predicting Donation Amount 
in A14 

Number of 
variables

Model MSE Adjusted R2

3 Multiple regression 0.268 0.347
3 Regression tree 0.215 0.501
3 Random forest 0.187 0.559
62 Multiple regression 0.187 0.535
62 Regression tree 0.208 0.503
62 Random forest 0.189 0.538

1 It is also reassuring to see that question WG21 which has been used in Carpenter (2021) also performs 
relatively well here.
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WG32, WG34, or WG37—donated more on average in WG9. However, respondents 
who donated a lot in one or two of these scenarios and then donated little in the 
remaining scenarios were more likely to donate a medium-to-low amount in WG9. 
In other words, inconsistencies in donation amounts for the hypothetical scenarios 
often yielded lower-than-expected actual donations in WG9, even if most of the 
hypothetical donations were large. This complex structure was better captured by the 
tree-based algorithms than the standard regression model.

For regression trees and random forests, using a 3-variable subset yields a similar 
predictive power as using all 62 variables (i.e., including both altruism and warm 
glow variables), but with many fewer survey questions required. Further, because 
the regression tree and random forest approaches performed roughly equally for 
the subset models, we based our scoring rubric off of the regression tree model, 
as its output is more easily interpretable (making predictions with a random forest 
requires access to each of the 500 regression trees).

Based on our original survey, the best 3-question subset to identify the amount of 
altruism giving (A14) using a regression tree is: 

A31)  Suppose that at your job, you earned a bonus that exceeded your expecta-
tions by $1000. Considering your current situation, how much would you 
donate to charity?

A33)  Suppose that you won $1000 in a lottery. Considering your current situation, 
how much would you donate to charity?

A38)  Imagine participating in the following experiment. You are given $100 and 
told that you can donate as much of the $100 as you like to a charity of your 
choice and keep the rest for yourself. You can donate any amount between 
$0 and $100 to your selected charity.

 
Figure 5 shows the regression tree-based rubric for predicting altruistic giving. 

Each node in the tree contains three values: the top value is the predicted dona-
tion amount for all respondents belonging to that node, the bottom-left value is the 

Table 7  Metrics for models 
predicting Donation Amount 
in WG9 

Number of 
variables

Model MSE Adjusted R2

3 Multiple regression 0.246 0.417
3 Regression tree 0.196 0.546
3 Random forest 0.142 0.583
62 Multiple regression 0.147 0.576
62 Regression tree 0.193 0.548
62 Random forest 0.159 0.601
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total number of respondents belonging to the given node, and the bottom-right value 
is the percentage of respondents belonging to the given node. Nodes that are more 
green indicate higher predicted donations, and nodes that are more white indicate 
lower predicted donations. The statements in bold below each node represent the 
splitting rule for moving to one of the next two nodes.

The rubric demonstrates that those answering with proportionally small values 
for A38 donate little in A14. Those answering with large values are likely to donate 
most of their money in A14. The middle of the regression tree highlights how to pre-
dict donations in A14 for respondents who mix and match low and high donations 
in A31, A33, and A38. To see how to use this rubric, suppose a respondent answered 
the survey in the following manner: a $500 donation to charity in A31, a $100 dona-
tion in A33, and a $50 donation in A38. This path through the rubric in Fig. 5 would 
start by going right at node 1 because they donated more than $17 in A38. At node 
3, one would follow the rubric to the right because they donated more than $347 
in A33. Finally, at node 7, one would follow the rubric to the left the respondent 
donated less than $90 in A38. Thus, our rubric predicts that this sample participant 
would donate $1.30 in A14.

Based on our original survey, the best 3-question subset to identify the amount of 
warm glow giving (WG9) using a regression tree is: 

WG32)  Suppose that at your job, you earned a bonus that exceeded your expecta-
tions by $1000. Considering your current situation, how much would you 
donate to charity if your boss told you that the company already planned 
to give $1000 to charity and it would reduce the amount it gives by what-
ever you give?

WG34)  Suppose that you won $1000 in a lottery. Considering your current situ-
ation, how much would you donate to charity if your friend told you that 

Fig. 5  Rubric for administering 3-question survey for warm glow giving
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they already planned to give $1000 to charity and they would reduce the 
amount they would give by whatever you give?

WG37)  Imagine participating in the following experiment. You are given $100 
and told that you can donate as much of the $100 as you like to a charity 
of your choice and keep the rest for yourself. You can donate any amount 
between $0 and $100 to your selected charity. The proctor of the experi-
ment will also donate up to $100 to your selected charity. However, the 
amount contributed by the proctor will be reduced by the amount you 
donate. In other words, your selected charity will always receive exactly 
$100. For example, if you donate $0, the proctor will donate $100. If you 
donate $50, the proctor will donate $50 and if you donate $100, the proc-
tor will donate $0.

 
The rubric demonstrates that those answering with proportionally small values 

for WG34 and WG37 are likely to donate little in WG9. Those answering with 
large values are likely to donate most of their money in WG9. Those who answer 
with medium-sized values (or those who answer with large values for one ques-
tion but small values for another) are likely to donate a medium amount of their 
money in WG9. To see how to use this rubric, suppose a respondent answered 
the survey in the following manner: a $200 donation for the lottery question in 
WG34, a $5 for the donation in WG37, and a $50 donation in WG32. This path 
through the rubric in Fig. 6 would go left at each of the splits, since the partici-
pant donated less than $19 in WG17, less than $500 in WG34, less than $8.50 in 
WG37, and more than $103 in WG34. Thus, our rubric predicts that the sample 
respondent would donate $0.25 in WG9.

Fig. 6  Rubric for administering 3-question survey for warm glow giving
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4.3  Donated (extensive margin)

We also modeled the relationship between responses to each of the survey ques-
tions and whether or not the participant donated any positive amount in A14 and 
WG9, henceforth referred to as A14_Donated and WG9_Donated. The approach to 
modeling responses to A14_Donated and WG9_Donated as binary variables was 
similar to our approach to modeling the continuous donation amount, and our results 
were likewise similar. We began by again building three models: logistic regression, 
decision trees, and random forests. Decision trees are formed in a nearly-identical 
manner to regression trees, and are used when the response variable of interest is 
categorical instead of quantitative. Like regression trees, decision trees identify the 
best splits based on the homogeneity of the two resulting groups. In the case of deci-
sion trees, Gini Impurity is used to quantify homogeneity (D’Ambrosio and Tutore, 
2011). Groupings with perfect homogeneity (e.g., all respondents decided not to 
donate) have a Gini Impurity of 0, and groupings with perfect heterogeneity (e.g., 
half of respondents decided to donate and half decided not to donate) have a Gini 
Impurity of 0.25. Thus, the decision tree algorithm attempts to minimize the Gini 
Impurity at each split. A random forest is a collection of decision trees, and the over-
all prediction of the random forest is the most common vote from each of the 500 
decision trees.

We began by fitting the three models using responses to all survey questions to 
predict the A14_Donated and WG9_Donated variables. We calculated accuracy, 
Cohen’s Kappa, sensitivity, and specificity to measure the goodness-of-fit of our 
models, and the results of the three models predicting A14_Donated and WG9_
Donated can be seen in Tables 8 and 9, respectively. Cohen’s Kappa is a measure 
of the agreement between two raters (in this case, our model and the truth) not due 
to random chance (McHugh, 2012). A Kappa value of 1 indicates perfect agree-
ment and a Kappa value of −1 indicates perfect disagreement. A Kappa value of 0 
indicates that any agreement between the model and the true value of the response 
variable was due to random chance. Typically, Kappa values greater than 0.6 indi-
cate strong agreement, although this often depends on the context of the problem. 

Table 8  Model metrics for 
three different approaches to 
predicting A14_Donated 

Model Accuracy Kappa Sensitivity Specificity

Logistic regression 0.638 0.223 0.836 0.375
Decision tree 0.725 0.414 0.892 0.503
Random forest 0.703 0.350 0.943 0.383

Table 9  Model metrics for 
three different approaches to 
predicting WG9_Donated 

Model Accuracy Kappa Sensitivity Specificity

Logistic regression 0.664 0.315 0.706 0.609
Decision tree 0.816 0.628 0.807 0.827
Random forest 0.800 0.593 0.813 0.782
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For calculating sensitivity and specificity, we treated the participant donating as the 
positive case. We used 5-fold cross-validation to estimate our metrics for each of our 
models.

When predicting for both A14_Donated and WG9_Donated, the random forest 
and decision tree outperformed logistic regression. The sensitivity across all mod-
els was extremely high, indicating that all three model types had a relatively easy 
time correctly predicting when a participant would donate some amount of money 
in either A14_Donated or WG9_Donated. The specificity of the models, especially 
for those predicting A14_Donated, varied greatly. The specificity for the Decision 
Tree when predicting WG9_Donated was quite high, indicating that the model could 
very often correctly predict when a participant wouldn’t donate any money in WG9_
Donated. Conversely, the specificity of the random forest and logistic regression in 
predicting A14_Donated was low.

Like our approach with the intensive margin, we chose to utilize random forests 
to first investigate which survey questions best predicted whether or not a partici-
pant chose to donate. The variable importance plots for the random forest models 
are shown in Figs. 7 and 8. When predicting either altruistic giving or warm glow 
giving, the most important variable in each case was the hypothetical experimental 
altruistic (A38) or warm glow (WG37) scenario. Though their scaled importances 
are slightly different, the three most important variables for predicting whether or 
not a participant donated in A14_Donated or WG9_Donated are the same as the 
most important variables for predicting donation amount in A14 and WG9.

Using the same approach as before, we identified the best 3-variable subset for 
each model type and compared them to the model using all 62 variables. The results 
of this analysis are shown in Tables 10 and 11, and they show a similar trend to the 
results in Tables 6 and 7. Decision Trees and Random Forests outperform Logistic 
Regression when using the full model, although all three models are much closer 
for the 3-variable-subset version. Given the consistency of the Decision Tree model 
(i.e., its sensitivity and specificity are similar across all trials) and its ease of use, we 

Fig. 7  Variable importance plot for the random forest modeling A14_Donated 
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next create rubrics for predicting A14_Donated and WG9_Donated using our best 
3-variable Decision Tree.

Figures 9 and 10 show the rubrics for the 3-question survey predicting A14_
Donated and WG9_Donated, respectively. The decision tree can be interpreted 
in a similar manner as the regression tree, with nodes predicting a binary ‘Yes’ 
or ‘No’ instead of a donation amount. There are four values in each node: the 

Fig. 8  Variable importance plot for the random forest modeling WG9_Donated 

Table 10  Metrics for modeling A14_Donated 

# of Variables Model Accuracy Kappa Sensitivity Specificity

3 Logistic regression 0.803 0.473 0.906 0.534
3 Decision tree 0.812 0.533 0.870 0.662
3 Random forest 0.783 0.462 0.848 0.616
62 Logistic regression 0.719 0.282 0.821 0.453
62 Decision tree 0.819 0.555 0.866 0.697
62 Random forest 0.793 0.441 0.906 0.500

Table 11  Metrics for modeling WG9_Donated 

# of Variables Model Accuracy Kappa Sensitivity Specificity

3 Logistic regression 0.777 0.556 0.728 0.842
3 Decision tree 0.829 0.652 0.841 0.812
3 Random forest 0.796 0.586 0.813 0.774
62 Logistic regression 0.664 0.315 0.706 0.609
62 Decision tree 0.816 0.628 0.807 0.827
62 Random forest 0.800 0.593 0.813 0.782
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top value represents the donation prediction (yes or no) for respondents in the 
given node, the left value represents the proportion of respondents in the given 
node who did not donate, the right value represents the proportion of respond-
ents in the given node who did donate, and the bottom value represents the total 
proportion of respondents belonging to that node. Like before, each rubric high-
lights the strong relationship between donating large amounts in the hypothetical 
survey questions and donating some amount of money in both the altruistic and 
warm glow giving scenarios. The middle of each rubric again demonstrates how 

Fig. 9  Rubric for administering 3-question survey for A14_Donated 

Fig. 10  Rubric for administering 3-question survey for WG9_Donated 
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to make predictions for participants who mix and match high and low donations 
across the three survey items.

5  Discussion

We conduct an incentivized experiment and survey with a nationally representa-
tive sample from the U.S. to construct behaviorally validated questionnaire mod-
ules that measure general altruism and warm glow. Using machine learning tools 
to consider all the possible combinations of survey predictors, we find that just 
three questions in each domain can account for as much variation in incentivized 
donations as using all our survey questions, predicting at both the extensive and 
intensive margins.

Considering altruism, our hypothetical lottery question (A33) correlates with 
donations in the standard dictator game almost exactly as well as in Falk et  al. 
(2016). We consider this a replication of their work. However, we find that another 
similar question framing the endowment of money as earned instead of won does 
almost as well (A31). In the end, however, what trumps both of these questions is 
a hypothetical version of the experiment itself (A38). That said, the full 3-ques-
tion module does best at capturing in intricacies of altruistic preferences.

A similar set of three questions framed in the context of warm glow giving 
(i.e., with potential crowding) do just as well in predicting impure altruism. Here, 
the lottery and bonus questions (WG32 and WG34) correlate highly (especially 
on the intensive margin) and, together with the hypothetical version of the warm 
glow experiment (WG37), combine to form a highly predictive warm glow survey 
module.

As a final robustness check, we examined the “cross-correlations” to make 
sure that the questions designed to measure altruism did not predict warm glow 
giving as well as the warm glow questions and vice versa. Indeed they do not. In 
Supplementary Appendix Tables 12 and 13, we find that the “cross-correlations” 
are generally smaller, indicating two separate constructs.

The fact that hypothetical versions of the experiment (and other similar hypo-
thetical donation decisions) are highly correlated with actual giving is encour-
aging and not too surprising given the seminal review of Camerer and Hogarth 
(1999) who first established similar results across a variety of games. Lastly, 
though the modules are based on hypothetical questions, linking these questions 
so strongly to behavior in the incentivized experiment allows us to be sure the 
responses represent what would happen in the much more costly experiment, 
were it to be conducted. In this sense, we have attenuated the traditional skepti-
cism of hypothetical survey responses while making it essentially costless to col-
lect validated measures of (pure and impurely) altruistic preferences.

Supplementary Information The online version contains supplementary material available at https:// doi. 
org/ 10. 1007/ s40881- 024- 00161-x.
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