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Abstract
A recent strand of the literature on decision-making under uncertainty has pointed 
to an intriguing behavioral gap between decisions made from description and deci-
sions made from experience. This study reinvestigates this description-experience 
gap to understand the impact that sampling experience has on decisions under risk. 
Our study adopts a complete sampling paradigm to address the lack of control over 
experienced probabilities by requiring complete sampling without replacement. We 
also address the roles of utilities and ambiguity, which are central in most current 
decision models in economics. Thus, our experiment identifies the deviations from 
expected utility due to over- (or under-) weighting of probabilities. Our results con-
firm the existence of the behavioral gap, but they provide no evidence for the under-
weighting of small probabilities within the complete sampling treatment. We find 
that sampling experience attenuates rather than reverses the inverse S-shaped prob-
ability weighting under risk.
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The traditional paradigm of decisions from description (DFD), which uses explicit 
descriptions of probability distributions over outcomes, has served for decades as 
a useful tool for studying decision-making under risk in the laboratory. This para-
digm has led to important empirical findings on systematic deviations from expected 
utility theory (EU) (von Neumann and Morgenstern 1944; Allais 1953; Tversky 
and Kahneman 1981) and has given rise to significant theoretical developments, 
including prospect theory (PT) (Kahneman and Tversky 1979; Tversky and Kahne-
man 1992). Among these developments, non-linearity of decision weights in prob-
abilities has been acknowledged as one of the most important deviations from EU. 
The famous inverse S-shaped probability weighting, which captures the tendency to 
overweight rare and extreme outcomes in prospects, is the most commonly docu-
mented pattern in numerous laboratory studies. It also provides a useful framework 
for understanding and predicting field behavior in financial, insurance, and betting 
markets that cannot be explained by EU (Fehr-Duda and Epper 2012).

The predominant view on inverse S-shaped probability weighting driven by 
the DFD paradigm has been challenged by a recent strand of literature, which has 
mainly arisen in the field of psychology. The studies by Barron and Erev (2003) 
and Hertwig et  al. (2004) argued that DFD fails to represent many real-life deci-
sions. In particular, DFD cannot explain decisions in which people do not have com-
plete descriptions of the prospects before them, and they have to rely on their past 
experiences. Therefore, these studies have introduced an alternative experimental 
paradigm, which is called decisions from experience (DFE). In the DFE paradigm, 
subjects learn about outcomes and probabilities by drawing samples from underly-
ing probability distributions, usually with replacement. Importantly, the findings 
in these studies suggest that some of the common choice patterns that violate EU 
(e.g., the common ratio effect) are reversed under DFE. In particular, people make 
decisions from experience as if they are underweighting rare and extreme outcomes. 
Notwithstanding the findings observed under DFD, the underweighting of rare and 
extreme outcomes in DFE has been claimed to be one of the factors that cause fail-
ures of risk management in the financial industry (Hertwig and Erev 2009; Taleb 
2007).

The intriguing choice discrepancy between the DFD and DFE paradigms (or the 
so-called description-experience gap) has received considerable attention in studies 
of both psychology and economics (Palma et al. 2014; Hertwig 2012). The accumu-
lated body of literature on DFE has confirmed that the description-experience gap 
is substantial (see the meta-analysis by Wulff et al. (2018)). However, as robust as 
this discrepancy in choice behavior stands, its implications for probability weight-
ing have remained unclear. In particular, it remains undetermined whether sampling 
experience can result in other deviations from EU by reversing the common pat-
terns observed under DFD or if it only attenuates the prevailing deviations. Indeed, 
the attenuating effects of experience have been commonly addressed in experimen-
tal tests of EU, as reported in the economics literature (see Sect.  2.6 in Bardsley 
et al. (2010)). A proper understanding of the precise impact of experience (revers-
ing or reducing irrationalities) is essential for finding appropriate applications of the 
standard theory of rational choice, and for understanding and predicting economic 
behavior. The objective of this study is to re-consider the description-experience gap 
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by focusing on the role of probability weighting, and to provide a valid test of the 
deviations from EU that occur in the presence of sampling experience.

Our study addresses several issues related to the measurement of probability 
weighting under DFE. First, we acknowledge that early studies in the DFE litera-
ture originally introduced the description-experience gap as a discrepancy in choice 
behavior. The initial conclusions on underweighting in DFE were drawn in an “as 
if” sense, as a way of referring to choice propensities toward either risk-aversion or 
risk-seeking, rather than assessing such propensities by measuring the components 
involved in PT. For example, an underweighting of 10% probability was typically 
inferred from a majority preference for a sure $1 prize over a lottery with a 10% 
chance of winning $10 (and a 90% chance of getting $0). This approach left the 
link between choice behavior and the actual weighting of probabilities unclear, as 
a proper measurement of utilities is required for valid inferences about probability 
weightings. More recent studies of DFE have included attempts to use parametric 
estimations of PT components (see Sect. 2.2).

The second issue concerns a kind of information asymmetry between DFD 
and DFE (Hadar and Fox 2009). DFD and DFE differ not only in their processes 
of information acquisition (i.e., through description or by experience) but also in 
terms of information available to the decision-maker. DFD represents a case of risk, 
where the outcome probabilities are known. DFE, on the other hand, represents a 
case of ambiguity in which the outcome probabilities, and even the set of possible 
outcomes may be unknown. Therefore, when making comparisons between DFD 
and DFE, the impact of experience potentially interacts with well-known attitudes 
toward unknown probabilities (Ellsberg 1961; Trautmann and Van De Kuilen 2015). 
Furthermore, when the set of possible outcomes is unknown, this ambiguity poses a 
problem for testing EU and non-EU theories, as having a well-defined set of poten-
tial outcomes is usually taken as primitive in these theories.

Our experiment addresses the issue of information asymmetry by adapting the 
original sampling paradigm proposed by Hertwig et al. (2004). In particular, we use 
a complete sampling paradigm (CSP), which requires that our subjects experience 
the precise objective probabilities by sampling fully without replacement. Thus, our 
description and sampling treatments represent two different cases of risk, in which 
information on objective probabilities is provided in different ways. Although this 
approach departs from the original paradigm of DFE, the regulation of sampling 
experiences in a CSP design is helpful for a clean measurement of probability 
weighting, as is explained in Sect. 2.1. This approach, therefore, enables us to draw 
new insights from DFE.

In addition, our experiment applies a robust two-stage methodology to measure 
probability weighting (Abdellaoui 2000; Bleichrodt and Pinto 2000; Etchart-Vin-
cent 2004, 2009; Qiu and Steiger 2010). Specifically, we measure utilities in the 
first stage, and then observe the direct links between observed risky choices and the 
actual over- or underweighting of probabilities in the second stage. Hence, we iden-
tify the direction and the magnitude of the deviations from EU in a nonparametric 
way, without relying on any parametric assumptions about probability weighting. 
We also run parametric estimations by using Bayesian hierarchical modeling as a 
supplement to our nonparametric measures.
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1 � Deviations from EU due to probability weighting

We restrict our attention to probability-contingent binary prospects in the gain 
domain. A binary prospect of winning x with probability p and y otherwise is 
denoted as xpy . Under rank-dependent utility theory (RDU), for x ≽ y ≽ 0, xpy is 
evaluated by w(p)U(x) + (1 − w(p))U(y) where U is the utility function and w the 
probability weighting function. Throughout our tests, we assume a binary RDU. 
Most other non-EU theories, and particularly both versions of PT for gains (Kahne-
man and Tversky 1979; Tversky and Kahneman 1992), and disappointment aversion 
theory (Gul 1991), all agree with the binary RDU in the evaluation of binary pros-
pects (Observation 7.11.1 in Wakker 2010, pp. 231). Hence, our analysis applies to 
all of these theories.

RDU deviates from EU when w(.) is not the identity. Thus, a decision maker’s atti-
tude toward risk depends not only on the utility curvature (as in EU), but also on the 
probability weighting. Figure 1 illustrates an inverse S-shaped probability weighting 
function, which is first concave and overweighting, and then convex and underweight-
ing.1 The steepness of the probability weighting function at both endpoints implies that 
in general, the rare outcomes receive too much decision weight. When a rare outcome 
with a probability p is desirable, its impact (given by w(p) ) is overweighed because 
of the overweighting of small probabilities ( w(p) > p ). This overweighting increases 
the attractiveness of the prospect concerned, leading to (probabilistic) risk-seek-
ing behavior and the possibility effect. Similarly, when a rare outcome with a prob-
ability p is unfavorable, its impact (given by 1 − w(1 − p) ) is overweighted because 

1

0

0 p 1-p 1probability

Fig. 1   Inverse S-shaped probability weighting function

1  A complete list of the evidence for and against the inverse S in the DFD literature is provided in Online 
Appendix 2.
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of the underweighting of large probabilities ( w(1 − p) < 1 − p ). This overweighting 
decreases the attractiveness of the prospect concerned, leading to (probabilistic) risk 
aversion and the certainty effect.

The pattern of inverse S-shaped probability weighting is commonly interpreted 
as a reflection of both cognitive and motivational deviations from EU (Gonzalez and 
Wu 1999). On the one hand, the simultaneous overweighting and underweighting of 
extreme probabilities imply insufficient sensitivity to intermediate probabilities. This 
effect is called “likelihood insensitivity,” and it points to cognitive limitations in dis-
criminating among different levels of uncertainty. On the other hand, an underweight-
ing of moderate probabilities (such as w(0.5) < 0.5 ) suggests a pessimistic attitude 
toward risk across most of the probability domain. The presence of this effect points to 
motivational deviations from EU.

An alternative interpretation of inverse S-shaped probability weighting was given 
by Pachur et al. (2017). This interpretation is based on bounded rationality. Probability 
weighting can also reflect heuristic information processing: while likelihood insensitiv-
ity characterizes the propensity of a choice heuristic to use any information about prob-
abilities in a decision process (e.g., in the priority heuristic proposed by Brandstätter 
et al. (2006)), pessimism and optimism characterize the use of maximum or minimum 
outcomes in assessing the prospects (e.g., in maxmin or maxmax heuristics).

2 � Relation to previous DFE literature

Hertwig and Erev (2009) considered three DFE paradigms: a partial feedback para-
digm, a full feedback paradigm, and a sampling paradigm. The two feedback para-
digms involved repeated choices, where the feedback was either about the realized out-
come only (partial feedback; Barron and Erev 2003), or about both the realized and 
the foregone outcome (full feedback; Yechiam and Busemeyer 2006). Differently, the 
sampling paradigm involved a single (rather than repeated) choice, which was pre-
ceded by a purely exploratory and inconsequential sampling period, during which the 
subjects drew outcomes from unknown payoff distributions, usually with replacement 
(Hertwig et al. 2004; Weber et al. 2004). Hertwig and Erev (2009) noted that all three 
of these paradigms lead to a robust and systematic description-experience gap. As we 
investigate probability weighting under RDU in this study, we confine our attention to 
the sampling paradigm of DFE. Note that most economic models of choice under risk 
and uncertainty (including EU, RDU, and PT models) are designed to capture single 
decisions, and the above-mentioned evidence on probability weighting is almost exclu-
sively based on decision tasks of this type. The subsequent subsections clarify the rela-
tion of our study to previous studies concerning the sampling paradigm.

2.1 � Autonomous sampling design versus regulated sampling design

In the original sampling paradigm of DFE as discussed by Hertwig et al. (2004), sub-
jects have complete autonomy in their information searches. This autonomy means 
that every subject decides how many draws to make, when to stop sampling, and 

Downloaded from https://www.cambridge.org/core. 16 Apr 2025 at 04:30:46, subject to the Cambridge Core terms of use.

https://www.cambridge.org/core


1105

1 3

Experience and rationality under risk: re-examining the impact…

when to proceed to the choice stage by herself. The autonomous sampling design 
has crucial implications for the observed choice behavior in DFE experiments.

The first implication of this design concerns the sampling error. Under com-
plete autonomy, subjects show a strong behavioral tendency to rely on small sam-
ples (insufficient information searches), which results in under- or non-observation 
of rare outcomes. Sampling error has been shown to be the primary source for the 
classic description-experience gap (Fox and Hadar 2006; Wulff et al. 2018). Reli-
ance on small samples may also result in the overestimation of rare outcomes when 
a rare outcome is experienced in a small sample. For example, when considering a 
sample of five observations, a subject can experience relative frequencies only in 
increments of 0.2. Such an experience of rare outcomes leads to an overestimation 
of small probabilities (e.g., a probability of 5%) and amplification of the differences 
between options in terms of expected values. This so-called amplification effect has 
been shown to reduce the discriminability of probability weightings under DFE 
(Broomell and Bhatia 2014; Hertwig and Pleskac 2010; Hau et al. 2010).

The second implication of the autonomous sampling design concerns an aggrega-
tion problem that arises due to a lack of control over the individual sampling experi-
ences. Each subject in an autonomous sampling design makes choices based on her 
own experienced probabilities. Notably, the aggregation of such individual choices 
amounts to taking the average of the weightings, rather than the weighting of the 
average, of the experienced probabilities. Consequently, the concave-convex curva-
ture of the inverse S-shaped probability weighting function can lead to an errone-
ous description-experience gap. This problem is demonstrated in Fig. 2. To further 
illustrate, suppose that each subject involved in DFE draws only five times, with half 
of the subjects never experiencing a rare outcome, and the other half experiencing 
it once. This result gives experienced probabilities of either 0% or 20%. As Fig. 2a 
shows, aggregating the choices of all the subjects amounts to averaging the weight-
ings of 0% and 20%, rather than weighting the average of 0% and 20%, which is 
10%. Therefore, the aggregate choice appears to indicate that 10% is underweighted 
due to concavity. Figure  2b shows a dual effect, in which a convex probability 

(a) Concavity & sampling error

0      0.05      0.1      0.15      0.2      0.25      0.3  

(b) Convexity & sampling error
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Fig. 2   Distortions due to aggregation
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weighting for large probabilities moves the aggregate choices in the direction of 
overweighting. Thus, together with the concavity for small probabilities, this pattern 
implies a reversed inverse S at the aggregate level.

Another implication of autonomous sampling concerning sampling with replace-
ment is ignorance regarding the set of possible outcomes. Specifically, a subject who 
is unaware of the certainty or possibility of various prospective outcomes can never 
ensure, based on a finite number of observations, that an always-experienced out-
come is actually certain, or that a never-experienced outcome is actually impossible, 
if the sampling is done with replacement. The condition of ignorance particularly 
poses a problem for consistent evaluations of prospects in terms of RDU, as the 
model requires a complete ranking of the possible outcomes. For example, a subjec-
tive belief that an always-experienced outcome (whose certainty is unknown to the 
subject) is less than certain might, in fact, result in a reversed certainty effect. Such 
impacts of ignorance have been empirically demonstrated by Hadar and Fox (2009) 
and Glöckner et al. (2016). Abdellaoui et al. (2011b) addressed this issue by provid-
ing subjects with descriptive information about possible outcomes in DFE.

To address the issues above, our CSP serves to regulate sampling experience by 
requiring complete sampling from finite outcome distributions without replacement. 
Hence, the CSP equates the subjects’ experienced probabilities (i.e., the observed 
relative frequencies) with the objective probabilities. Thus, the CSP not only con-
trols for the sampling error2 but also facilitates the consistent evaluation of prospects 
under RDU.

Previous studies on DFE have also attempted to use different regulated sampling 
designs to control for sampling error. In a study by Hau et al. (2008), the subjects 
were required to draw large samples. In the study by Ungemach et al. (2009), the 
subjects drew samples that were accurate representations of the underlying outcome 
probabilities. In these studies, the sampling was done with replacement, unlike in 
the case of CSP. Therefore, no complete knowledge of the objective probabilities 
was attainable from the finite sampling experience.

2.2 � DFD versus DFE: the role of ambiguity

The previous evidence on probability weighting under DFE is rather mixed, pos-
sibly due to differences in sampling design, methodology, or in the types and levels 
of analysis. A detailed table on previous studies is presented in Online Appendix 4.

Some previous studies have also indicated that different attitudes toward known 
and unknown outcome probabilities (risk vs. ambiguity) are another source for the 
description-experience gap. By using a design that was intermediate between DFE 
and DFD, Abdellaoui et al. (2011b) documented ambiguity-induced pessimism (i.e., 
ambiguity aversion) and attenuated overweighting (rather than underweighting) of 
small probabilities under DFE. Similar findings were also documented in Kemel and 

2  By sampling error, we refer to a statistical error that arises when the observed sampling information is 
unrepresentative of the outcome distribution, but not to other types of errors that arises while processing 
the information. See Sect. 6.2 for further discussion.
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Travers (2016) and Cubitt et  al. (2019), whose experimental methodologies were 
comparable to that of Abdellaoui et al. (2011b). Using designs that were closer to 
the original sampling paradigm, Glöckner et  al. (2016) and Kellen et  al. (2016) 
reported even more pronounced inverse S-shaped probability weighting under DFE 
than under DFD, which is parallel to the ambiguity-generated likelihood insensitiv-
ity that has been commonly documented in the economics literature on ambiguity 
(Abdellaoui et al. 2011a; Dimmock et al. 2016; Fox and Tversky 1998; Tversky and 
Fox 1995; Wakker 2004).

The CSP, by design, represents a case of risk, as the objective probabilities are 
available to the subjects through sampling experience.3 Among the previous stud-
ies, only the study by Barron and Ursino (2013) investigated the description-expe-
rience gap under risk (their experiment 1). However, their study made inferences 
only about the relative weightings of rare outcomes under DFE compared with those 
under DFD but not about the actual over- or under-weighting of rare outcomes under 
DFE.

2.3 � The description‑experience gap

Our study is primarily concerned with investigating the gap between the com-
plete sampling and description treatments in probability weighting under the RDU 
framework. It is important to clarify that the description-experience gap originally 
introduced by Barron and Erev (2003) and Hertwig et al. (2004) mainly referred to 
changes in choice propensities, rather than to measurements of probability weight-
ing functions or other components of PT or RDU. Hertwig and Erev (2009) wrote 
that “underweighting of rare events as measured in terms of the parameters of the 
decision-weighting function of cumulative prospect theory is not a necessary condi-
tion for the description-experience gap” (p. 521). Barron and Erev (2003), Hertwig 
et al. (2004) and Hertwig et al. (2006) explained the choice gap as a product of reli-
ance on small samples and the recency effect generated by an adaptive learning pro-
cess. In addition, the implications that the description-experience gap may have for 
probability weighting functions have been another topic of interest, mostly among 
researchers in economics. This aspect of the problem has also been the subject of 
recent research on DFE, as mentioned in the preceding subsection.

Although the gap in probability weighting is probably the most well-known one, 
similar gaps between description and experience have also been documented in 
other behavioral phenomena. Erev et  al. (2017) indicated discrepancies in 14 dif-
ferent behavioral phenomena (including reflection effect and loss aversion as cap-
tured by PT) in situations where the subjects made repeated decisions with access 
to both feedback and descriptions of prospects. Ert and Trautmann (2014) indicated 
a reversal of attitudes toward ambiguity, i.e., changes in preferences between risky 

3  The term “risk” designates situations where the knowledge of objective probabilities is available or in 
principle, attainable to the decision-makers as in the CSP. However, we acknowledge that uncertainty 
about probabilities may still arise in subjects’ judgments about the experienced probabilities based on 
their counting of the frequencies of outcomes. See Sect. 6.2 for further discussion.
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and ambiguous prospects, which could arise due to sampling experience. Ert and 
Haruvy (2017) found a convergence toward risk neutrality by using the risk aversion 
measure in Holt and Laury (2002), assuming EU in a situation where the subjects 
made repeated decisions with feedback.

3 � Method

Our experimental procedure involved two stages. In the first stage, the utility func-
tion of each subject was elicited by using the trade-off (TO) method proposed by 
Wakker and Deneffe (1996). The TO method is a well-established technique that is 
commonly used in studies that investigate probability weighting (Abdellaoui 2000; 
Abdellaoui et  al. 2005, 2007; Bleichrodt and Pinto 2000; Etchart-Vincent 2004, 
2009; Qiu and Steiger 2010). This method involves eliciting a standard sequence of 
outcomes that are equally spaced in utility units. The elicitation procedure consists 
of a series of adaptive indifference relations. For two fixed outcomes, G and g, and a 
selected starting outcome x0 with x0 > G > g, x1 > x0 is elicited such that the sub-
ject is indifferent between the prospects x1pg and x0pG . Then, x1 is used as an input 
to elicit x2 > x1 such that the subject is indifferent between x2pg and x1pG . This pro-
cedure is repeated n times to obtain the standard sequence 

(

x1,… , xn
)

 with indiffer-
ences xi+1pg ∼ xipG for 0 ≤ i ≤ n − 1 . Under RDU, these indifferences result in 
U
(

x1
)

− U
(

x0
)

= U
(

x2
)

− U
(

x1
)

= … = U
(

xn−1
)

− U
(

xn
)

 (for the derivation, see 
“Appendix A”). One remarkable feature of the TO method is that it elicits these 
equalities irrespective of what the probability weighting is. Therefore, this method is 
robust against most distortions due to non-expected utility maximization.

We used parametric estimation of utilities, rather than linear interpolation, to 
smooth out errors, and to better capture the utility curvature. We also used power 
utility, which has been widely favored in previous empirical tests reported in the lit-
erature (Stott 2006; Camerer and Ho 1994). Once the standard sequence of out-
comes had been obtained, we acquired the utility function of each individual by par-
ametrically estimating the power specification U(x) = x� with 𝛼 > 0 . after scaling of 
xi as xi =

xi−x0

xn−x0
 . The parameter � was calculated by using an ordinary least squares 

regression without intercept, log(U(x)) = � log (x) + � where � ∼ N
(

0, �2
)

.
In the second stage of our procedure, we measured probability weighting using 

several binary choice questions. These questions were constructed on the basis of 
the subject-specific outcome sequences obtained from the first stage. The subjects 
chose between a risky prospect xkqxj and a sure outcome sq , where xk and xj were two 
distinct elements of the elicited outcome sequence with xk > xj , and where sq was 
equal to the certainty equivalent of xkqxj under EU.

This means that sq would be equivalent to xkqxj if the subject with the given utility 
did not weigh probabilities. Hence by construction, the following logical equiva-
lences held for the given preference relations under RDU.

(1)sq = U−1
[

qU
(

xk
)

+ (1 − q)U
(

xj
)]

.
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As we did not allow indifference in our experiment, each choice revealed either the 
overweighting or underweighting of probability q. Our method made the deviations 
from EU observable at the aggregate level. For instance, an overweighting of q could 
be detected when the majority of subjects choose the risky xkqxj , as in logical equiva-
lence (4).

4 � The experiment

4.1 � Subjects and incentives

The experiment was performed at the ESE-EconLab at Erasmus University in five 
group sessions. The subjects were 89 Erasmus University students from various aca-
demic disciplines (average age 23 years, 40 females). All of the subjects were recruited 
from a pool of subjects who had never before participated in any economics experiment 
in our lab, as we sought to avoid subjects who had experienced the TO method. We 
paid each subject a €5 participation fee. Besides, at the end of each session, we ran-
domly selected two subjects who could play out one of their randomly drawn choices 
for real. The ten subjects who played for real received €60.70 on average. Over the 
whole experiment, the average payment per subject was €12.37.

4.2 � Procedure

The experiment was run on computers. The subjects were separated by wooden pan-
els to minimize interaction. All of the subjects were provided with paper and pen, and 
they were instructed that they could take notes if they wished to. Taking notes was not 
obligatory. Before starting the experiment, the subjects read the general instructions, 
which included detailed information on the payment procedure, the user interface, and 
the types of questions they would face. They were allowed to ask questions at any time 
during the experiment. The experiment consisted of two successive stages without a 
break in between. Each stage started with a set of instructions and several training ques-
tions to familiarize the subjects with the stimuli. These experimental instructions are 
given in full in Online Appendix 1. Each session took 45 min on average, including the 
payment phase after the experiment.

(2)xkqxj ≺ sq ⇔ w(q) < q (underweighting)

(3)xkqxj ∼ sq ⇔ w(q) = q (EU)

(4)xkqxj ≻ sq ⇔ w(q) > q (overweighting)
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4.3 � Stimuli

4.3.1 � Stage 1: measuring utility

In the first stage of the experiment, a standard sequence of outcomes was elicited 
by using the TO method. We measured x1, x2, x3, x4 , and x5 from the following five 
indifferences, with p = 0.33, G = 17, g = 9, and x0 = 24:

The indifferences were obtained through a bisection method that required seven 
iterations for each xi . In addition, the last iteration of one randomly chosen xi was 
repeated at the end of stage 1, to test the reliability of the indifferences. Hence, the 
subjects answered a total of 36 questions in this part of the experiment. The bisec-
tion iteration procedure is described in “Appendix B”. The prospects were presented 
on the screen, as illustrated in Fig. 3.

In this part of the experiment, risk was generated by two ten-faced dice, with each 
die generating one digit of a random number from 00 to 99. In cases where a choice 
question from this part was implemented for real at the end of the experiment, the 
outcome of each prospect depended on the result of two dice physically rolled by the 
subjects.

4.3.2 � Stage 2: description versus sampling

Before the start of the experiment’s second part, each subject was randomly assigned 
to one of the two treatments: description or complete sampling. Here and throughout 
the next section, we refer to the latter in short as “sampling treatment.” In both treat-
ments, the subjects had to answer seven subject-specific binary choice questions. 
Each question entailed a choice between a risky prospect x5qx1 and the safe prospect 

24pG ∼ x1pg, x1pG ∼ x2pg, x2pG ∼ x3pg, x3pG ∼ x4pg, and x4pG ∼ x5pg.

Which prospect do you prefer?

€24 €17

€56 €9

99-3323-0

99-3323-0

Prospect A

Prospect B

Fig. 3   The choice situation in the TO part
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sq , as further described in the method section. Note that both x1 and x5 were endoge-
nously determined and varied between subjects.4 The values of sq were always 
rounded to the nearest integer. The seven probabilities used for the investigation of 
probability weighting were 0.05, 0.10, 0.20, 0.50, 0.80, 0.90 and 0.95 . Within each 
treatment, the orders of the seven questions were counterbalanced. The position of 
the risky prospect and the safe prospect were also randomized in each question.

The prospects were represented by Ellsberg-type urns, each containing 20 balls 
with various monetary values attached to them. This way, all the aforementioned 
probabilities were fractions of 20; i.e., 5% was 1 out of 20, 10% was 2 out of 20, etc. 
The two treatments differed in terms of how the subjects learned the contents of the 
urns. In the description treatment, the contents of the urns were explicitly described 

latotnisllab02latotnisllab02

19 balls, each with value of €96
1 ball with value of €60 All 20 balls, each with value of €92

Please choose the urn you prefer to draw one ball from:

thgiRtfeL

Fig. 4   A choice situation in the description treatment

Fig. 5   Sampling stage in the 
sampling treatment

Remaining 20 Balls Remaining 19 Balls

Sample Left The value is:

€92

4  We used the elicited x
1
 as the minimum outcome of the risky prospects to avoid problems related to the 

extreme behavior of power utility near its origin (Wakker 2008), i.e., x
0
 in our design. In particular, for 

𝛼 < 1 , the slope of the power utility converges to infinity as x tends to the origin. This implies extreme 
risk aversion near the origin. Similarly, 𝛼 > 1 implies extreme risk-seeking near the origin.

Downloaded from https://www.cambridge.org/core. 16 Apr 2025 at 04:30:46, subject to the Cambridge Core terms of use.

https://www.cambridge.org/core


1112	 I. Aydogan, Y. Gao 

1 3

to the subjects. Figure 4 shows a screenshot of a choice situation for the description 
treatment.

Subjects in the sampling treatment were initially given no information about the 
contents of the urns except the total number of balls. They could only learn about 
the content of the urns by sampling each ball one-by-one without replacement, and 
observing the monetary values attached. Figure 5 shows a screenshot of the sam-
pling phase in the sampling treatment. The subjects sampled balls from the urns 
by clicking “Sample left” or “Sample right” on the screen. Each time they made a 
selection, the monetary outcome attached to the ball sampled was shown to the sub-
ject for 1.5 s before the message disappeared. The subjects could sample the balls at 
their speed, in whichever order they preferred, and could switch as many times as 
they wanted, but they could only proceed to the choice stage after sampling all of the 
balls in both urns.

Figure 6 shows a screenshot of the choice stage in the sampling treatment. In case 
a question in this part was implemented for payment at the end, the experimenters 
set up physical, opaque urns (similar to those that presented on the screen). Each urn 
was filled with 20 ping-pong balls that were painted either dark blue or light blue, 
with these colors being associated with the payoffs in question (see Fig. 4). The sub-
jects physically drew a ball from the urn, which determined their payoffs.

The subjects in the description treatment had to answer 21 additional questions 
following the primary set of 7 questions, to equalize the length of the two treat-
ments. These additional questions concerned another research project.

Sample Left Sample Right

This is the end of the sampling.

Proceed to the choice stage.

Please choose the urn that you prefer to draw one ball from:

Le� Right

Fig. 6   Choice stage in the sampling treatment
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5 � Results

5.1 � Reliability and consistency of utility elicitation

In the TO part of the experiment, each subject repeated one choice that she had 
faced in one of the five indifference elicitations. The repeated choice was randomly 
selected among the last steps of the iterations. As the subjects were very close to 
indifference at the last step, this choice was the strongest test of consistency. The 
subjects made the same choices that they made previously in 70.8% of the cases. 
Reversal rates up to one third are common in the literature (Stott 2006; Wakker et al. 
1994). Especially if the closeness to indifference is considered, the reversal rates 
we found were satisfactory. Among the reversed cases, repeated indifferences were 
higher than the original indifference values in 42.3% of the cases, which did not 
suggest a systematic pattern ( p = 0.56 , two-sided binomial). Overall, the repeated 
indifference values did not differ from those of the original elicitations ( p = 0.44 , 
Wilcoxon sign-rank).

5.2 � Utility functions

Table 1 gives descriptive statistics for the elicited outcome sequence.5 The param-
eter � of the power utility u(x) = x� was estimated at the individual level by ordinary 
least squares regression. The average R2 was 0.985, which indicated that our estima-
tions fit the data very well.6

Table 1   Descriptive statistics 
for the elicited outcome 
sequence (N = 88)

Mean SD Min Median Max

x
0

24.00 0.00 24.00 24.00 24.00
x
1

60.36 23.48 30.00 58.00 118.00
x
2

90.36 42.58 36.00 80.00 212.00
x
3

125.23 65.89 46.00 102.00 306.00
x
4

164.18 91.13 52.00 134.00 400.00
x
5

204.14 116.25 58.00 160.00 494.00
� 1.05 0.36 0.41 0.99 2.65

5  In our experiment, one subject reached the lowest possible bound of xi ’s in all five cases. This subject 
got ( x

5
− x

1
= 8 ). Therefore, the resulting estimations, s

0.05
= x

1
 and s

0.95
= x

5
 , made the preference for 

x
5
0.05
x
1
 over s

0.05
 and the preference for s

0.95
 over x

5
0.95
x
1
 trivial, due to the domination of the safe or the 

risky prospect. Consequently, her standard sequence was not spaced well enough to make the estimations 
of sq with Eq. (1). We excluded this subject from the following analysis. The analysis with this subject 
included does not alter our conclusions.
6  A post hoc analysis showed that the power function fits our data better than the exponential function 
u(x) = 1 − e−�x . The power function gave higher average R2 values than the exponential function (mean 
values 0.985 vs. 0.959, p < 0.01 , Wilcoxon test, two-sided).
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The summary statistics for the mean and median α are reported in the last row 
of Table  1. The aggregate data did not deviate from linearity ( p = 0.92 , Wil-
coxon sign-rank). Although the mean � suggested slight convexity, this result was 
affected by the outliers in our data. Three subjects exhibited extreme convexity 
with 𝛼 > 2 , and the skewness/kurtosis test rejected the normality of the distribution 
of �′ s ( p < 0.01 ). The utility estimations did not differ across the two treatments 
( p = 0.84 , Wilcoxon rank-sum).7

Our data suggested slightly more evidence for concavity than for convexity at the 
individual level. Considering those subjects whose � parameters were significantly 
different from 1 (at a 5% significance level), we find that 30 subjects (15 in the sam-
pling treatment and 15 in the description treatment) exhibited concavity ( 𝛼 < 1 ), and 
23 subjects (12 in the sampling treatment and 11 in the description treatment) exhib-
ited convexity ( 𝛼 > 1 ). The proportions of concave and convex utilities did not differ 
( p = 0.41 , two-sided binomial). The remaining 35 subjects (40%) did not exhibit 
significant deviations from linear utility.

5.3 � Probability weighting: description versus sampling

5.3.1 � Aggregate data

In this section, we report the aggregate choices in the direction of overweighting and 
underweighting according to logical equivalences (2) and (4) (as presented in the 
“Method” section). The proportions of overweighting and underweighting of small 
and large probabilities are given in Figs. 7 and 8, respectively.

The aggregate choices replicated the common description-experience gap at the 
extreme probabilities. Overall, the observed gap indicated significantly less over-
weighting of rare outcomes under the sampling treatment, when assessed on the 
basis of a repeated-measures logistic regression ( z = −2.15, p = 0.031).8 Based on 
individual hypothesis tests, the gap was significant at 0.95 ( p = 0.02,�2 ); and was 
marginally significant at 0.10 and 0.90 ( p = 0.06 , and p = 0.07 respectively, �2 ). 
The gap at probability 0.05 was not significant ( p = 0.20, �2 ), although the trend 
suggested reduced overweighting in the sampling treatment. Also, no description-
experience gap was apparent in the middle range, 0.20 ≤ q ≤ 0.80 ( p = 0.35 , 
p = 0.92 , and p = 0.37 for q = 0.20, 0.50 , and 0.80 respectively, �2).

In what follows, we focus on the absolute overweighting and underweighting of 
probabilities under the two treatments. We first test the deviations from unbiased 
weighting in either direction by using the two-sided binomial tests for proportions. 
In addition, to interpret the relative evidence for overweighting and underweight-
ing, we report the Bayes factors for the null hypothesis of overweighting against 
the alternative hypothesis of underweighting. The Bayes factors indicate the relative 

7  The two treatment groups also did not differ in terms of age, gender, or nationality. The randomization 
checks are reported in Online Appendix 3.
8  The overweighting of good rare outcomes amounts to overweighting of 0.05, 0.10, and 0.20 whereas 
the overweighting of bad rare outcomes amounts to underweighting of 0.80, 0.90, and 0.95.
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evidence for the null hypothesis. For instance, a Bayes factor of 10 indicates that 
overweighting is 10 times more likely than underweighting for the given probability. 
Following Jeffreys (1961), we interpret a Bayes factor between 3 and 10 as “some 

Fig. 7   The weighting of small probabilities
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evidence,” a Bayes factor between 10 and 30 as “strong evidence,” and a Bayes fac-
tor larger than 30 as “very strong evidence” for the null hypothesis of overweight-
ing. Similarly, Bayes factors of between 0.1 and 0.33, between 0.03 and 0.1, and less 

Fig. 8   The weighting of large probabilities
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than 0.03 are interpreted as “some evidence,” “strong evidence,” and “very strong 
evidence,” respectively, for the alternative hypothesis of underweighting.9

As shown in Fig. 7, for the small probabilities under the description treatment, we 
found a marginally significant deviation from unbiased weighting at the probability 
of 0.05 ( p = 0.07 ). Interpreting the results in terms of Bayes factors, we found strong 
evidence of overweighting 0.05 ( BF = 28.04 ), some evidence of overweighting 0.1 
( BF = 8.54 ) and some evidence of underweighting 0.2 ( BF = 0.2 ). Turning to the 
small probabilities under the sampling treatment, we found a significantly biased 
weighting only at the probability of 0.2 ( p = 0.03 ). Interpreting the results in terms 
of Bayes factors, we found strong evidence of underweighting 0.2 ( BF = 0.02 ) and 
some evidence of underweighting 0.1 ( BF = 0.11 ). We found almost no evidence for 
the underweighting or the overweighting of 0.05 ( BF = 1.25).

For the large probabilities (as shown in Fig. 8) under the description treatment, 
we found significant biases in the weighting of probabilities 0.8, 0.9, and 0.95 
( p < 0.01 for all). The Bayes factors indicated very strong evidence for underweight-
ing of 0.8, 0.9 and 0.95 ( BF < 0.03 for all). Under the sampling treatment, we found 
significant bias only at 0.8 ( p < 0.01 ). The Bayes factors suggested very strong evi-
dence of underweighting 0.8 ( BF < 0.03 ), strong evidence of underweighting 0.9 
( BF = 0.06 ), and some evidence of underweighting 0.95 ( BF = 0.11).

Last, we examined the weighting of the moderate 0.5 probability. In the descrip-
tion treatment, 38 out of 45 subjects underweighted 0.5. In the sampling treatment, 
36 out of 43 subjects underweighted 0.5. Hence, the deviations from unbiased 
weighting were highly significant at 0.5 in both treatments ( p < 0.01 for both treat-
ments, two-sided binomial tests). The Bayes factors also indicated very strong evi-
dence in favor of under-weighting at 0.5 ( BF < 0.03 for both treatments).

To summarize, our aggregate data replicated the commonly observed inverse 
S pattern under the description treatment, but provided no evidence for a rever-
sal of the inverse S pattern under the sampling treatment. In particular, we did not 
observe significant deviations from unbiased weighting at the extreme probabilities 
0.05, 0.1, 0.9, or 0.95 in cases where the objective probabilities were learned from 
sampling without replacement. Notably, no convincing evidence was found for the 
underweighting of small probabilities 0.05 and 0.1, and more evidence was found 
for the underweighting than for the overweighting of large probabilities.

5.3.2 � Individual data

Next, we examined the shapes of the probability weighting functions at the indi-
vidual level. We classified each subject’s probability weighting function as inverse 
S-shaped, S-shaped, pessimistic, or optimistic, according to the numbers of over- 
and under- weightings of three small and three large probabilities, as illustrated in 
Figs. 7 and 8. These four classes of the probability weighting functions are exhaus-
tive. Specifically, a probability weighting function is inverse S-shaped if it simulta-
neously overweights at least two out of three small probabilities and underweights at 

9  Bayes factors were computed with the package BayesFactor in R (Morey et al. 2015).
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least two out of three large probabilities. The opposite pattern implies an S-shaped 
probability weighting function. Similarly, a pessimistic probability weighting func-
tion underweights at least two small and two large probabilities at the same time, 
and the opposite pattern implies an optimistic probability weighting function.

Table 2 shows the results of this classification. The probability weighting func-
tions were mainly classified as inverse S-shaped, S-shaped, or pessimistic, and the 
proportion of optimistic weighting functions was negligible in both treatments. 
Among the three main types of the probability weighting functions, the majority 
of cases in the description treatment were inverse S-shaped ( p < 0.01 , one-sided 
binomial, H0: The proportion of inverse S is 1

3
 among inverse S, S, and pessimis-

tic types). Among participants in the sampling treatment, the inverse S-shape was 
also the most frequently observed, but it did not constitute the majority of cases 
( p = 0.13 , one-sided binomial, H0: Proportion of inverse S is 1

3
 among the inverse S, 

S, and pessimistic types).
A comparison across the two treatments indicated that the proportion of S-shaped 

probability weighting functions was higher in the sampling treatment, although the 
difference was only marginally significant ( p = 0.08 , two-sided Fisher’s exact test). 
No significant difference appeared between the proportions of inverse S-shaped, pes-
simistic, and optimistic probability weighting functions across the two treatments.

Overall, our individual-level analysis suggested a reduced but persistent inverse 
S pattern in the sampling treatment. The results reported above are valid without 
requiring any parametric assumptions regarding probability weighting or specifica-
tions on the stochastic nature of errors. The parametric analysis in the next section 
supplements our nonparametric results.

5.3.3 � Parametric estimations

We performed our parametric analysis of the probability weighting functions by 
implementing a Bayesian hierarchical estimation procedure. This procedure ena-
bles reliable aggregate and individual-level estimations with limited data available 
per subject. The procedure was recommended by Nilsson et al. (2011) and Scheibe-
henne and Pachur (2015). It has been applied in several other studies for estimating 
RDU and PT components (Balcombe and Fraser 2015; Kellen et al. 2016; Lejarraga 
et al. 2016).

Table 2   Types of probability weighting functions

The numbers of probability weighting functions are given in the parentheses. The p-values are results 
from the (two-sided) Fisher’s exact test

Inverse S-shaped S-Shaped Pessimistic Optimistic

Description 51% (23) 9% (4) 36% (16) 4% (2)
Sampling 42% (18) 23% (10) 33% (14) 2% (1)
Gap 9p.p. (p = 0.40) − 14p.p. (p = 0.08) 3p.p. (p = 0.82) 2p.p. (p = 1)
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We estimated the Goldstein and Einhorn (1987) weighting function, as given by 
w(q) =

�q�

�q�+(1−q)�
.10 The parameter � determines the curvature and captures the sensi-

tivity toward changes in probabilities. In this function, 𝛾 < 1 indicates an inverse 
S-shape and likelihood insensitivity, and 𝛾 > 1 indicates S-shape and likelihood 
oversensitivity. The parameter � determines the elevation and captures the degree of 
pessimism. For � = 1, we have w(0.5) = 0.5 . Lower (higher) values of � indicate less 
(more) elevation and more (less) pessimism. Following Kruschke (2011), we evalu-
ated the credibility of likelihood insensitivity and pessimism based on the ranges of 

Table 3   Group level mean 
parameters

The estimated parameters are the means of the posterior distribu-
tions of the group level means. 95% credibility intervals are given in 
square brackets

� �

Description 0.430
[0.234, 0.675]

0.407
[0.259, 0.590]

Sampling 0.611
[0.372, 0.868]

0.331
[0.198, 0.508]

Gap − 0.181
[− 0.517, 0.160]

0.076
[− 0.152, 0.304]

Fig. 9   Probability weighting functions

10  The same results were obtained with the compound invariance family of Prelec (1998). See our 
Online Appendix 6.
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95% intervals from the posterior distribution of parameters. The details on estima-
tion procedures are given in Online Appendix 5.

We report the estimated group-level mean parameters and the corresponding 95% 
credibility intervals in Table  3. Figure  9 shows the estimated probability weight-
ing functions. The estimated parameters indicated credible likelihood insensitivity 
and pessimism in both treatments, as � = 1 and � = 1 both fell on the right side of 
the 95% credibility intervals. The description-experience gap in terms of likelihood 
insensitivity and pessimism was not found to be credible, although the difference 
in likelihood insensitivity was suggestive. Hence, we observed a less pronounced 
inverse S-shaped weighting function in the sampling treatment, although the eleva-
tion was comparable across the two treatments (see the solid curves in Fig. 9).

At the individual level, pessimism ( 𝛿 < 1 ) was credible for all of the subjects in 
both treatments. Likelihood insensitivity was credible for 51% (23 out of 45) of the 
subjects in the description treatment and for 29% (13 out of 43) of the subjects in the 
sampling treatment. Although there was no subject with likelihood oversensitivity 
( 𝛾 > 1 ) in the description treatment, 23% (10 out of 43) of the subjects in the sam-
pling treatment exhibited likelihood over-sensitivity, although it was never credible. 
These results confirmed our previous nonparametric results at the individual level.

6 � Discussion

6.1 � The two‑stage methodology

Our experiment used a two-stage design that separates the measurement of utili-
ties from the measurement of probability weighting. This design circumvented the 
identification problems that can be caused by potential interactions (collinearities) 
between utility and probability weighting in simultaneous parametric estimations 
(Gonzalez and Wu 1999, pp. 152; Scheibehenne and Pachur 2015, pp. 403–404; 
Stott 2006, pp. 112; Zeisberger et  al. 2012). Our parametric Bayesian hierarchi-
cal estimations avoided further averaging biases due to heterogeneous preferences 
(Nilsson et al. 2011; Regenwetter and Robinson 2017). To test the descriptive ade-
quacy of our Bayesian estimations, we compared posterior predictions of the esti-
mated model with the actual data observed (see Online Appendix 5, Figure A5.2). 
We found that the model was accurate in predicting choices.

One may still be concerned about potential interdependencies between the util-
ity and probability weighting measurements in our two-stage design. Our measure-
ment of probability weighting in the second stage depended on the utilities elicited 
in the first stage. Thus, any error in the calculation of sq from the first stage could 
have resulted in a bias in probability weighting measurements. To control for this 
kind of error propagation, we tested the internal validity of the utility measurements 
through consistency checks on the elicitations of standard sequences. We used the 
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most stringent test for consistency (see Sect. 5.1 and “Appendix B”), and we found 
that the rate of consistency was high. In addition, we used parametric fitting in our 
utility estimations to smooth out the errors (Bleichrodt et al. 2010; Etchart-Vincent 
2004). We observed high goodness-of-fit in our estimations of utility. The direction 
of rounding in the calculation of sq values did not predict the choices in the second 
stage (see Online Appendix 7). Our utility estimations indicated slight utility curva-
ture, with some heterogeneity at the individual level. These estimations were close 
to those reported in previous studies (Abdellaoui 2000; Abdellaoui et al. 2005; Blei-
chrodt et al. 2010; Qiu and Steiger 2010; Schunk and Betsch 2006). Our results rep-
licated previous findings on the common inverse S pattern under DFD conditions, 
and we found the classic description-experience gap, which confirmed the validity 
of our design.

Another potential concern is the incentive compatibility of the TO method, due to 
its adaptive nature (with previous choices determine the later stimuli). No previous 
studies have found this compatibility issue to be a problem in practice (Abdellaoui 
2000; Bleichrodt et al. 2010; Qiu and Steiger 2010; Schunk and Betsch 2006; van 
de Kuilen and Wakker 2011). In the terminology used by Bardsley et al. (2010), this 
issue might be a concern regarding theoretical incentive compatibility, but not a con-
cern regarding behavioral incentive compatibility (p. 265). Still, as a precautionary 
measure, we included filler questions in the iteration process of our bisection proce-
dure, intending to make the detection of the adaptive design even more difficult. Our 
data showed no evidence of strategic choices (see “Appendix B”).

6.2 � Beyond the information symmetry

The choice to use a CSP design was motivated by our desire to resolve the informa-
tion asymmetry between the sampling and the description treatments. The informa-
tion at the subjects’ disposal was equal in both treatments. However, our complete 
reliance on sampling experience (without any descriptive information about prob-
abilities) still left room for a discrepancy between the information provided during 
the sampling stage and the information acquired, or utilized, by the subjects while 
they made their decisions. This feature of the CSP, which is also a crucial feature 
of the original paradigm of DFE, distinguishes the CSP from the DFD condition. 
An exploratory examination of the notes that were taken by the subjects during 
the experiment suggested the existence of different ways for processing sampling 
experience (see Online Appendix 8). In particular, although some subjects preferred 
to take very comprehensive notes of all their sampling observations, others noted 
only their sampled outcomes without mentioning their frequency or else took no 
notes at all.11 Such heterogeneity in mental processes possibly contributed to the gap 
observed between the two treatments in our study.12 For more discussion on the psy-
chological factors involved in the gap, see Camilleri and Newell (2009).

11  The notes are available at https​://www.dropb​ox.com/s/yxttz​vr6td​l8jr1​/notes​.pdf?dl=0.
12  Another factor that was discussed in the previous studies was the effect of recency. This factor was 
commonly formulated as the second half of the sequence predicting the choice behavior better than the 
first half. Our study did not detect any recency effect. See Online Appendix 9.
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6.3 � Experimental economics research on experience

This study highlights the economic relevance of the DFE research, which to date, 
has mostly been conducted by researchers in psychology. Our study re-examines the 
description-experience gap from a behavioral economic perspective. Our DFE experi-
ment relates to the strand of economics literature that investigates the violations of 
the rationality benchmarks in economic theory. This strand of literature has gener-
ally claimed that the standard economic theory performs reasonably well in situations 
where there is sufficient opportunity for reflection on incentives, deliberation, learn-
ing, and experience (Plott 1996; Binmore 1999). Accordingly, extensive experimental 
studies have tested the impact of different types of experience on the common anom-
alies observed in choice experiments. Some examples from this literature include 
Loomes et al. (2003), who documented reductions in discrepancies between willing-
ness to pay and willingness to accept due to repeated market experience. Other exam-
ples include Baillon et al. (2016) and Charness et al. (2007), who reported reductions 
in violations of stochastic dominance due to group deliberation and social interac-
tions. van de Kuilen and Wakker (2006) and van de Kuilen (2009) reported signifi-
cant convergence to EU maximization under risk in repeated choice settings in cases 
where immediate feedback was available. Humphrey (2006) reported reductions in 
violations of the independence axiom after observing resolutions of risky lotteries 
(see Bardsley et al. (2010) for further discussion of this literature).

Our experimental findings are mostly in line with the previous claims of the lit-
erature regarding reductions of irrationalities through experience and deliberation. 
Both the nonparametric and the parametric analyses indicate that the observed biases 
in probability weighting were reduced when the objective probabilities were learned 
more intuitively. Specifically, the sampling experience reduced both the certainty 
and the possibility effects. We would like to stress that although our study found no 
pattern of reversed inverse S-shaped probability weighting, this absence of evidence 
does not necessarily refute any previous assertions in the DFE literature. As clarified 
in Sect.  2.3, the original claims of underweighting for small probabilities refer to 
choice propensities, but not to measurements of probability weightings under RDU 
or PT. What our findings show is that the gap in choice propensities does not trans-
late into a reversal of probabilistic risk attitudes under the RDU framework.

We hope that our study will further contribute to the economics literature by 
stimulating investigations of the various paradigms of DFE. Further studies involv-
ing DFE paradigms could be beneficial for economics research. First, DFD and 
DFE represent different real-life situations. Although some choice environments 
provide ample opportunities for learning from experience, others do not. For exam-
ple, whereas repeated small-scale transactions in the market can allow for trial and 
error, decision-makers mainly rely on descriptions of the options in making more 
significant decisions, such as choosing a retirement or health plan. Understanding 
when and why people exhibit decision biases is ultimately informative for economic 
policymaking, and for possible implementations of the nudges (Thaler and Sunstein 
2008).

Moreover, DFE is a rich experimental environment that can give rise to new the-
oretical approaches that provide alternatives to the Bayesian approach with EU. For 
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example, some vital aspects of the sampling paradigm, such as memory, adaptive learn-
ing, and information search have been previously studied in the DFE literature (Ashby 
and Rakow 2014; Hertwig and Pleskac 2010; Hills and Hertwig 2010; Lejarraga et al. 
2012; Kopsacheilis 2017; Ert and Haruvy 2017; Golan and Ert 2015). However, these 
aspects of sampling are not usually modeled in the traditional decision theories used 
in economics. To our knowledge, the only decision theory in economics that considers 
those related aspects is case-based decision theory, as proposed by Gilboa and Schmei-
dler (1995, 2001). Some of the empirical works that investigate this theory include 
those by Bleichrodt et al. (2017), Ossadnik et al. (2013) and Grosskopf et al. (2015).

7 � Conclusion

This study reconsiders the description-experience gap, which to date, has been mostly 
studied in the literature of psychology. We address the empirical question concern-
ing the gap in risk attitudes induced by the non-linear weighting of probabilities. Our 
experimental findings support the existence of a description-experience gap, even in 
cases where objective probabilities from a finite number of sampling observations 
are available. However, we also find that this gap does not amount to a reversal of the 
inverse S-shaped probability weighting. In cases where decision-makers are allowed to 
learn about precise probabilities from experience, their sampling experience tends to 
reduce the cognitive impairment of likelihood insensitivity.

8 � Appendix A: Derivation of the standard sequence of outcomes 
in TO method

Under RDU, indifferences xi+1pg ∼ xipG imply 
w(p)U

(

xi+1
)

+ (1 − w(p))U(g) = w(p)U
(

xi
)

+ (1 − w(p))U(G) . A rearrangement of 
this equation gives U

(

xi+1
)

− U
(

xi
)

=
(1−w(p))

w(p)

[

U(G) − U(g)
]

 for all 0 ≤ i ≤ n − 1 . As 
the right-hand side of the equation is fixed by design, the indifferences result in 
U
(

x1
)

− U
(

x0
)

= U
(

x2
)

− U
(

x1
)

= … = U
(

xn
)

− U
(

xn−1
)

.

9 � Appendix B: Bisection procedure

The iteration process serves to measure x1, x2, x3, x4, and x5 on the basis of the follow-
ing indifferences, in which p = 0.33,G = 17, g = 9, x0 = 24 ∶

For each xi , it took five choices to reach the indifference point. Subjects always 
chose between two prospects: xipg and xi−1pG for i = 1,… , 5 . The procedure was as 
follows.

x0pG ∼ x1pg, x1pG ∼ x2pg, x2pG ∼ x3pg, x3pG ∼ x4pg, x4pG ∼ x5pg
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1.	 The initial value of xi was determined as xi−1 + 4(G − g) = xi−1 + 32.
2.	 xi was increased by a given step size when xi−1pG was chosen over xipg , and it was 

similarly decreased when xipg was chosen over xi−1pG , as long as xi > xi−1 . In case 
of xi ≤ xi−1, xi was increased to ensure outcome monotonicity.

3.	 The initial step was 4(G − g) = 32 , and the step sizes were halved after each 
choice.

4.	 The indifference point was reached after five choices.
5.	 The largest possible value of xi was xi−1 + 32 + 32 + 16 + 8 + 4 + 2 = xi−1 + 94.
6.	 The smallest possible value of xi was xi−1 + 32 − 32 + 16 − 8 − 4 − 2 = xi−1 + 2 . 

The fourth term on the left-hand side (+16) ensured the monotonicity of outcomes 
(see point 2).

One concern about the TO method and the bisection iteration process is the 
method’s incentive compatibility, due to the adaptive design involved. A sub-
ject who is fully aware of the adaptive design can strategically drive the value xi 
upwards by pretending to be extremely risk-averse in response to the bisection 
questions. In this way, he or she can increase the expected values of prospects in 
the subsequent questions for the elicitation of xi+1 . To make it more difficult for 
our subjects to grasp this process fully, we included two filler questions in the 
iteration process of each xi . These two filler choices were placed after the first 
and the third choice questions for every xi . In these questions, xi was changed in 
a direction opposite to that assumed in the changes described in point 2 above. 
These questions had no further impact on the flow of the procedure.

The filler questions permitted a further test of consistency, as they required 
preferences that were in line with the previous choices. This kind of preference 
was required because the preferred option in the previous choice question was 
made even more attractive in the filler questions. Consistency rates were as high 
as 97.5% in the first filler question, and 93.3% in the second filler question. The 
slight decrease of consistency in responses to the second question can possibly be 
explained by its being closer to the indifference point.

Our data did not suggest any strategic behavior. Although an awareness of the 
adaptive design from the outset was unlikely, it could be expected that learning 
during the experiment would lead to increasing distances between xi s. For exam-
ple, this could lead to larger distances between x5 and x4 than between x1 and x0 . 
However, the medians of these distances in our data were 26 and 34, respectively, 
and they did not differ significantly (Wilcoxon sign-rank, p value = 0.54).
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