POINTS OF VIEW

PERSPECTIVE

Cultivating Strategic
Foresight for Energy and
Environmental Security

David A. Bray,

Sean Costigan,

Keith A. Daum,
Helene Lavoix,
Elizabeth L. Malone,
Chris Pallaris

Historically, people and their governments
have not understood or been prepared for
the social, economic, and political insta-
bility that can result from energy scarcity
or deterioration of the environment. Rapa
Nui (Easter Island) is an example from
centuries ago where an isolated population
irreversibly damaged its finite resources.
The cutting of trees to move stone statues
had a cascade effect on other resources
and led to a dramatic decline in both pop-
ulation and prosperity (Diamond, 2005;
Fagan, 2008; Pointing, 1991). More re-
cently, in Darfur, human struggle over ac-
cess to oil resources, compounded by
problems wrought by persistent drought,
produced both socioeconomic isolation and
regional ethnic disconnection, magnifying
a conflict that displaced nearly 2.5 mil-
lion people (International Crisis Group—
Sudan). We contend that disasters such as
these can be mitigated or even averted if
the complex connections and dependen-
cies of the issues involved can be revealed
and if there is a social network to connect
isolated areas of expertise and knowledge
in order to fully understand and visualize
the problems and consequences to leaders
and policy makers. This article describes a
developing international effort to create a
strategic foresight capability addressing the
intersection of increasing energy demand
and global environmental issues, such as
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climate change and declining natural
resources.

Increasing energy demand and degrada-
tion of the environment are intertwined
with social, economic, and political ele-
ments of society, forming a complex adap-
tive system (CAS) (Allenby, 2007; Holling,
2001; Tainter, 1990), which has unique and
often unpredictable emergent properties
(Pilkey and Pilkey-Jarvis, 2007). This global
system poses a diverse set of constantly
changing threats and risks that surpass and
have replaced the security challenges of the
Cold War. The new threats to stability come
from climate change, competition for en-
ergy and resources, relative deprivation,
poor governance, epidemics, and changing
demographics. The security significance of
these threats represents a global challenge,
which we believe is largely unaddressed by
many governments because traditional ap-
proaches of gathering and interpreting in-
telligence do not provide the social network
to connect isolated areas of expertise and
knowledge to identify the complex connec-
tions and dependencies of issues.

Recognizing this challenge, in 2007 the
United States (US) Department of Energy’s
Office of Intelligence and Counterintelli-
gence established an Energy and Environ-
mental Security Directorate, which initiated
several international meetings aimed at de-
veloping a new business model better suited
to the nontraditional challenges posed by
the energy-environment CAS (Glasgow
Group, 2007). The resulting international
team has taken several steps toward the
development of an energy and environ-
mental strategic ecosystem (EESE) to cul-
tivate the connections across traditional
boundaries that are necessary to produce
strategic foresight. The ecosystem is not
intended to replace traditional intelligence
activity, but rather to augment it.

In contrast to traditional gathering of in-
telligence, the EESE will create an inter-
national strategic foresight ecosystem where
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a diverse community of physical and social
scientists, engineers, security analysts, and
other professionals can connect to initiate
ideas and coalesce key concepts from the
vast amount of data available about any
energy and environmental issue. This is a
bottom-up, grassroots approach to culti-
vating knowledge that can influence both
individual awareness and effectiveness, as
well as organizational responsiveness and
adaptation (Bray, 2007). It provides a space
to combine and make sense from knowl-
edge fragments (Winograd & Flores, 1987)
and a framework for management, cre-
ation, and transfer of knowledge (Alavi &
Leidner, 2001; Gold, Malhotra, & Segars,
2001). Wikipedia.org is an example of suc-
cessful knowledge ecosystem.

By analogy, in a successful biological eco-
system, genes mutate, organisms are se-
lected, and populations evolve (Dawkins,
2006); in a successful economy, business
plans are generated, businesses succeed or
fail, and a global economy emerges (Bein-
hocker, 2007). The EESE will also have three
phases:

1. A random phase, in which individuals
contribute observations, ideas, and in-
novative insights.

2. A selection and growth phase, in which
individuals engage in open discussion
and consider alternative viewpoints; par-
ticipants examine issues both in depth
within a discipline and also across
disciplines.

3. An emergent or organization and ampli-
fication phase, in which “cultivators” span
multiple group discussions to develop
insights from the two earlier phases into
adaptive foresight and enhanced situa-
tional understanding products for pol-
icy makers.

For the EESE, isolated areas of expertise
and knowledge across disciplines will con-
nect in the selection and growth phase.
Organization and amplification occur as
knowledge, ideas, and insight meld into
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collective analyses that will contain a spec-
trum of views rather than a misleading
single answer or singular perspective. Sense-
making and meaningful foresight are emer-
gent properties of the ecosystem, cultivated
at the group/collective level. More partici-
pants commenting will lead to coarser gran-
ularity of the analysis, and failed attempts
to disprove an idea will strengthen it (Pop-
per, 2002).

The information generated will enable adap-
tive foresight and enhanced situational un-
derstanding of risks and opportunities. The
EESE will be a global international frame-
work for leveling the playing field for all
users and contributors and provide a plat-
form for collaborative assessments of com-
mon questions and problems. The focus
will be on building outcomes, developing
scenarios, and experimenting with ideas to
provide warning of dangers and alert to
opportunities (Davis, 2007; Service Cana-
dien de Renseignements Criminels/Criminal
Intelligence Service Canada 2007). The level
playing field in this global common area
will also encourage people to connect to
the EESE, counteracting the danger of dis-
connectedness noted by Thomas Barnett
(2004).

Contributions will be provided, and either
supported or not, by a wide variety of par-
ticipants who typically do not envision
themselves as security analysts. The eco-
system process, which may involve reputa-
tion or evaluation rankings, can help
overcome several typical disadvantages of
individual contributors to collective ef-
forts, such as the following:

1. Individuals are limited in what they know.
An individual typically observes only
fragments of phenomena and then de-
velops a theory about the underlying
factors that may have caused the events.
This can sometimes lead to an illusion
of understanding, when an individual
actually may not fully understand the
phenomena (Taleb, 2007). An ecosystem
approach can bring a fuller awareness
and collective insight.

2. All ideas and contributors are not equal.
Memes are the fundamental building
blocks or ideas of social systems, func-
tioning similarly to genes in a biological
system (Blackmore, 2001). Any meme or

idea changes and modifies as it is trans-
mitted, with some gaining an unjustifi-
able initial advantage or disadvantage
(Taleb, 2007). The ecosystem can negate
this effect, letting innovative ideas and
approaches be heard equally.

3. Contributors have role specific blinders.
Policy makers strive for the larger pic-
ture but are often focused on the “what
and how” and not the bigger question
of “why” (Barnett, 2004). In contrast,
individual contributors tend to be spe-
cialists who contribute to the bigger pic-
ture. The ecosystem will bring policy
makers and analysts into a common
forum, leading to the sharing of deeper
questions and views across disciplines
and improved contextual awareness.

4. All individual have biases. As individuals
put ideas and events into a narrative,
they will likely be selective and impose
their own order (Taleb, 2007). The re-
sulting story then changes how both the
analyst and reader make sense of sub-
sequent information. This may lead in-
dividuals to formulate a cause when the
underlying process is not understood
and can cause individuals to “herd.” The
ecosystem can break this cycle by chang-
ing the interaction dynamics.

5. A systems perspective is missing. Individ-
ual analysts and historians tend toward
monocausal explanations in a CAS. Al-
though one event is occasionally a tip-
ping point, a systems perspective provides
a more complete explanation. In ana-
lyzing the various historical explana-
tions for the fall of Rome, Joseph Tainter
(1990) notes that no single explanation
reveals the whole story and that only an
analysis of all individual explanations
presents a complete picture. The eco-
system approach encourages a systems
approach.

6. Individuals are influenced by their ex-
perience. Individuals sometimes focus
on previous experience, both success-
ful solutions and discarded ideas, when
addressing a new problem (Cohen,
March, & Olsen, 1972; March, 1991).
These legacy thoughts can preclude con-
sideration of new original ideas or of
accepting the reality that some events
are not explainable with available in-
formation. The collective knowledge in
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the ecosystem has potential to expose
and mitigate this problem.

7. Increasing fragmentation leads to knowl-
edge gaps (US Government Printing Of-
fice, 2003). In the United States, 16
different intelligence agencies are in-
volved in national security, spending over
$43 billion each year (US Government
Printing Office, 2004), with only 10%
devoted to analysis and making sense of
collected data. With energy and envi-
ronmental security, the problems are now
global and more complex, entail even
more abundant information, and re-
quire greater emphasis on analysis. A
bottom-up approach can provide a basis
for connecting across boundaries, link-
ing fragments of information, and fill-
ing knowledge gaps.

8. Intentional deceit produces flawed anal-
yses. Contributors or intelligent consum-
ers can intentionally provide incorrect
and misleading information in an at-
tempt to influence the system through
deception. Self-policing efforts on Wiki-
pedia.org and more formal peer-review
processes of academic journals have been
successful in using internal participants
to review contributions, thereby reduc-
ing the opportunity for successful mis-
information efforts. The EESE will have
a self-policing function.

The numerous complex scientific and so-
cial issues associated with energy and
environmental security issues pose chal-
lenges for policy makers who seek to make
evidence-based decisions (Marburger, 2005).
We believe that the knowledge ecosystem
approach holds great promise for bring-
ing relevant parties into a dynamic and
more transparent forum on these global,
transboundary issues. The resulting emer-
gent properties of sense-making and stra-
tegic foresight have the potential to
transform isolated areas of expertise and
knowledge into a connected, more com-
plete picture for policy and decision mak-
ers. In doing this, the ecosystem will
complement traditional national security
organizational frameworks with a system
that cultivates connections, brings to-
gether groups of experts and problem hold-
ers, and preserves the richness of diverse
views, providing new opportunities on a
range of objectives and outcomes.


https://doi.org/10.1017/S1466046609990081

POINTS OF VIEW

References

Alavi, M., and D. Leidner. 2001. Knowledge Man-
agement and Knowledge Management Systems:
Conceptual Foundations and Research Issues [Re-
view]. MIS Quarterly 25(1):107-136.

Allenby, B. 2007. Earth Systems Engineering and
Management: A Manifesto. Environmental Sci-
ence & Technology 41(23):7960—7965.

Barnett, T.P.M. 2004. The Pentagon’s New Map.
Berkley Books: New York.

Beinhocker, E.D. 2007. The Origin of Wealth.
Harvard Business School Press, Cambridge, MA.

Blackmore, S. 2001. The Meme Machine. Intro-
duction by R. Dawkins. University of Oxford
Press, Oxford.

Bray, D. 2007. Knowledge Ecosystems: A Theo-
retical Lens for Organizations Confronting Hy-
perturbulent Environments. In Organizational
Dynamics of Technology-Based Innovation: Di-
versifying the Research Agenda, T. McMaster, D.
Wastell, E. Ferneley, and J.I. DeGross, eds.
Springer, New York, 457—462.

Cohen, M., J. March, and J. Olsen. 1972. A Gar-
bage Can Model of Organizational Choice. Ad-
ministrative Science Quarterly 17(1):1—25.

Davis, J. 2007. If Surprise Is Inevitable, What
Role for Analysis? Sherman Kent Center for In-
telligence Analysis Occasional Papers 2(1). Avail-
able at https://www.cia.gov/library/center-for-
the-study-of-intelligence/kent-csi/docs/
voanip.htm. Accessed February 2009.

Dawkins, R. 2006. The Selfish Gene: 30th Anni-
versary Edition, 3rd edition. Oxford University
Press, New York.

Diamond, J. 2005. Collapse: How Societies Choose
to Fail or Succeed. Viking-Penguin, New York.

Fagan, B. 2008. The Great Warming: Climate
Change and the Rise and Fall of Civilizations.
Bloomsbury Press, London.

Glasgow Group. 2007. Enabling Strategic Intelli-
gence on Energy and Environmental Security Im-
pacts and Consequences. Public Working Paper.
Available at http://www.climateactionproject.com/
docs/GlasgowFinal.pdf. Accessed February 2009.

Gold, A., A. Malhotra, and A. Segars. 2001. Knowl-
edge Management: An Organizational Capabil-
ities Perspective. Journal of Management
Information Systems 18(1):185—214.

Holling, C.S. 2001. Understanding the Complex-
ity of Economic, Ecological, and Social Systems.
Ecosystems 4(5):390—40s.

International Crisis Group—Sudan. Available at
http://www.crisisgroup.org/home/
index.cfm?id=3060. Accessed February 2009.

Marburger, J. 2005. Wanted: Better Benchmarks.
Science 308(5725):1087.

March, J. 1991. Exploration and Exploitation in
Organizational Learning. Organization Science
2(1):71-87.

Pilkey, O.H., and L. Pilkey-Jarvis. 2007. Useless
Arithmetic: Why Environmental Scientists Can’t
Predict the Future. Columbia University Press,
New York.

Pointing, C. 1991. A Green History of the Earth.
Sinclair-Stevenson, London.

Popper, K. 2002. The Logic of Scientific Discov-
ery. Routledge Classics no. 96-141. Routledge,
New York.

https://doi.org/10.1017/51466046609990081 Published online by Cambridge University Press

Service Canadien de Renseignements Criminels/
Criminal Intelligence Service Canada (SCRC/
CISC). 2007. Creating an Organized Crime
SENTINEL: Development and Implementation
of a Strategic Early Warning Methodology for
Law Enforcement by Criminal Intelligence Ser-
vice Canada. Document no. SCRC/CISC, Ot-
tawa, Canada.

Tainter, J. 1990. The Collapse of Complex Soci-
eties. Cambridge University Press, Cambridge.

Taleb, N.N. 2007. The Black Swan. Random
House, New York.

US Government Printing Office (US GPO). 2003.
Public Health Response to Anthrax Incidents of
2001. Document no. GAO-04-152. US GPO, Wash-
ington, DC. Available at http://www.gao.gov/
new.items/do4152.pdf. Accessed January 1, 2009.

US Government Printing Office (US GPO). 2004.
9/11 Commission Report: Reorganization, Trans-
formation, and Information Sharing. Document
no. GAO-04-1033T. US GPO, Washington, DC.
Available at http://www.gao.gov/new.items/
do41033t.pdf. Accessed January 1, 2009.

Winograd, T., and F. Flores. 1987. Understanding
Computers and Cognition: A New Foundation for
Design. Addison-Wesley Longman, Boston.

Address correspondence to: Keith A.
Daum, National & Homeland Security,
Idaho National Laboratory, Idaho Falls,
ID 83401-1562; (phone) 208-526-8172;
(fax) 208-526-2600; (email)
Keith.daum@inl.gov.

Points of View 211


https://doi.org/10.1017/S1466046609990081

