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Abstract
Research on social robots in dementia care has focused on their effects, for example in rela-
tion to the patients’ wellbeing or the care-givers’ working environment. Such approaches
to social robots treat them as stable objects with a singular function. Combining social
gerontology with social studies of science, the current study offers a new angle by asking:
How do patients and care-givers in care homes for older people establish a shared defini-
tion of the situation in interactions involving robot animals? Drawing on ethnography and
multimodal conversation analysis of 211 minutes of video recordings in two care homes in
Sweden, we demonstrate the embodied work by which participants in interactions establish
activities with robot animals. In contrast to the ideal of transparency in social robotics, we
show that a central affordance of the robots is their vagueness, which allows for their inclu-
sion in playful interactions. Playful framings of the robots highlight their social functions
and downplay care-giver–patient asymmetries. However, situations where patients resist a
playful frame actualise a dilemma of social inclusion, on the one hand, and the right to
not participate in play, on the other. Showing this, the article contributes to knowledge on
how people age with technology; in particular, it draws attention to the limits of an ideal of
transparency when social robots are included in dementia care.

Keywords: dementia care; multimodal conversation analysis; playfulness; social robots; transparency

Introduction
Scholars working at the intersection of ageing and science and technology studies have
acknowledged that humans today become older with multiple others – not only other
humans but also animals, technologies and things (e.g. Jenkins 2017). One such ‘other’
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increasingly present in care for older persons is the robot animal. Robot animals are
designed to react to talk, touch and movement – functions that aim to give the user
a sense of interacting socially with another living being (see Ala ̌c 2016). Research on
robot animals in dementia care has so far focused on their effects (e.g.Abbott et al. 2019;
Moyle et al. 2018), for example in calming agitated patients or offering a conversation
starter (Pfadenhauer and Dukat 2015), but less is known about how care-givers and
persons with dementia actually approach and make sense of social robots (Persson
et al. 2021). To advance the understanding of older people in their social and cultural
contexts, we ask the following research question: How do patients and care-givers in
care homes for older people establish a shared definition of the situation in interactions
involving robot animals?

In social robotics, the principle of transparency has been promoted to avoid inter-
actional problems related to deception or disappointment when people interact with
robots. This means that robots’ appearance and behaviour should display their actual
capacities (e.g. Złotowski et al. 2020). The principle can be understood as particu-
larly relevant in dementia care, where patients may have difficulties navigating reality
(Kontos 2004; Örulv and Hydén 2006). While there is a general acceptance of a lim-
ited use of deception to promote wellbeing in dementia care (e.g. Hunter et al. 2016),
guidelines concerning social robots tend to describe avoiding deception as a key part
of treating patients with dignity (Blackman 2013). For instance, in Sweden, where the
current study takes place, the Medical Ethics Council states that patients should not be
led to believe that the robot has capabilities that it in fact lacks (Statens medicin-etiska
råd [SMER (Swedish Medical Ethics Council)] 2014, 60). One way to minimise this
type of misunderstanding is to ensure that everyone involved has complete informa-
tion about the robot’s skills (SMER 2014). Such a transparent approach may seem like
an obvious ethical standard at first sight. However, always prioritising information over
situational sensitivity can lead to instrumental interactions (see Fine 1983), potentially
interfering with how care-givers and patients relate to each other. By studying how
meaning emerges when social robots are used, we can shed light on how ethical guide-
lines relate to actual practice (see Peräkylä and Vehviläinen 2003), which is important
as technology is increasingly introduced in care.

When studying how people with dementia make sense of themselves and their sur-
roundings, analyses based on video-recorded interactions can make up for reduced
verbal capacity (Kontos 2004; Schneider et al. 2019).Therefore, we draw on the detailed
qualitative approach ofmultimodal conversation analysis (Mondada 2018) to study the
embodied and verbal resources in play when meaning emerges between humans and
robots. In this way, wemake themethodological choice to set aside ‘normative assump-
tions [as] to what it means to be human’ (Jenkins 2017, 1487) and account for both
humans’ and robots’ verbal and embodied conduct.

Literature review: interactions with social robots in care for older people
Social robots in care for older people
Research on how people manage the reality of social robots is still scarce. In studies of
social robots in care for older people, there is an overwhelming focus on robots’ impact
on patients’ wellbeing. For instance, robots can be used in dementia care to reduce
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stress and anxiety and help people remember their life stories (e.g. Abbott et al. 2019;
Moyle et al. 2018; Pfadenhauer and Dukat 2015). Studies have also analysed the effects
on the workforce in care settings, as robots can replace and/or facilitate care-giver–
patient interactions (e.g. Jung et al. 2017; Roger et al. 2012). Related to the reduced
involvement of care-givers, there are also studies that caution against the use of robot
animals, arguing that they can increase older people’s isolation (Sharkey 2014) and
negatively affect their dignity (Parks 2010).

Several interview studies have focused on patients’ and care-givers’ views of social
robots (e.g. Birks et al. 2016; Johansson-Pajala et al. 2020); such studies tend to show
humans’ idealised understanding of robots rather than their actual use. Moreover, they
often take for granted a distinction between autonomous human actors and passive
tools or instruments; humans are seen as ascribingmeanings to robots, which are wait-
ing to be deployed. This approach downplays how the robots’ own affordances can
shape human–robot interactions, thus neglecting the co-constitution of ageing and
technology (Peine and Neven 2021). In a video-based study where dementia patients
in a hospital setting were interviewed while using an animal robot, Hung et al. (2021)
note that the robot is treated as a ‘buddy’, a conversational piece or a source of comfort
during the potentially stressful hospital visit. While drawing on situations framed by
the interviewers’ questions, the study shows how video-based research can highlight
different ways of understanding and responding to robot animals.

Interactions with social robots
Thedetails of how care-givers use andmake sense of robots in interaction with patients
have received less attention (Persson et al. 2023), although such knowledge can inform
us about people’s own orientations towards the benefits and risks of social robots
(Flinkfeldt et al. 2022). Existing studies of actual encounters between humans and
social robots in other contexts than care for older persons have examined how humans
understand robots’ interactional contributions and how agency is distributed between
people and robots. In a study of a social robot in preschool, Ala ̌c (2016) shows that the
robot is treated as a living creature while it is handled as a material thing. For exam-
ple, a teacher’s description, ‘she is just a robot’, illustrates the way in which the robot is
gendered as if it were a real person, while at the same time being denoted ‘just’ a robot
(also see Hung et al. 2021). Studying a tele-operated childlike robot interacting with
people with acquired brain injuries, Krummheuer (2016) also found flexible orienta-
tions to the robot’s ontological status: it was treated as an autonomous actor, amediator
of the operator and a hybrid, in which robot and operator merged into one actor. The
robot made it possible to play with established identities; for example, a patient could
become a care-giver (Krummheuer 2016; also see Hung et al. 2021).

In these studies, the interactions with robots took place with a facilitator who could
stage, monitor and repair problems in interactions (also see Chevallier 2023). By con-
trast, Tuncer et al. (2023) show that in unsupervised interactions between persons and
robots, for example duringmuseum visits, problems arose when the robot was not able
to understand relevant responses to its own questions, such as pointing in response to a
‘where?’ question. By examining video-recorded interactions including care-givers and
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several persons with dementia involved in interactions with robot animals, the current
study adds to the small but growing field of research on actual interactions with social
robots. Showing how the reality of social robots is managed in dementia care advances
our knowledge of how ageing with technology is produced in situated practice.

Theoretical framework: working consensus in an unknown territory
Frames as an approach to sense-making
Drawing on Goffman’s (1974) notion of frames, we examine the situated emergence
of a working consensus. The concept of frames refers to the temporary, situational
‘schemata of interpretation’ (Goffman 1974, 21) of social actions that help interactional
participants interpret the social situations in which they participate. Two main points
of the concept are that (1) utterances need a reference to an activity to be understood
and (2) the understanding of a situation is not static or given but built as people start
to engage in interaction; their actions both assume and produce specific frames. Thus,
Goffman’s (1974, 173–186) interactional approach to sense-making allows us to exam-
ine how care-givers and patients in interaction develop a temporary tacit agreement – a
working consensus – related to ongoing activities with robots. In the analysis, we show
the emergence of two such main frames: play and small talk.

The fact that play and small talk were the main activities highlights the social func-
tion of robots in the situations we recorded: both activities have often been defined
in terms of their non-institutionality; rather than having instrumental goals, play and
small talk sustain relations (Huizinga 1964; Malinowski 1936). At the same time, stud-
ies have shown that play and small talk are relevant for institutional tasks, for example
how play can be a part of training social competence in group homes (Finlay et al.
2008) and how small talk can pave the way for advice in helplines (Iversen et al. 2022).
In relation to dementia care, the line between activities having a purpose in themselves
and a goal outside the situation is especially blurred, since being social is considered a
crucial quality that dementia care aims to maintain and train (e.g. Birks et al. 2016).

Transparency and playfulness in care
Given the suggestions in social robotics for a principle of transparency to avoid inter-
actional problems related to deception or disappointment, the focus on sense-making
in this setting is particularly relevant (e.g. Złotowski et al. 2020). While the ideal of
transparency – described in the introduction – can appear as a given, it may actually
collide with central aspects of dementia care. For instance, prioritising knowledge-
related interactional actions, such as giving information, runs the risk of preventing
actors from relating to one another in playful ways (Fine 1983).

The importance of playfulness in relation to dementia is increasingly acknowledged
(e.g. Killick 2013); for example, studies have identified playfulness as a key factor in
activities aimed at promoting the health of persons with dementia, such as dancing
(Kontos 2004; Wright 2018), making music (Dowlen et al. 2022) and gardening (Buse
et al. 2023). Play can highlight patients’ abilities to initiate, modify and co-construct
moments of engagement and imagination using verbal and non-verbal communica-
tion (Kontos et al. 2017; also see Buse et al. 2023). Our focus on the emergence of
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Table 1. Care homes

Care home Size Nursing Participants

1 20 apartments yes (when needed) 7 patients,
10 care-givers,
1 robot cat

2 40–50 apartments yes (when needed) 9 patients,
3 care-givers,
2 robot dogs

3 40–50 apartments yes (when needed) 7 patients,
7 care-givers,
2 robot cats

4 30 apartments yes (when needed) 9 patients,
14 care-givers,
3 robot cats,
3 robot dogs

5 20 apartments yes (when needed) 4 patients,
4 care-givers,
2 robot dogs,
2 robot cats

joint activity frames (Goffman 1974) highlights how robot animals can be involved in
building playful activities, but also how this raises ethical questions regarding social
inclusion versus integrity and the right not to play (also see Hansen 2023; Nordenfelt
2004).

By adopting a theoretical framework that enables us to examine how care-givers
and patients approach robot animals in flexible ways, we can shed new light on the dis-
cussion about transparency in social robotics related to care for people with dementia.
Our research question is therefore: How do patients and care-givers establish a shared
definition of the situation in interactions involving robot animals?

Methods
Sampling and recruitment
The study draws on ethnographic fieldwork in five care homes in Sweden and multi-
modal conversation analysis of video recordings from two of the homes. Our inclusion
criterion was that the care homes had to be using robot animals in their daily work.
The care homes were all not-for-profit because our project was part of a research pro-
gramme about the work environment in municipal organisations. We thus excluded
for-profit homes and care homes that had just begun using robots (see Table 1).

All authors contacted care homes based on recommendations from our expert
advisory team (with representatives from organisations working with care and social
robotics) as well as via regional dementia care coordinators. We first presented the
study to managers and care-givers, who gave their written consent to participate.
Patients were given time to consider participation after receiving letters about the
study from their care-givers. Iversen and Persson recorded situations based on the
care-givers’ suggestions, often moments when the patients participating in the study

https://doi.org/10.1017/S0144686X24000539 Published online by Cambridge University Press

https://doi.org/10.1017/S0144686X24000539


6 Clara Iversen et al.

were together in a social area. During our ethnographic fieldwork, the care-givers
introduced us to patients who had provided written consent to be filmed during the
ethnography, andwe again requested permission to film after showing our video equip-
ment. Because tablets are easy to use, we used them as our recording devices so that
care-givers and researchers could set up quickly when the need arose. We could also
show the recordings to the patients on the tablets to make sure that they understood
what they had consented to.

Data collection and analysis
Ethnography is a suitable methodology for studying people’s sense-making in situated
contexts (Hammersley andAtkinson 2007) and has proven useful for studying technol-
ogy in care practice (e.g. Beedholm et al. 2015; Lipp 2024) – especially in regard to the
use of social robots in care (Chevallier 2023; Wright 2018). Multimodal conversation
analysis of video-recorded situations enriches this approach bymaking it possible to re-
examine in detail how activity frames based on verbal and embodied resources emerge
sequentially (Sidnell and Stivers 2013; Tuncer et al. 2023). Rather than adopting a nor-
mative frame, conversation analysis starts from ‘unmotivated looking’, that is, an effort
to describe what the research participants treat as meaningful activities (Flinkfeldt
et al. 2022). Combining these approaches, we make a methodological contribution – a
contextualised and detailed analysis of situated sense-making.

Observations focusing on the care-givers’ workwere conducted by one researcher at
a time, and the duration spanned fromone-day visits to smaller care homes (Redmalm)
to week-long visits to larger care homes (Iversen, Persson and Redmalm). In total,
the research team spent about 100 hours at care homes, documented in field notes
taken during and after visits. In the current study, the notes are used to contextu-
alise the recordings; for example, they provide information about the recurrence of
situations that we filmed, what happened before and after the recordings, and other
situations involving robots that we did not film. Studies focusing on the ethnographic
fieldwork have been published elsewhere (Persson et al. 2023; Persson, Iversen et al.
2024; Persson, Thunman et al. 2024).

Video recordings were made by Iversen (S4–S8, Appendix 1) and Persson (S1–S3,
Appendix 1). After obtaining the participants’ consent as described earlier, we started
filming, placing the tablet on a nearby stand and positioning it to avoid filming patients
who were not involved in the study. We sometimes participated and sometimes left
the interaction, depending on the situation. In total, we recorded 211 minutes of
interactions, including eight social situations (see Appendix 1).

Iversen used multimodal conversation analysis to examine the video recordings,
while the ethnographic notes collected by all authors helped us contextualise this
detailed analysis. Multimodal conversation analysis is based on conversation analy-
sis, which is an empirically driven and microanalytic method developed from eth-
nomethodology that is used to analyse how people, turn-by-turn, make themselves
understandable in social situations (e.g. Sidnell and Stivers 2013). In addition to
analysing verbal conduct, multimodal conversation analysis adds the material aspects
of interaction by drawing on video recordings and transcripts that showhow embodied
practices are timed in relation to verbal practices; for example, how a gaze can show that
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an utterance is directed at a particular other (Mondada 2018; see Appendix 2 for tran-
scription conventions).Themethod has proven useful to study the interaction between
people and social robots (Ala ̌c 2016) as well as how people with dementia use their
material environment to accomplish social actions (Majlesi and Ekstr ̈om 2016).

The analysis was conducted according to the following steps: (1) identifying a rele-
vant phenomenon (the establishment of a working consensus) in the video recordings
through data sessions with researchers in the conversation analysis community; (2)
building a collection of instances (see Sidnell and Stivers 2013) where participants
established a working consensus (20 instances), based on verbatim transcripts with
notes about bodily behaviour; (3) transcribing in detail (Mondada 2018; Appendix 2);
(4) examining each instance in the collection in terms of how communicative turns
(including non-verbal) were composed (e.g. grammatically, prosodically and lexically)
and how they built sequences of actions (i.e. how participants initiated actions and
how others responded; see Sidnell and Stivers 2013); and (5) examining patterns in
identified practices and actions, including identifying actions that pointed to similar
activities (e.g. how exaggerated surprise, joking and laughter built a playful activity
frame).Through these steps, we identified playfulness aswell as small talk as key frames
for establishing a working consensus. While playfulness, initiated by the care-giver
or the patient, was present in the majority of examples in our collection (in 18 of 20
instances), small talk was also a common activity (12 of 20 instances).

Ethical issues
The study was approved by the Swedish Ethical Review Authority. A main ethical
dilemma was, on the one hand, to make sure that patients who wanted to participate
in the research were not excluded based on others’ judgements and, on the other, to
avoid that patients participated in research that they did not understand and consent
to.

The participants could stop the filming at any time and request for recordings to
be deleted (i.e. process consent). Some patients who had given their written consent
to participate declined participation when we were there, either via the care-giver or
directly to us. There were also a care-giver and a patient who agreed to being recorded
on audio but not on video (S4, Appendix 1). Being sensitive to such requests, we aimed
to ensure that only care-givers and patients who understood what their participation
involved were included in the study.

In the next section, we present the findings based on specific examples of activities,
analysed in fine detail. The transcripts include only English translations to facilitate
reading, but the Swedish originals can be found in Appendix 3. All names have been
replaced by pseudonyms.

Findings: framing robots in play and small talk
The patients in the study have mild to moderate dementia and have lived in the care
facilities from a few days to several years, so their familiarity with the robot animals and
one another varies (see Table 2). The robot animals are of the same brand, mimicking
real cats and dogs. They have pressure sensors under the fur, causing them to react to
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Table 2 Patients participating in the video recordings

Pseudonym Gender Stage of dementia Stay at the care home

Lisbet woman moderate < 1 month

Maj woman moderate > 1 year

Anna woman moderate > 1 year

Signe woman moderate > 1 year

Boel woman moderate > 1 year

Pia woman moderate > 1 year

Gerd woman mild > 1 year

Stig man moderate > 1 year

Nora woman moderate > 1 year

Elisabet woman moderate > 1 year

Gunnar man moderate < 1 year

Sigvard man mild < 1 year

Sigrid woman moderate > 1 year

Cristina woman mild > 1 year

touch. The robot cat can move its head and one front paw. It can lie down as well as
meow and purr with sound and vibrations. The robot dog has a small internal motor
imitating a heartbeat. It canmove its head and bark, triggered by both touch and sound.

The analysis shows two primary activities in which social robots are involved: play
and small talk. Using two examples that show patterns in the whole dataset, we first
demonstrate how play emerges as a frame for making sense of robot animals. We then
examine an example of how care-givers and patients can manage threats to a working
consensus, drawing on practices connected to both small talk and play.

The emergence of a playful framing
In first encounters with robots, people rely on their own assumptions and on what
they discover about the robot’s competencies in the course of their interaction (Tuncer
et al. 2023). Using excerpts from two situations, we show how care-givers and patients
establish a playful framing with embodied and verbal resources. Such orientations to
playfulness were present in the majority of instances in our collection (18 out of 20),
and in all but one of the recorded interactions (S6, Appendix 1). Playfulness was also
a recurrent theme in our ethnographic notes.

In the first example (S1, Appendix 1), Lisbet, who had arrived at the care home the
day before, meets the robot cat for the first time. A notable feature of this situation,
recurrent in other interactions, is how the care-giver initially invites Lisbet to decide
on how to treat the robot (as alive or not) and then participates in building a playful
framing. Before we join them, Lisbet and Maj, another patient who had been staying
at the care home longer, are sitting at a kitchen table, and the care-giver comes up from
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behind Lisbet, carrying the robot cat while reaching for the button that activates it. She
addresses Lisbet, ‘Have you seen, Lisbet,’ thereby calling attention to the robot without
specifying how it should be seen. Lisbet asks if the robot is alive and the care-giver holds
the robot cat so that Lisbet can examine it. Lisbet looks and touches it, then answers
her own question with ‘No.’ The care-giver not answering thus allows Lisbet to decide
for herself about the robot’s character.

Maj, who is sitting on the other side of the care-giver, then asks, ‘Is it the cat?’ The
definite form demonstrates recognition and assumes that there is a cat in the ward
known to both the care-giver and Maj (see Schegloff 1996). The care-giver confirms
Maj’s assumption, and the participants have thus established a working consensus
about the robot – it is non-living and recognisable as ‘the cat’. Lisbet then makes a
positive assessment:

Excerpt 1
08 LIS: It is so beau:::tiful.
09 (.)
10 LIS: Yes::
11 (1.7)
12 LIS: ∘It is truly +really^ beautiful.∘ ^

-->+
car ^turns ROB and puts it in front of LIS^

13 (1.4)
14 ROB: Meo*::w=

car *looks at LIS-->
15 CAR: =.HHHo!
16 (.)
17 MAJ: ∘∘>M[eow=meow<∘∘
18 ROB: [Meo::w::
19 (0.5)
20 LIS: Oh ¨dear! ¨

¨looks intensively at ROB¨

Here we see how the participants approach the robot cat in playful ways. Lisbet’s
stance towards the robot is ambiguous (see Ala ̌c 2016; Hung et al. 2021): she treats it as
an object by referring to the robot as ‘it’ (lines 8, 12), yet the petting and her soft voice
are directed to the robot in a way that is common when people talk to babies, animals
or other less competent actors (Ferguson 1964). Having established that the robot is
not alive, she thus builds a pretend play frame in which she treats it as a real animal.

The care-giver gives Lisbet more time to interact with the robot by placing it in
front of her (line 12). In response to Lisbet’s petting, the robot meows (line 14). This
prompts a look from the care-giver at Lisbet, inviting a joint stance of surprise (line 15).
Such tokens of surprise in response to the robots’ behaviour were common in the care-
givers’ interactions with the patients. Showing surprise at an expected robot behaviour
can be understood as exaggerated and enacted (see Wilkinson and Kitzinger 2006),
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contributing to the playful frame and building joyful anticipation towards the robot
(Drew 1987). Maj’s response (‘meow=meow’, line 17) mimics the cat, thereby showing
what she has heard and responding to the cat in line with the playful frame. Harjunpää
(2022) has shown that mimicking is a recurrent practice in human–pet interaction,
where the human uses an onomatopoeic expression imitating a pet’s sound to estab-
lish a brief conversational exchange. In the current situation, it can be understood as
contributing to the pretend play where the robot is treated as a real pet.

The robot meows again, and Lisbet responds with ‘Oh dear’ (line 20), joining the
care-giver’s stance towards the robot as doing something remarkable. It is usual for an
extraordinary reality to be shared in play (Holt 2016), so Lisbet can be seen as build-
ing on the care-giver’s exaggerated surprise while at the same time emphasising her
endearment with the cat.

Thus, we see the emerging meaning of the robot as not alive but still something that
is relevant to respond to with endearment and excitement. In establishing this working
consensus, embodied action is central. The care-giver’s vague presentation of the robot
and lack of verbal responses gives Lisbet first-hand access to examine and interact with
the robot.This places her on an equal footingwith the care-giver and encourages direct,
rather than mediated, interaction between Lisbet and the robot.

In the next example (S5, Appendix 1), videotaped at a different care home, the
patients Nora, Stig and Elisabet as well as the care-giver and the researcher are sit-
ting by a coffee table. The patients know each other well and tell the researcher about
one another (e.g. ‘Stig loves his plush dog’). The care-giver has brought a robot dog
and is calling attention to it with the directive ‘Look’, inviting a joint focus and demon-
strating her own interest in it (see Siitonen et al. 2021). She lifts it towards Nora, and
when the robot barks, Nora responds to it with a confirming ‘Yes.’ Similar to the care-
giver’s introduction of the robot cat to Lisbet, this practice allows Nora to decide upon
a variety of actions concerning the robot.

Stig, who is sitting across the table fromNora, holding his ownplush dog, comments
on the robot dog’s barking (line 4):

Excerpt 2a
04 STI: &That one* barks indeed.&

car -->*
sti & looks at ROB &

05 NOR: ↑Haof=haof↑
06 STI: ↑woof=woof↑
07 CAR: +((Can)) you hea::r! +

+Looks at RES then STI+
08 (.)
09 STI: ^It [does?

Nor ^shakes rob-->
10 NOR: [Hov hov.^

-->^
11 CAR: /Ye:::s, ∘if you #2 li[*ste@n∘ @

nor /looks at camera, then ROB-->
car *leans to STI, points up then at ROB-->
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sti @leans against CAR, looks at ROB@
12 ROB: [r:vo: /rvo::[:

nor -->/
13 RES: [Ye[a::h=
14 NOR: [^↑Ye::::s!↑ ^
15 ^nods towards ROB^
16 NOR: =Hao [↑skvo↑ [^yes (yes yes)^

^nodding ^
17 CAR: +[Oh dear*

-->*
+looks at STI-->

18 STI: [£What's this£ hah [hah hah
19 CAR: [Hah hah
20 STI: [Hah hah hah] @is it him doing that=

@points-->
21 CAR: [hah hah hah]
22 NOR: [^Haov=haov ^ heh heh heh heh

^shakes ROB^

Nora responds to Stig by mimicking the dog’s bark (line 5), followed by a similar
response from Stig (line 6). Besides creating an exchangewith the robot (seeHarjunpää
2022),Noramimicking the robot collaborateswith Stig’s project of exploring it by offer-
ing her own experience to the other humans present.The care-giver collaborates in this
exploration by acting as one of the observers, ‘Can you hear?’ (line 7). Similar to how
she used ‘Look’ when she came with the robot, this prompts an action from the patient
and describes what she herself is doing while refraining from instructing the others on
how to approach the robot (see Siitonen et al. 2021).

Stig then asks, ‘It does?’ (line 9), treating the previous observation as remarkable
and pursuing further exploration of the robot. Nora collaborates by shaking the robot,
as a thing, and continuing to mimic its sound. The care-giver confirms and elaborates
with the instruction, ‘if you listen’, leaning against Stig and pointing (line 11), thereby
initiating joint listening with Stig (see Yasui 2023).

The robot makes a ringing bark, and we can see how the playful frame is now estab-
lished among the participants: Nora involves the robot by mimicking its pitch and
nodding towards it (line 15, 16); the care-giver gazes at Stig, inviting him to an exagger-
ated stance of disbelief (line 17); and Stig joins her by asking ‘what’s this’ with a smiley
voice followed by laughter, thus taking a stance of wonder (line 18). This is followed by
comments and laughter from the others. After more laughter, Stig again comments on
the dog’s barking, now treating it as a person (‘he’), and then addresses it:

Excerpt 2b
25 STI: £He barks£@ a hah You are a [funny one hah

-->@
car [hah hah hah

26 ah [ha hah
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27 NOR: [>£I'm &barking at you too£=>ah
sti &looks at NOR

28 woof!/<=[heh heh heh
nor -->/looks at RES

29 RES: [Hah hah [hah
30 CAR: [Hah hah
31 STI: [woof woof woof

Nora furthers this playful frame by describing her reciprocal behaviour as ‘barking
at you too’ before she produces an emphatic ‘Ah woof!’ (line 27–28). Nora is talking
to the dog, treating it as the recipient (line 27–28). However, her gaze towards the
researcher (line 28) indicates that her contribution is also for the benefit of the other
participants. This generates heartfelt laughter from the researcher and the care-giver,
and Stig smilingly offers a bark of his own.

In these two initial cases, care-givers and patients thus build playful frames – a
shared fantasy (Fine 1983) – around the robots, starting with the care-givers designing
their actions to be on the same level as the patients, exploring the robots’ nature by look-
ing and hearing together rather than instructing and clarifying how the robots should
be understood. We see patients taking different approaches to the robot, treating its
characteristics as more or less known. The care-givers’ presentations of the robots and
the subsequent enactment of exaggerated surprise allow for such different approaches
while inviting a shared playful frame of excitement and joy. In the next section, we see
how participants can manage potentially conflicting frames.

Navigating conflicting frames
Patients’ different stances towards robots sometimes generated interactional trouble,
which characterised the interaction in five of our 20 examined instances (in S3, S4, S6,
S8, Appendix 1). Three of them still ended up in playfulness (S4, S8) and two involved
care-givers backing down from such efforts (S3, S6). We will now examine a case (S8)
where a working consensus about activities involving a robot dog is established in the
face of patients’ different initial definitions of the situation: a playful treatment of the
dog as if it were alive, and a sceptical approach that does not include the robot as a par-
ticipant. We will show how the participants navigate between these two framings and
use small talk to establish a working consensus in the face of a robot-related conflict.

The care-giver, the patient Sigrid and the researcher have been sitting and talk-
ing around a kitchen table with a robot dog on it for about 20 minutes. Sigrid has
approached the robot as a pet, asking who takes care of it and interacting playfully
with it, asking what it wants. Sigrid has also mentioned that she does not have time
to care for the dog because she needs to leave soon. In this sense, she can be under-
stood as confabulating – that is, producing false narratives or statements owing to some
pathological factors, but with no intention of lying. As a social phenomenon, confab-
ulations can be understood as a way of making sense of the current situation, the self
and the world, but they can also complicate the building of a shared world with others

https://doi.org/10.1017/S0144686X24000539 Published online by Cambridge University Press

https://doi.org/10.1017/S0144686X24000539


Ageing & Society 13

(Örulv and Hydén 2006). Care-givers therefore often respond to confabulation min-
imally, avoiding commitment to patients’ stories without explicitly challenging them
(Lindholm 2015).

In this situation, the care-giver and the researcher have been answering Sigrid’s
questions in ways that do not challenge her assumptions about the world (e.g. saying
that the robot stays at the care home and that the care-giver will take it when Sigrid
needs to go). Meanwhile, the patient Cristina has been sitting by herself in a chair
nearby. Cristina and Sigrid know each other and talk sometimes, but the care-giver
has reported that Cristina can become jealous if Sigrid gets ‘too much attention’. The
care-giver has previously asked Cristina to join them, but she has declined, saying,
‘You don’t want me there.’ We enter the situation as the care-giver again tries to involve
Cristina, saying, ‘We are sitting here talking a bit, Cristina, do you want to join us?’
This is a general description of their activity as small talk, not mentioning the robot
dog but not excluding it either. This time, Cristina accepts the invitation but displays a
disengaged stance (‘guess I can’). As Cristina comes over to the table, Sigrid is singing
a short tune to the robot dog while moving it towards Cristina.

Excerpt 3a
34 (1.0)
35 SIG: *Damdidamdidam%bap *(.) %dam dam di- ((singsong))

*turns ROB towards CRI*
cri %sits down %

36 SIG: &I- Is it your dog?
&looks at CRI-->

37 (2.0)
38 CRI: @What/Why?

@looks ahead-->
39 (0.7)
40 SIG: Is it your dog?
41 (.)@(0.5)

cri @looks at SIG-->
42 SIG: Do you have a dog?
43 CRI: Hey I'm not @talk- I don't answer such @ stupid &questions.

-->@looks away from SIG at CAR@
sig &looks at CAR-->

Sigrid’s singing and embodied actions (line 35) are vague, but turning the robot
towards Cristina offers her the possibility to acknowledge it (see Butler et al. 2016).
When Cristina does not do so, Sigrid upgrades her efforts to involve Cristina by look-
ing at her and asking the yes-or-no question, ‘Is it your dog?’ (line 36). This can be
understood as a way of including Cristina in the previous activity by making her pres-
ence relevant. Cristina delays her answer (line 37) and then asks ‘What’ or ‘Why’ (line
38) without reciprocating Sigrid’s gaze. Sigrid treats it as trouble related to hearing by
repeating the question. Cristina delays her answer again (line 41), and Sigrid redesigns
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her question, asking, ‘Do you have a dog?’ (line 42). This question stays with the topic,
but, since it does not concern the robot dog, Sigrid can be understood as moving from
the playful frame that involves the robot as a participant to a small talk frame not
dependent on this specific robot dog, thus adjusting to Cristina’s resistance to play.

Cristina quickly returns with a meta comment, assessing Sigrid’s questions as
‘stupid’ (line 43), thus resisting Sigrid’s project of small talk, too. She thereby threat-
ens the working consensus. Cristina looks at the care-giver, further dismissing Sigrid
as a competent actor. Sigrid also gazes at the care-giver, with a puzzled and sad look
on her face (line 43). In this sense, both patients are oriented towards a communica-
tive breakdown. Sigrid is in a vulnerable situation as her interactional efforts have been
criticised, and Cristina risks being told that her behaviour is unacceptable. The care-
giver responds to this threatening situation by leaning towards Cristina, designing her
intervening turn as information (lines 44–45):

44 (0.7)¨(0.5)
car ¨leans towards cri-->

45 CAR: We are sitting and, y'know, talking about [different-
46 ROB: [Woof woof
47 CAR: you know that we have had dogs and I
48 have y'know too had ((a)) dog &Cristina=

sig &looks at cri and smiles
49 CRI: =I haven't had a dog.
50 CAR: No.
51 SIG: O::::h you haven't had a dog.

By telling Cristina about the activity, ‘We’re sitting and, y’know, talking about
different-’ (line 45), the care-giver orients to the need to re-establish a working con-
sensus based on a lack of understanding rather than ill will. She also supports Sigrid’s
project of small talk about dogs. The use of the common knowledge token ‘y’know’
treats this as something Cristina should have known and can therefore be heard as
a gentle reprimand (see Heinemann et al. 2011). The care-giver then changes tack to
inform Cristina about what they have said, treating her as though she does not know
about their previous conversation.The reprimand is thereby embedded in information
and does not require a remedial response from Cristina. The care-giver switches from
Sigrid’s present tense ‘Do you have a dog?’ (line 42) to the present perfect tense ‘have
had dogs’ (line 47), which relaxes the need to relate this talk to the present situation
and the robot’s ontological status. Thus, while supporting Sigrid, treating the activity
she initiated as legitimate, the care-giver is sensitive to Cristina’s resistance.

Then the care-giver tells Cristina that she also has had a dog herself, moving from
instructing Cristina about the activity to acting it out – doing small talk. By including
herself in the self-disclosing activity, she levels asymmetries related to the care-giver–
caretaker roles, potentially invoked as she instructed Cristina about their activity. As
the care-giver talks, Sigrid looks at her and smiles, thus aligning with the activity of
talking about dogs (line 48). By finishing with this declarative (‘I have y’know too had
a dog’), the care-giver also relaxes the need for Cristina to respond. However, Cristina
then says, ‘I haven’t had a dog’ (line 49). She thusmoves away fromher strong resistance
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to instead participate in the activity of talking about previous dogs, accepting the care-
giver’s efforts to re-establish a working consensus. With an outdrawn change-of-state
token (‘Oh’), Sigrid responds to Cristina’s response as an account; the contrastive stress
on ‘had’ (line 51) treats not having had a dog as the reason for the trouble before.

They talkmore about dogs and pets, andwhen the researcher reveals that she has pet
rats at home, this generates a shared horrified reaction from the others, with Cristina
remarking that ‘I wouldn’t even tell people about this’, with the others laughing. The
situation is wrapped up with the care-giver saying that she will put the robot on a table,
where he can sit on guard. Sigrid asks, ‘Are you kidding, does he sit there?’ and Cristina
responds, ‘Yes, it’s not a toy.’The care-giver agrees and says, ‘but one can touch him’, and
hugs the robot, then moves it towards Cristina:

01 ROB: aWoof!
02 CAR: Yeah, he ¨tries to flirt with you too Cristina=¨

¨bends towards CRI ¨
03 CRI =I saw that=[%yes

%smiles and looks at ROB-->
04 CAR: [You did, yeah he tr[ies y'know
05 CRI: [Yeah I saw
06 that, Yeah yeah
07 CRI: Yeah that's fine
08 (.)
09 CAR: He probably thinks that you are ¨%a bit of a hard flirt. ¨

¨leans forward, hand on CRI¨
cri %big smile-->

10 SIG: HAH HAH HAH

Here we can note how the care-giver, closing down the small talk about pets, builds
a playful frame around the robot involving Cristina. She ascribes a flirting behaviour
to the dog, which is connected to playfulness as it touches upon a potential taboo (see
Holt 2016). Cristina joins in the playful stance by confirming – now smiling – that she
herself has observed this (line 5-6).The care-giver takes it one step further by implicitly
bringing up Cristina’s previous resistance and framing it playfully as ‘a bit of a hard
flirt’ (line 9), to which Cristina responds with a smile. Sigrid joins with a big laugh. The
care-giver’s actions here are retrospectively reproducing Cristina’s resistant actions in
a playful frame.

To sum up, in a situation where one patient treats the robot as a ratified participant
and another treats this as wrong, the working consensus about what activity to engage
in is threatened. By adjusting the playful frame to small talk about past dogs and acting
as a role model, the care-giver averts the threat, with collaboration from Sigrid. From
here, they build a playful frame in the end. The care-giver’s work can be understood as
moving between helping the patients notice certain aspects of the dog, averting trouble
and acting as a participant on the same level as the patients.
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Discussion
By combining multimodal conversation analysis and ethnography to examine in detail
embodied and verbal practices in interactions with robot animals, this study has
answered the question of how care-givers and patients establish a shared definition
of the situation. The findings show that the interactions were characterised by play-
fulness. Together with the vague introductions of the robots, playfulness allowed the
patients to differ in their approaches to the robots but still interact together. In addition,
we showed how participants achieved a working consensus in the face of conflicting
frames. Based on these findings, next we discuss two ethical questions: first in relation
to the ideal of transparency and second how the right not to play can be understood
and recognised.

Playfulness, vagueness and the ideal of transparency
By detailing how a technical innovation becomes socially meaningful in care for older
persons, our study contributes to research on ageing and society ( e.g. Jenkins 2017;
Mok andMüller 2014; Peine andNeven 2021; Roger et al. 2012). In particular, by show-
ing how vagueness is an interactional resource when care-givers and patients interact
with robots, our findings shed new light on the transparency ideal in social robotics
related to dementia care (SMER 2014; Złotowski et al. 2020).

Studies in human–robot interaction have shown that vagueness related to
humanoid robots’ capabilities can disrupt interactional progress (Tuncer et al. 2023).
Furthermore, in dementia care, vagueness can be seen as a threat because it increases
the risk of deceiving people who are vulnerable to experiencing distortions of real-
ity (Blackman 2013; Örulv and Hydén 2006; SMER 2014). In the current study, vague
practices did not engender problems related tomisunderstanding or deception. In con-
trast, we show that the ambiguous nature of robots, which has been noted before (see
Ala ̌c 2016; Hung et al. 2021; Krummheuer 2016; Persson, Iversen et al. 2024), makes a
flexible use possible. This flexibility might be accentuated by the pet form: animals can
be treated as both present and absent in interactions, and their interactional contribu-
tions do not necessarilywarrant responses.Therefore, we argue thatwhile transparency
is likely necessary in activities related to information transmission, situations char-
acterised by play, humour and small talk may benefit from vague definitions of the
situation. The findings of this study therefore point to the relevance of reconsidering
the principle of transparency in social robotics (see Dunn et al. 2013).

Vagueness is a known interactional resource in situations where sensitive topics are
discussed, such as in end-of-life care (Parry et al. 2014). Similar to findings in such
settings, in our study vagueness was a resource for care-givers to increase patients’
opportunities to decide on activity frameworks when interacting with robot animals.
In addition, we found that a lack of understanding was treated as generating wonder
and surprise –making the robots exciting rather than difficult.While care-givers had a
central role as facilitators (seeAla ̌c 2016; Ferm et al. 2015; Krummheuer 2016), this role
was connected to encouraging and enabling playful interactions, thus acting as a par-
ticipant rather than an authority. Play can be an inclusive activity; our analysis shows
examples where it includes pretence that may be related to difficulties distinguishing
between reality and fabrication (Lindholm 2015) as well as playfulness related to just
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laughing together (Holt 2016).Thus, the findings support studies that have highlighted
the intertwined nature of sociability and institutional goals in institutional talk (e.g.
Finlay et al. 2008; Iversen et al. 2022). The aim of therapeutic interventions for peo-
ple with dementia is often external to social interactions, such as improving patients’
memory or practising their cognitive skills, thereby adhering to a specific normative
ideal of what it is to be an adult human (Jenkins 2017). Quinn and Blandon (2020),
among others, have called for an extended use of playful interventions that turn the
focus away from attempts to push back a decline in cognitive abilities towards finding
ways of validating patients’ ‘energy, vitality and resistance’ (Quinn and Blandon 2020,
19; also see Buse 2023; Dunn et al. 2013; Kontos et al. 2017). Interactions involving
robots that support playfulness and experimentation could potentially contribute to
therapeutic interventions in dementia care, validating patients’ ways of being.

Social inclusion versus the right not to play
Our focus on collaborative sense-making (Goffman 1974) also highlights howdifferent
frames might result in schisms and suggests that this is a question at the core of the
ethical issues surrounding robot animals in dementia care. In relation to ageing with
technology, dignity is sometimes equated with managing ‘without the help of human
hands’ (Hansen 2023, 1015). Previous research has therefore warned that social robots
risk increasing social isolation and impacting negatively on patients’ dignity (e.g. Parks
2010; Sharkey 2014). However, Hung et al. (2021) show that a sense of inclusion –
for example, an experience of being liked by the robot – is a key benefit that social
robots can promote. In line with this, our findings suggest a different ethical problem:
when using social robots, care-givers need to balance inclusion with the right not to be
playful.

Ethical guidelines concerning dignity stress the importance of respecting a person’s
right to integrity (e.g. United Nations 2006, Article 17) and scholars have acknowl-
edged that care interventions in older age can potentially threaten this (e.g. Hansen
2023; Nordenfelt 2004). In our final example, both the care-giver and Sigrid responded
flexibly to Cristina’s resistance by moving from play to small talk, thereby prioritising
inclusion over radically different ways of making sense of the robot. The care-giver’s
subsequent work to include Cristina in a playful frame is reminiscent of findings by
Finlay et al. (2008), which show how the staff in a care home for persons with learning
difficulties treat a lack of responses to play initiations as temporary resistance and a part
of teasing and playfulness. By reframing initial resistance, staff members could over-
come schisms. While this is related to the institutional imperative to encourage social
interaction, it also involves the risk of disrespecting patients’ choice to stay passive –
and thus their integrity (compare with Nordenfelt 2004).

Given the potential threats to integrity that an illness such as dementia carries with
it (see Tranvåg et al. 2013), it may be especially important that care-givers respect that
not all patients approach robot animals in playful ways. Overzealous directions and
encouragement can tip over into treating patients as incompetent, and, if care-givers
pursue playfulness in the face of resistance, patients may experience that care-givers
laugh at them rather than with them (see Finlay et al. 2008). Although the care-giver’s
actions in our example successfully included all participants in a small talk frame and
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then in playfulness, it downplayed Cristina’s resistance to treating the robot as a ratified
participant. This example thus highlights the complex decisions care-givers need to be
prepared to make in the moment when playfulness is part of care (Kontos et al. 2017;
Złotowski et al. 2020).

Limitations
The ethical principles guiding the study have brought limitations to it. One limitation
is that we asked for consent when care-givers thought that this was suitable, and as a
result we included only patients withmild tomoderate dementia. Previous studies (e.g.
Jøranson et al. 2016; Takayanagi et al. 2014) have shown that care-givers are more sup-
portive when patients with mild dementia interact with social robots and that patients
with severe dementia may experience issues with robots owing to attention problems.
However, our ethnography (Persson, Iversen et al. 2024) indicates that patients with
severe dementia sometimes are more ready to accept robot animals. The use of social
robots by patients with severe dementia is thus an area in need of study that the current
article does not address.

Another limitation is that, while providing insights into the details of how patients
and care-givers establish a working consensus, the findings are restricted to showing
examples that the care-givers and patients agreed were suitable to film. While we did
not notice any different behaviours when the camera was off, the fact that we partici-
pated in some interactions meant that the patients and care-givers treated us as guests.
We tried to blend in, adjusting our behaviour to that of the other participants, but both
care-givers and patients knew that we were interested in the robots, which may have
led to their having a more prominent role in interactions than they would have had
without us present. Similarly, care-givers may have wanted to demonstrate good prac-
tice. This means that we have not necessarily covered the most relevant frameworks
when social robots are involved. While our ethnographic work confirmed that social
situations such as the ones we filmed were regular at the care home and not staged for
us, they were not the only ones. For example, patients often used robot animals alone
in their own rooms or apartments, and robot animals were regularly introduced when
a patient was agitated (Persson et al. 2023; Persson, Thunman et al. 2024). Thus, our
study is limited to examining the robots’ emerging meaning in social situations seen
as non-sensitive, involving care-givers and multiple patients with mild to moderate
dementia.

Conclusion
The study contributes to showing certain aspects of how robot technologies ‘become[]
relevant in the complex relations and social setting inwhich they unfold their social and
interactive power’ (Krummheuer 2016, 887) – namely, the robots’ construction that
allows people to interact playfully with themand each otherwithout firmly establishing
their ontological status. By showing the stepwise emergence of different frames, the
study also calls for expanding interview studies and the rich ethnographic accounts
that are typical for science and technology studies with further detailed interactional
analyses. The unproblematic approach to the lack of transparency about the robots’
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nature, as well as the prioritisation of inclusion over the choice not to play, highlights
the importance of studying in detail how care-givers and patients interact with social
robots in their everyday lives, not just in situations guided by researchers’ interview
questions. To fully explore the co-constitution of ageing and technology (Peine and
Neven 2021), we need to study how this unfolds in interaction.

Implications for practice
Although the study draws on a small dataset, the findings demonstrate the need to
reconsider ethical problems related to the use of robot animals in dementia care. We
show that the principle of transparency as an ethical ideal may conflict with activities
such as play and small talk, which can validate patients’ ways of being. However, when
playfulness involves boundary-pushing practices such as teasing, it requires extra care
to ensure patients’ right not to participate in play.

Supplementary material. The supplementary material for this article can be found at https://doi.org/
10.1017/S0144686X24000539.
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