
THE INDEX OF AN EXTREMAL ARC 

WILLIAM KARUSH 

1. Introduction. We are concerned with extremal arcs for the problem of 
minimizing a function 

(1.1) I(C)=g(a)+ \f(a,y,y')dt 

over a class of parametric curves C in ay-space of the form 

(1.2) ah, yt(t) (A = 1, 2, . . . , r; i = 1, 2, . . . , n; h < t < t2) 

and satisfying end conditions of the type 

(1.3) yt{ts) =yis(a) (s = 1,2). 

The components ah are constants and the functions g, yis, a n d / a r e given, with 
the last function positively homogeneous of degree one. 

We propose to consider several definitions for the index of an extremal of this 
problem, and to show that under appropriate hypotheses these indices are 
equivalent. 

The first index defined is the so-called index of the second variation 72 of / . 
A second index is then formulated in terms of families of curves (1.2); this 
index is of interest because its definition does not make use of the second varia­
tion or of topological considerations. A third index, the isoperimetric index, is 
treated next; it is similar to that of Birkhoff and Hestenes [1] (see also [2]). 
It is then shown that these three indices are equal in the non-degenerate case. 
In the next section it is shown that these indices are equal to the index of a 
critical point for a certain function of a finite number of real variables, which is 
defined in terms of broken extremals. In the final section we treat the topological 
index. The definition is not the most general one but it serves to indicate the 
relationship with the other indices. (For a more complete treatment of topologi­
cal critical curves see [3], [5], and [7].) We show under the additional assumptions 
of positive definiteness and positive regularity for / that the topological index is 
equal to the earlier indices. 

The precise analytic formulation of the extremum problem treated here is 
given in a preceding paper by the author [4]. To save space, frequent references 
will be made to the definitions, formulae, and theorems of that paper. 

Throughout the paper we shall assume that E denotes a non-singular extremal 
which does not intersect itself and which satisfies the end conditions (1.3) and the 
transversality condition [4, (2.8)]. 

2. Index of the second variation. We fix our attention upon a particular 
extremal E; the results below hold relative to this arc. 
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In [4] we dealt with (admissible) variations c^, rjt (ah constant); we shall use 
simply rj to designate such variations (a, rj). In particular rj = 0 is the variation 
(a, rj) = (0, 0). Let ^ denote the linear class of variations (real scalars) which 
satisfy, along £ , the accessory end conditions 

(2.1) Vi(ts) = yiihah (s = 1, 2). 

(Here the first subscript "h" denotes differentiation with respect to ah; also, a 
repeated index indicates summation over that index.) 

The second variation of / along E is given by [4, (2.10)]; it is now designated 
by /2O?) instead of I2 (a, rj). Let § ' be a maximal linear subset of § of finite 
dimension (possibly zero) on which I2 is negative definite, i.e., for which /2O7) < 0 
for 77 9^ 0 in § ' . The dimension k of & will be called the index of I2 on § . If no 
such § ' of finite dimension exists, then we shall say that the index is infinite. 

Associated with the second variation is the bilinear form 

(2.2) I2(rjy rj) = bhkahak + (Uah*k + 0>ViVi + Ui'iV'i)dtt 

where the arguments in the derivatives of œ are those belonging [4, (2.11)] to rj. 
The function (2.2) is the first variation of ^2(̂ 7). The following properties are 
obvious: (2.2) is linear in each of its arguments, it is symmetric in its arguments, 
and it reduces to the second variation for rj = rj. We use 12 to designate the 
second variation of I or (2.2) ; the context in every case will make the equation 
unambiguous. 

A variation 77 in § is orthogonal to a subset of § in case 12(11, v) = 0 whenever 
the second argument belongs to the subset. A tangential variation (i.e., one of 
the form 0, w(t)yt(t) where yt belongs to E) which belongs to § is orthogonal 
to every variation; this follows from the homogeneity of/. One subset is ortho­
gonal to another in case each variation of the first subset is orthogonal to each 
variation of the second. 

The proofs below are phrased for finite-dimensional, linear subspaces. Where 
the complete proof requires extension to the infinite case, such extension will be 
obvious. 

LEMMA 2.1. The index k of 12 on § is uniquely defined. 

Let § ' , § " be maximal linear subsets of § of finite dimension on which I2 

is negative definite with bases 171, . . . , i?|, and ?h, . . . , rjq respectively. (Sub­
scripts here denote different vector functions, not separate components as in 
(2.2)). Suppose p > q. Then there exist constants ciy not all zero, such that 

h(rjj, Vi)Ci = hivj, v) = 0, 

where r\ = c^i. Hence r\ is orthogonal to § " . For any variation rj + by with 
b = constant, rj in § " , and not both b and rj zero, 

h{r) + hi) = h(rj) + 2bl2(rj, rj) + b2I2(v) < 0. 
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It follows that &" is not maximal. Hence p < q. Similarly, q < p. Therefore 
p = g, and the proof is complete. 

Suppose § contains a maximal linear subset §o of finite dimension which is 
orthogonal to § and contains no non-zero tangential variation. Then the di­
mension d of ^)0 will be called the order of degeneracy of 12 on § . If no such subset 
exists the order of degeneracy will be said to be infinite. In case d = 0 the 
second variation I2 will be called non-degenerate on § . 

LEMMA 2.2. The order of degeneracy d is uniquely defined. 

Let §0, § i , t>e maximal linear subsets of finite dimension which contain no 
non-zero tangential variation and are orthogonal to § . Suppose the dimension 
p of the first subset exceeds the dimension q of the second. Then at least one 
variation 77 ?* 0 of §0 is not expressible as an element of §1 plus a tangential 
variation (possibly 0). Then the subset with dimension q + 1 spanned by §1 
and 77 contains no non-tangential variation and is orthogonal to § , contrary 
to §1 being maximal. Hence p < q. Similarly q < p, and thus p = q. 

LEMMA 2.3 [cf. 1; 2]. If E satisfies the Clebsch condition the integers k and d 
are finite. 

LEMMA 2.4. Let § ' be a maximal linear subset of § on which 12 is negative 
definite. Let 3) be the set of elements in § which are orthogonal to § ' . Then every 
element of § can be written uniquely as the sum of an element of § ' and an element 
of Î). Furthermore, 1'2(17) > 0 for every 77 in 2), the equality holding only in case rj 
is orthogonal to the whole space § . 

Let rji, . . . , rjk be a basis for § ' and 77 be an arbitrary element of § . Since the 
determinant |i*2(?h, Vj)\ does not vanish we can select (c) such that 

Hence 77 — c#\i is in 3), and we have the decomposition 77 = cfit + (y — Crti) 
To prove the uniqueness assume for the moment that the second conclusion of 
the theorem holds. Let 

V = Vi + V2 = *7*i + 17*2 

with 771, 77*1 in § ' and 772, 77*2 in 3). Then 77*2 — 772 = 771 — 77*1. Since the left 
member is in !D and the right member is in § ' , we have 

0 < /2(T7*2 - 7̂2) = I2(Î7I - V*i) < 0. 

Whence 771 = 77*1, 772 = 77*2 as desired. To establish the second half of the 
theorem suppose 77 were an element of 35 with /2O7) < 0. For b = constant and 
77 in § ' we would have 

hiv + brj) = h(rj) + b2I2(v) < 0 , 

unless b = 0, rj = 0, contrary to § ' being maximal. Finally, let J2O?) = 0. 
Suppose there were an 77* in £) not orthogonal to 77. Then 
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h{n* + bv) = 72(7?*) + 25/2(77*, 77) < 0, 

for a suitable b. As just seen, this is a contradiction. Thus 77 is orthogonal to 35, 
and since it is also in this subset it is orthogonal to § ' . From the first part of 
the proof it follows that 77 is orthogonal to § , as desired. 

LEMMA 2.5. Let fQibea linear subset, containing no non-zero tangential variation, 
on which 72 is non-positive. Then dim £>i < k + d. The equality holds in case &\ 
is maximal with these properties. 

Suppose dim §1 > k + d. Select a suoset £>*i of §1 with finite dimension q 
greater than k + d, and let 351 be the elements of §*i which are orthogonal to § . 
Then §*i has a basis in which the first d\ elements form a basis for 351 and the 
remaining elements span a subset which we shall denote by §2. Since dim 351 < d, 
we have dim § 2 > k. Following the device used in the proof of Lemma 2.1 we 
can choose an element 77 9e 0 in § 2 which is orthogonal to § ' of Lemma 2.4. 
From that lemma, 72(T7) > 0. But 12(11) < 0 since 77 is in §1. Hence 72(17) = 0, 
77 is orthogonal to § by the same lemma, and 77 belongs to 351. This implies that 
§2 and 351 have a non-zero element in common, which contradicts the definition 
of §2. Inasmuch as we shall not make use of the second part of the lemma we 
shall not pause to prove it. 

3. Index of an extremal. In this section we propose a definition of index 
without resort to the second variation or to topological methods. 

Let S be the class of admissible arcs ah, yt(t) which satisfy the end conditions 
(1.3). Consider a g-parameter family of arcs 

(3.1) an = ah(bh . . . , bq), yt = ?,(/, 61, . . . , bq) 

(h < / < t2, h = 1, 2, . . . , r; i = 1, 2, . . . , n) 

in (g which contains E for (b) = (0). For (/, b), near the values belonging to E, 
the functions in (3.1) are supposed to have continuous first and second deriva­
tives relative to the components of (J), and these derivatives, in turn, are to 
have piecewise continuous derivatives relative to /. The family is said to be of 
dimension q on E if the variations 

(3.2) 77P: oM,(0), yib,(t, 0) (p = 1, 2, . . . , q) 

span a linear space of dimension q which contains no non-zero tangential varia­
tion. Along (3.1) the integral 7 defines a function 1(b). By the index m of E on S 
will be meant the least upper bound of the integers q for which there exists a 
family (3.1) of dimension q on E such that the corresponding function 1(b) has 
a proper relative maximum at (b) = (0). 

THEOREM 3.1. The index m of E on S satisfies the inequality k < m < k + d 
where k is the index of 12 on § and d in the order of degeneracy of 72 on &. If 72 is 
non-degenerate on § then m = k. 
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Let T;I, . . . , rjk be the basis of a linear subset &' as in Lemma 2.4. Let aM, y%o(t) 
define E and let 

ah(b) = ah0 + ahpbp, Yt(t, b) = yi0(t) + yip(t)bp ( £ = 1 , 2 , . . . , k). 

Then the ^-parameter family 

a»(b), yt(tt b) = Yt(t, b) + ha(b)(h - /) + hi2(b)(t - h) 

where 

M 6 ) = y«.(«P)) - r « M l (5 = l f 2) i 
*2 "~ H 

lies in S and has i7P as its variations (3.2). Hence the family has dimension k. 
The function 1(b) has at (b) = (0) the differentials 

dl = htfy), d2/ = J2(ô;y) 

where by is p̂d&j,. Since E is an extremal satisfying the transversality condition, 
dl = 0. Furthermore d2I < 0 for all (db) 9^ (0). Thus 1(b) has a proper relative 
maximum at (b) = (0), and k < m. To prove w < & + d let (3.1) define a 
family of dimension # for which 1(b) has a proper relative maximum at (b) = (0). 
It follows that 

dl(0) = Ix{ay) = 0, d2I(0) = /,(ôy) < 0, 

with by as above and variations (3.2). The linear subset spanned by (3.2) satis­
fies the hypotheses of Lemma 2.5. Hence q < k + d, m < k + d, as desired. 

4. Isoperimetric index. Consider a set of q isoperimetric conditions 

(4.1) IP(C) = gp(a) + / p ( ^ y . r ) * = o (£ = 1,2, ...,q) 

for which the arc E is normal, i.e., there is no linear combination cpIp(c) ^ (0) 
for which E is an extremal satisfying the transversality condition. By the 
isoperimetric index k' of E will be meant the least of the integers q for which there 
exist conditions (4.1) such that E affords / a weak relative minimum in the class 
of admissible arcs C satisfying (1.3) and (4.1). If no such finite (possibly 0) 
integer q exists the isoperimetric index will be said to be infinite. The idea of 
defining index by the adjunction of isoperimetric conditions was used by 
Birkhoff and Hestenes in [1] where they employed l'natural'' isoperimetric 
conditions. 

LEMMA 4.1. For any variation rj: âhf rjt(t) in § of class C" there exists a set of 
functions f<(a, y) defined and of class C" in a neighbourhood of the values (ayy) 
belonging to E such that along E we have %i(ao,yo(t)) = rji(t) and such that the 
first variation of the function 

(4.2) Jift; C) = ghâh + (fakàh +fViïi +fv'£iviy'l)dt 

Je 
has the form 72(^, y) along Efor rj in | ) . 
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We show first the existence of functions £* for which the first equation in the 
conclusion holds and such that 

(4.3) £i(a,ys(a)) = yunlp)**. 

Assume (a) 7̂  0; say the first component does not vanish. Select r — 1 variations 
Ik- &hki Vik(t) (k = 2, 3, . . . , r) in § of class C" for which 

(4.4) aM = ôM 

where the symbol on the right is the Kronecker delta. Since the variations 
satisfy (2.1), 

(4.5) Vik(ts) = yiSk(ao)-

Now if we define 77 a by 

(4.6) âi?7a + â277j2 + . . . + ârr]ir = rj(t) 

and select c î to satisfy (4.4), then equations (4.4) and (4.5) hold for k = 1,2,..., r. 
Next, define the family ah,yi(t,a) as in [4, (3.4)]. Then 

(4.7) yi(tS)a) = yu(a), yiak(t>oo) = Vih(t). 

Choose functions utj{t) (j = 1 , 2 , . . . , » — 1) of class C" such that the deter­
minant |y<o«ii| does not vanish on ht2. Then the equations yt = y^t, a) + 
Uijfyej have initial solutions (a, y, t, e) for values (a, y, i) belonging to E and 
(e) = (0), the functional determinant with respect to (/, e) does not vanish on 
W2, and no two distinct points (a, y, t, e) have the same projection (a, y) since E 
does not intersect itself. Hence there exist unique solutions t = t(a1y)Jej = ej(a, y) 
of these equations defined and of class C" in a neighbourhood of the values 
(a, y) belonging to E. Furthermore, the solutions satisfy 

(4.8) /(a0, yo(0) = *, *(*, ?.(<*)) = ts (s = 1, 2). 

Define 

Then the desired functions are £*(&, 3O = ?7i(a, /(a, y)). For, from equations 
(4.6), (4.7), and (4.8), 

ii(do,yo(t)) = i?i(a0>0 = ?*!»(/, Go) âA = r)ih{t)âh = ?h(/), 

£*(#> y* (a)) = ^(a> **) = ?**(**» a)â» = yish(a)àh. 

Now suppose (a) = (0). In this case we select r arbitrary variations satis­
fying (4.4) and (4.5) and determine t(a, y) as above. Then the desired functions 
aref<(a,y) = vt(t(a,y)). 

It remains to calculate the first variation of (4.2) along E. We find it to be 

ghkah^k + 

where 
tx 
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evaluated at E. Using (2.1) and the result of differentiating (4.3) we find the 
second term above to equal 

The theorem follows from (2.2) and [4, (2.11)]. 

THEOREM 4.1. Let E be a non-singular extremal for the function I which does 
not intersect itself and satisfies the end conditions (1.3) and the transversality con­
dition. Suppose that E satisfies the Clebsch condition and that the second variation 
12 of I along E is non-degenerate. Then the isoperimetric index k', the index m of 
E, and the index k of the second variation of I along E are all finite and equal. 

Lemma 2.3 establishes the finiteness of &, and Theorem 3.1 the equality 
m = k. We shall show k = k'. Select a maximal linear subspace § ' as in Lemma 
2.4. By appropriate modification of a basis of & we obtain another subspace 
§ ' for which each element of its basis is of class C". Consider such a subspace. 
For each rjq construct the function £ff of Lemma 4.1. Consider the isoperimetric 
conditions 
(4.9) Ixfo; O = 0 (g = 1, 2, . . . , £) 

determined by (4.2). We now make use of the sufficiency theorem [4, Theorem 
10.1]. We note first that E satisfies (4.9), since along E the left side of (4.9) is 
the first variation of I evaluated at rjq. The arc E with multipliers lq = 0 will 
satisfy the conditions of the above-mentioned sufficiency theorem for the prob­
lem of minimizing I relative to the end conditions (1.3) and the isoperimetric 
conditions (4.9) if we show the following: that the second variation I2 of I 
along E is positive for non-tangential variations in § which make the first varia­
tion of each function on the left in (4.9) vanish. By Lemma 4.1, the condition 
that the first variation vanish is î O?*, rj) = 0, that is, orthogonality to &. By 
Lemma 2.4, for such an orthogonal variation /2O?) > 0, the equality holding 
just in case rj is orthogonal to § . From the non-degeneracy of I2 the only non-zero 
variations orthogonal to § are the tangential variations. From this the desired 
condition on 72 is verified and we may deduce that 1(E) is a weak relative 
minimum relative to (1.3) and (4.9). Also, E is normal relative to (4.9); for 
otherwise E would be an extremal satisfying the transversality condition for a 
function which is a linear combination of the left sides of (4.9) with coefficients 
(c) 9e (0). Thus the first variation cql2(rjq, y) of this function would vanish for all 
rj in § , contrary to the assumption of non-degeneracy. We may conclude that 

To show the reverse inequality, consider a set of isoperimetric conditions 
IP(C) = 0 (p = 1, 2, . . . , k') for which E is normal and such that 1(E) is a 
weak relative minimum relative to these conditions and (1.3). Then a necessary 
condition on E is ^(rç) > 0 for rj in § satisfying the first variation conditions 
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Ipiiv) = 0- Suppose k' < k. Let 771,. . . , rjk be a basis for § ' as in Lemma 2.4. 
There exist coefficients (c) 9^ (0) such that cqIpi(rjQ) = ^1(77) = 0, where 
*? = £<#<? 5̂  0. Thus /2O7) > 0, contrary to rj being in § ' . Thus k < &', & = &', 
and the proof is complete. 

5. Additional results. Let f(z) be a function of a finite number of variables 
(21, . . . , zm) which is of class C" in the neighbourhood of a point (z) = (z0). 
We shall say that (z) = (z0) is an analytical critical point of index k in case at 
(20) we have (i), 

/ . , = 0 ( 7 = 1 4 

and (ii), the quadratic form 

has negative index k. An analytical critical point will be called non-degenerate 
in case the Hessian 

does not vanish there. It is well known that the index of a non-degenerate 
critical point (zo) is equal to the dimension of a maximal linear subspace of 
(dz) -space on which the quadratic form 

fziZjdZidZj 
is negative definite. 

We wish to make use of certain results in the proof of [4, Theorem 8.1]. These 
results depend upon the assumptions on E made in the last paragraph of §1 
and, in addition, the hypothesis that E satisfies the Weierstrass condition 11^. 
(Not all the hypotheses of [4, Theorem 8.1] are required for the results we shall 
use.) Instead of this Weierstrass condition we shall assume the Clebsch condi­
tion on E. This will only change the extremum properties in [4] from those of 
strong relative minima to those of weak relative minima. We may see this as 
follows. Let 9î be the set of admissible points (a, y, y') for which the original 
problem of §1 is defined. From non-singularity and the Clebsch condition we 
deduce the existence of a neighbourhood 5R0 of the values of (a, y, yr) belonging 
to E for which E satisfies 11^ (see first statement in the proof of [4, Theorem 
10.1]). Then the results we shall carry over from [4] are valid when dt is replaced 
by 9îo, i.e., when in the original problem we replace strong minima by weak 
minima. 

We now make use of the family of broken extremals 

(5.1) ahy yt = yi(t,a,e) 

given by [4, (8.9)]. (The variables (/) do not appear since there are no isoperi-
metric conditions.) This family contains the given arc E for values (a0, e0), 
and the extremal segments of these curves have the (weak) minimizing property 
described in [4, Theorem 7.2]. The variations 

(5.2) rj: ah = dah, rjt = yiahdah + yUrdeT 
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of (5.1) form a linear space of broken special accessory extremals satisfying (2.1) 
and containing no tangential variation for (da, de) j* (0, 0). This space, call 
it § i , is à subspace of | ) . (For the properties of (5.1) and (5.2) see [4, Theorem 
7.2] and the proof of [4, Theorem 8.1].) 

LEMMA 5.1. Let k be the index of I2. Then there exists a linear subset § ' i of $&i 
which is of dimension k and on which I2 is negative definite» 

We shall show that for an arbitrary admissible variation 77: ah, rjt in $ there 
exists a variation fj in § i with the same components (a) such that /2O7) < /2O7). 
It is clear from [4, (8.13)] that we can determine constants (da, de) and a function 
w(t) of class C" which vanishes at the end points such that 

Vi(sj) = rjt(s,) + w(sj)y
f
i0(sj) ( ; B U 2)» 

where 77 is given by (5.2) with (da) = (a). Let 77* represent the tangential 
variation (0, wy'o) and 970 = y — (rj + 77*). Then 770 vanishes at the corner 
points Sj. Furthermore, since each segment of E between corner points affords 
/ a weak relative minimum relative to admissible arcs joining its end points we 
must have /2O70) > 0. Now 

/2O70) = h(y) — 2/2(77, V + 77*) + I2(rj + 77*). 

Using, in particular, the property that 77* and rj satisfy the accessory Euler 
equations, we find that 

/2O7, V + 77*) = I2(rj + 77*) + I2(no> rj + 77*) = J2(T7 + 77*), 

h(v + V*) = l2(rj) + 2/2(77,77*) + /2O7*) = /2O7). 

Hence Z2(^o) = /2O7) — /2W, /2O7) < /2O?). Now let 77!, . . . , 77* be a basis of a 
linear subset § ' as in Lemma 2.4. For each 77̂  deternine the variation rjp as above. 
If 77 = cPr]p is an arbitrary element of § ' the associated variation rj determined 
above is cPrjP. Hence the linear subset spanned by 7̂  will satisfy the conclusion 
of the lemma. 

THEOREM 5.1. Let E satisfy the hypotheses of Theorem 4.1. Then the function 
I (a, e) obtained by evaluating I along (5.1) has a non-degenerate analytical critical 
point at (a, e) = (a<>, eo) of index k if and only if the extremal E has index k. 

By Theorem 4.1 the index of E equals the index of /2 . For the function 
/(a , e) we have, at (a0, e0), dl = Ii(rj), d2I = /2(^) where rj is given by (5.?). 
Suppose that (a0, e0) is a non-degenerate analytical critical point of index £0. 
To a maximal linear subspace of (da, de)-space on which d2 / is negative definite 
there corresponds, through (5.2), a linear subset of £ of dimension ko on which / 2 

is negative definite. Hence k0 < k. Also, to the subset &'i of Lemma 5.1 there 
corresponds a linear subset in (da, de)-space of dimension k on which d2I is 
negative definite. Hence k < k0, k = k0. Conversely, let E be an extremal of 
index k. Since the first variation of / vanishes at 77, the function I(a, e) has an 
analytical critical point at (ao, eo). To prove non-degeneracy suppose that the 
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Hessian of I (a, e) vanished there. There would exist constants (da, de) ^ (0, 0) 
such that the corresponding non-tangential variation rj of £>i would be orthogonal 
to § i . Since the latter set contains £>'i of Lemma 5.1, by Lemma 2.4, /2O?) > 0. 
From the non-degeneracy of I\ the equality sign could not hold. This is contrary 
to the fact that rj is orthogonal to itself. Finally, the proof of the equality ko = k 
is a repetition of the first part of the proof. 

THEOREM 5.2. Let the domain 9Î of elements (a, y, y') for which the extremum 
problem of §1 is defined consist of elements with (a, y) in an open set in ay space 
and yf iy' i T* 0. In Theorem 4.1 replace the Clebsch condition by the Weierstrass 
condition II. The modified theorem is valid even if in the definition of isoperimetric 
index it is required that 1(E) be a strong, rather than weak, relative minimum, 

(See [4, §10] for the definition of condition II.) The proof is identical to that of 
Theorem 4.1 except for the use of [4, Theorem 10.2] instead of [4, Theorem 10.1]. 

We conclude the section with a method, based on Lemma 4.1, for constructing 
abnormal isoperimetric problems. 

THEOREM 5.3. Let r\p (p = 1, 2, . . . , q) be admissible variations of class C" 
which satisfy (2.1). Suppose there exist constants cv not all zero such that rj = cP r\p 

is an accessory extremal satisfying the transversality condition for the second varia­
tion. Then the extremal E is abnormal relative to the isoperimetric conditions 

(5.3) Ii(£,;C) = 0 (p=l,2,...,q), 

where the functions appearing in (5.3) are defined in Lemma 4.1. 

The condition of abnormality in this case is the existence of (c) 9^ 0 such 
that 

c\^ip - |av,,J = 0, 

Cp\bh1cahp+ [u1l>ivyiSh]\+ wakpdt)=0. 

(See [4, (8.1)]. Here a>„. means œVi evaluated at the variation rjpi etc.) The 
first condition is that rj be an accessory extremal, and the second that this 
variation satisfy the transversality condition for 72. The conclusion now follows 
[4, §8]. 

COROLLARY. If in Theorem 5.3 we do not require rj to satisfy the accessory trans-
versality condition then the conclusion holds with "abnormal" replaced by "not 
strongly normal." 

6. Topological critical curves. In this section we shall assume a knowledge of 
modular Vietoris cycles on a metric space. 

Let 5 be a metric space whose elements we denote by C. Let / be a real single-
valued function on 5 and $ be the class of subsets K of S determined by / < c 
for c real or + 0°. In the sequel K, K'', etc., will denote members of $ . Suppose 
that all the sets K for c 9^ <x> are compact. Consider a particular point Co of S 
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and let K denote the fixed set determined by c = /(Co). Then we shall say 
that Co is an isolated topologies critical point of index k and count 1 in case : 

(1) There exists a Vietoris fe-cycle uonK mod K' such that u ^ 0 on K mod 
(K — Co), and if N is a neighbourhood of Co then there is a set K" C K such 
that u~0 on K mod (K" + KN). 

(2) If F is a &-cycle on K mod K0 with property (1), then there exists a 
set K'o C K such that u ~v on K mod K'o. (Here C denotes strict inclusion.) 

Clearly C0 is a critical point of index k and count 1 relative to the space 5 if 
and only if it is a similar critical point relative to the space K. The above 
definition of a critical point is not the most general one but it will serve our 
purpose of relating the topological index to the indices defined earlier. The 
definition here given was suggested by [3]. 

A homotopy A of a subset P of 5 into a subset Q of 5 is called an I-deformation 
in case I never increases under A, that is, if h(C, t) (C on P , / on 0 < / < 1) is 
the function defining A and C = h(C, h), then I{C") < / ( C ) for every 
C" = h{C, i) with h < * < 1. For C in P , let A C = h(C, 1). Let A P be the 
set of points A C with C in P . 

THEOREM 6.1. Let Co be an isolated topological critical point of index k and 
count 1. Let N be a neighbourhood of Co and A be an I-deformation of N. Then C is a 
fixed point under A. 

Suppose that Co is not a fixed point. Then there exists a neighbourhood 
No C N of Co and an /-deformation A i such that A i(KN0) C (K — C0). Let u 
be a modular &-cycle related to Co as in the definition of a critical point. From 
the second part of (1) of this definition we can assume that u is on KN0. It 
follows that under Ai the &-cycle u is deformed into a &-cycle on (K — Co). 
Hence u ~ 0 on K mod (K — Co), contrary to our choice of u. This proves the 
theorem. 

We return now to the function /(C) given by (1.1). In this section we shall 
make the following additional assumptions on / : (1) The region of admissible 
points (a, y, y') has the form (a, ;y) in a region SSI of ay-space and (y') 9^ (0) 
arbitrary. (2) Positive definiteness, that is, the integrand function / is positive 
everywhere. (3) Positive regularity, that is, for each admissible element (a, y, y'), 

Un'Wl > 0, (er) * (ky'). 

We fix attention on a particular admissible curve E in Sfl satisfying the condi­
tions stated at the end of §1. (Notice that positive regularity of 1 automatically 
ensures non-singularity and the Clebsch condition for E.) Let 91' be a neighbour­
hood of E such that the closure $ ' is contained in 91. Let R be the class of ail 
rectifiable curves in •&' which satisfy (1.3). We introduce the usual Frechet 
metric in P . By standard theory, our hypotheses imply that the subsets of R 
determined by inequalities (/(C) < c, c 9e °°), are compact. We now make the 
following definition. The arc E is an isolated topological critical curve of index k 
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and count 1 in case there exists a closed Fréchet neighbourhood S QR oî E 
such that £ is a critical point according to the earlier definition in the space S. 
Such a curve will be called simply a "critical curve." Let K be the compact 
subset of R determined by 1(C) < 1(E). From the remark following the defini­
tion of critical point, we see that we can limit ourselves to the space K. Hence­
forth we shall do so and consider only subsets and neighbourhoods relative to K. 

It is well known that under our hypotheses on the function I there exists a 
number c > 0 such that any two points in 9ft' within e-distance of each other 
can be joined in either direction by a unique extremal in -Jl which affords J a 
proper minimum relative to arcs in W joining its end points. These short mini­
mizing extremals vary continuously with their end points, and / is continuous 
on this class of arcs. Pick a neighbourhood 9t0 of E such that the short minimizing 
arcs with end points in 5ft0 all lie in 1ft.'. 

Let 

(6.1) a»(C)f yt(t,C) ( 0 < * < 1 , C'mK) 

be the special parameterization of curves given by Morse [6]. For each C in K 
the functions (6.1) define a parameterization of C, and the functions (6.1) are 
continuous in t and C simultaneously. From the compactness of K, there exists 
a number d > 0 such that if |/i — t2\ < d and C is in K then the points given 
by (6.1) for t = tu and t = h are within e-distance of each other. Let 5 be a 
closed Frechet neighbourhood of E such that all the curves of 5 lie in 9fc0. Let 
hh be a sub-interval of 0 < t < 1 of length less than d. We shall describe an 
/-deformation A(tu t2) of 5. Let C be any curve of S. When t = 0, leave C 
unaltered, when 0 < r < 1 replace the sub-arc of Cbetween h and h + r (h — ti) by 
the short minimizing extremal joining its end points and directed in the same 
sense as C. By performing this deformation simultaneously on all the curves of 5 
we obtain A(/i, /2)-

THEOREM 6.2. A critical curve is an extremal. 

For, by the deformation A(/i, t2) and Theorem 6.1 every sufficiently short 
sub-arc of E is an extremal. Therefore E itself is an extremal. 

We wish now to show the equivalence of the topological index with the earlier 
indices. For this purpose we make the following construction. Subdivide the 
interval 0 < t < 1 by points to = 0, tu . . • , tq, tq+i = 1 so that (1) the length 
of each sub-interval is less than d, (2) the arc E has on it no pairs of conjugate 
points between tj and tj+u and (3) the length of arc on E between tj and tj+i is 
less than e/6. Let 

(a0, yi(ao))f (a0, 610), . . . , (a0, &fio), (a<>, 3^2(̂ 0)) 

be the points of subdivision on E. For nearby values (a, b) we can obtain a 
broken extremal with end and corner points given by the preceding sequence 
with the subscript zero deleted. In this way we obtain a family 

(6.2) ah, yt(t, a, b) 
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of broken extremals with the continuity properties of the family [4, (8.7)]. 
Let S3 be a neighbourhood of (a0, bo) such that for (a, b) in 33 the arc (6.2) lies 
in 9Î, has the length of each sub-arc between corners less than e/3, and intersects 
TJ once and only once. (Here iro and 71-3+1 are the end manifolds of (1.3) and 
7Ti, . . . , TTq are (n — 1)-dimensional hyperplanes through (ao, &10), • . . , (#0, bqo) 
orthogonal to E.) 

Apply the above subdivision of the interval 0 < t < 1 to each of the curves 
(6.1), and let 5 be a closed Fréchet neighbourhood of E such that each curve 
of 5 is in 9t0 and has its values (a, b) corresponding to the points of subdivision 
of the interval in the neighbourhood 33. Let A be the /-deformation obtained 
by applying 

à(h,tm) ( j = 0 , l , . . . , < z ) 

simultaneously for all j . The homotopy A deforms 5 into the family (6.2). Our 
next step is to /-deform (6.2) into its sub-family having its corners on the 
hyperplanes 7i> To this end let 

ah = ahf yt = bi(ei,j, e2,j, . . . , en-itj) (j = 1, 2, . . . , q) 

be the equations of the hyperplanes irjt where bi(ejo) = ô^o- Then the sub-family 
is 
(6.3) ah, yt(t, a, e) s yt[t, a, b(e)]. 

Let C be an arc of the family (6.2) and denote its corner points by Pi , P 2 , . . . , PQ. 
Let Qi, Ç2, • • . , Qq be the points of intersection of C with 7ri, 7r2, . . . , 7rff.For 
any time r on the interval 0 < r < 1 let Rj (j = 1, 2, . . . , q) be the point of 
the sub-arc of C between Pj and Qj such that the ratio of the distance PjRj 
(j not summed) along C to the distance PJQJ along C equals r. Let R0y RQ+i 
be the fixed end points of C. For all j — 0, 1, . . . , q, replace the sub-arc of C 
between Rj and Rj+i by the short minimizing arc joining these points and 
directed in the same sense as C. As r varies this construction when applied to all 
the curves (6.2) yields an /-deformation A' into (6.3). The product A'A is an 
/-deformation of 5 into (6.3). From the invariance of homology relations under 
homotopy and from the fact that A'A is an /-deformation we infer the following 
result: 

THEOREM 6.3. Let E be an extremal which does not intersect itself and satisfies 
the end conditions (1.3). Then E is an isolated topological critical curve of index k 
and count 1 if and only if (a0, e0) is an isolated topological critical point of index k 
and count 1 of the function /(a, e), where /(a, e) is the value of the integral I along 
the family (6.3). 

Now it is known that (ao, eo) is an isolated topological critical point of index k 
and count 1 for /(a, e) if and only if the point is a non-degenerate analytical 
critical point of / (a , e) of index k. The results of §5 for the family (5.1) are valid 
for the family (6.3). Thus, from Theorems 6.3 and 5.1 we obtain the following 
result : 
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THEOREM 6.4. Under the assumptions of this section and Theorem 5.1 an 
extremal E is an isolated topological critical curve of index k and count 1 if and only 
if it is an extremal of index k. 
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