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A polynomial approximation result for free
Herglotz–Agler functions
Kenta Kojin

Abstract. In this paper, we prove a noncommutative (nc) analog of Schwarz lemma for the nc
Schur–Agler class and prove that the regular nc Schur–Agler class and the regular free Herglotz–
Agler class are homeomorphic. Moreover, we give a characterization of regular free Herglotz–Agler
functions. As an application, we will show that any regular free Herglotz–Agler functions can
uniformly be approximated by regular Herglotz–Agler free polynomials.

1 Introduction

In the context of complex analysis, a holomorphic function from the open unit disk
into the right half-plane is called a Herglotz function and has been studied in detail. A
Herglotz function is said to be regular if it maps 0 to 1. About a century ago, Herglotz
[9] showed that a regular Herglotz function admits an integral representation with a
probability measure on the unit circle T.

Theorem 1.1 (Herglotz [9]) A holomorphic function h defined on the open unit disk
D is a regular Herglotz function, that is, Rh ≥ 0 and h(0) = 1 if and only if there exists
a unique probability measure μ supported on T such that

h(x) = ∫
T

1 + e iθ x
1 − e iθ x

dμ(e iθ).

Agler [1] developed this representation theory for an appropriate class in the
setting of several variables based on operator theory. Recently, Pascoe, Passer, and
Tully-Doyle [13] proved a noncommutative (nc) analog of the Herglotz representa-
tion theorem. Motivated by these works, we will give a polynomial approximation-
type characterization of regular free Herglotz–Agler functions. The consequence is
that any regular free Herglotz–Agler functions on the polynomial polyhedron Bδ
associated with a matrix δ of free polynomials that satisfies δ(0) = 0 can uniformly
be approximated by regular Herglotz–Agler free polynomials on each Kδ ,r = {x ∈
Bδ ∣ ∥δ(x)∥ ≤ r} with 0 < r < 1. We have known a polynomial approximation result
for nc Schur–Agler functions [12, Theorem 3.3], which assert that every regular nc
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Schur–Agler function can uniformly be approximated by regular nc Schur–Agler
free polynomials on each Kδ ,r . Hence, it is natural to translate the approximation
sequence {pn}∞n=1 into the regular free Herglotz–Agler class via the Cayley transform

f ↦ 1 + f
1 − f

. However, we encounter a topological problem, namely, we must estimate

1
∥1 − pn(x)∥ uniformly on each Kδ ,r . We will overcome this problem by proving an

nc analog of Schwarz lemma, which is one of the main observations of this paper.
The celebrated Schwarz lemma in the classical complex analysis asserts that a

bounded holomorphic function f on D with norm condition sup
x∈D

∣ f (x)∣ ≤ 1 and

f (0) = 0 must satisfy ∣ f (x)∣ ≤ ∣x∣ for all x ∈ D and ∣ f ′(0)∣ ≤ 1 (see, e.g., [17, Theorem
12.2]). We will generalize this to the setting of several nc variables appropriately in
Section 3. This may be regarded as a generalization of a part of Popescu’s work [14,
Corollary 2.5]. In fact, what we will actually prove is that

∥ f (x)∥ ≤ ∥δ(x)∥
holds for every regular nc Schur–Agler function f. We will crucially use this fact later.
For example, it enables us to prove an nc analog of maximum principle in Section 3.
Its proof was inspired by Popescu’s observation in [15, Theorem 2.5]. We will also
use it to show that the regular nc Schur–Agler class and the regular free Herglotz–
Agler class are homeomorphic to each other via the Cayley transforms. Hence, we can
translate the previous polynomial approximation result for nc Schur–Agler functions
[12, Theorem 3.3] into the regular free Herglotz–Agler class. In this way, we will
establish the main result of this paper.

In closing of the introduction, we emphasize that our Schwarz lemma-type result
is an nc analog of that for Schur–Agler functions rather than Schur functions.

2 Preliminaries

We review some materials on nc functions. Let Md
n denote the set of d-tuples of n × n

matrices, and let Md denote the d-dimensional nc universe, which is given by

M
d =

∞

∐
n=1

M
d
n .

This is the domain of free polynomials. There are a couple of natural operations on
M

d . If x ∈Md
m and y ∈Md

n , then

x ⊕ y ∶= ([x 1 0
0 y1] , . . . , [xd 0

0 yd]) ∈Md
m+n .

If x ∈Md
n , α is a k × n matrix, and β is an n × m matrix, then

αxβ ∶= (αx 1β, . . . , αxd β).

We define the C∗-norm on each set Md
n by the formula

∥x∥n ∶= max
1≤r≤d

∥x r∥B(Cn).
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We say that a set Ω ⊂M
d is an nc set if Ω is closed under the direct sums, i.e., if

x ∈ Ωn ∶= Ω ∩M
d
n and y ∈ Ωm , then x ⊕ y ∈ Ωn+m . An nc set Ω ⊂M

d is an nc domain
if Ω is disjoint union (du) open, which means that Ω ∩M

d
n is Euclidean open for all

n ≥ 1.
A function f ∶ Ω →M is an nc function if:

(1) f is graded, i.e., if x ∈ Ωn , then f (x) ∈Mn , and
(2) f respects intertwinings, i.e., whenever x ∈ Ωn , y ∈ Ωm , and an m × n matrix α

satisfy αx = yα, then α f (x) = f (y)α.
Note that a function f on an nc subset is nc if and only if f satisfies the following
conditions (see [10, Section I.2.3]):
(1) f is graded,
(2) f respects direct sums, i.e., if x and y are in Ω, then f (x ⊕ y) = f (x) ⊕ f (y), and
(3) f respects similarities, i.e., whenever x , y ∈ Ωn , α ∈Mn with α invertible such that

y = αxα−1, then f (y) = α f (x)α−1.
Next, we will define the free topology, the nc Schur–Agler class, and the free

Herglotz–Agler class. Let δ be an s × r matrix of free polynomials in d-variables. Let

Bδ = {x ∈Md ∣ ∥δ(x)∥ < 1}.

Here, ∥δ(x)∥ denotes the operator norm. Then, Bδ becomes an nc domain. A set of
the above form is called a polynomial polyhedron. The free topology is the topology on
M

d generated by all polynomial polyhedra. The nc Schur–Agler class on Bδ , SA(Bδ),
is defined as

SA(Bδ) ∶= { f ∶ Bδ →M ∣ f is nc and sup
x∈Bδ

∥ f (x)∥ ≤ 1 } .

In addition, we assume that δ(0) = 0. A function in the nc Schur–Agler class on Bδ is
regular if f (0) = 0. We denote byRSA(Bδ) the set of functions in the nc Schur–Agler
class that is regular. We call this class the regular nc Schur–Agler class on Bδ .

Agler and McCarthy [3] showed that each function in the nc Schur–Agler class
admits a realization formula. Ball, Marx, and Vinnikov [8] studied the nc Schur–Agler
class in a more general setting.

Theorem 2.1 [3, Corollary 8.13] Let Bδ be a polynomial polyhedron, and let f be a
graded function from Bδ into M. Then, the following conditions are equivalent:
(1) f ∈ SA(Bδ).
(2) There exist an auxiliary Hilbert space X and a unitary operator

U = [A B
C D] ∶ [X⊗C

s

C
] → [X⊗C

r

C
]

such that for all x ∈ (Bδ)n ,

f (x) =
D
⊗
In

+
C
⊗
In

⎛
⎜
⎝

IX
⊗

In×s

−
IX
⊗

δ(x)

A
⊗
In

⎞
⎟
⎠

−1 IX
⊗

δ(x)

B
⊗
In

.
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We remark that the original statement of [3, Corollary 8.13] is given in a more
general setting; namely, the target space is Me rather than M =M

1. If e ≥ 2, we will
consider the row operator norm on the target space Me . The assertions we will prove
below still hold true with any essential changes in their proofs, but we will discuss
only the case of e = 1 in the target space for simplicity. See also Remark 3.4.

In this paper, we only treat the regular nc Schur–Agler class. We will crucially use
a realization formula to prove an nc analog of Schwarz lemma and the maximum
principle in the next section.

Finally, we define the regular free Herglotz–Agler class. Let δ be a matrix of free
polynomials in d-variables with δ(0) = 0. The regular free Herglotz–Agler class on Bδ ,
RHA(Bδ), is defined as

RHA(Bδ) ∶= {h ∶ Bδ →M∣ h is nc,Rh(x) = h(x) + h(x)∗
2

≥ 0 and h(0) = I} .

We endow RSA(Bδ) and RHA(Bδ) with the topology of uniform convergence on
closed polynomial polyhedra. Namely, a net of functions { fλ}Λ converges to f if and
only if for every Kδ ,r = {x ∈ Bδ ∣ ∥δ(x)∥ ≤ r}, { fλ}Λ uniformly norm-converges to f
on Kδ ,r . The topology is first countable. We will give an explicit relation between the
regular nc Schur–Agler class and the free Herglotz–Agler class in the next section.

3 Nc Schwarz lemma and regular nc Schur–Agler class versus
regular free Herglotz–Agler class

First, we recall the right difference-differential operator Δ and the holomorphy of nc
functions. Let Ω ⊂M

d be an nc domain. Since Ω is right admissible, i.e., if x ∈ Ωn , y ∈
Ωm , and z is a d-tuples of n × m matrices, then there exists a nonzero complex number

t such that [x tz
0 y ] ∈ Ωn+m . Then, for any nc functions f, there exists an n × m matrix

w so that

f ([x tz
0 y ]) = [ f (x) w

0 f (y)] ,

and we define Δ f (x , y)(z) ∶= t−1w. See [10, Proposition 2.2]. Then Δ f (x , y) gives
a linear map from the space of all d-tuples of n × m matrices to the space of all
n × m matrices [10, Propositions 2.4 and 2.6]. For nc functions, local boundedness and
holomorphy are equivalent ([4, Theorem 12.17], [10, Corollary 7.6]). In particular, an
nc Schur–Agler function f ∈ SA(Bδ) is Fréchet differentiable on each level (Bδ)n and
its Fréchet derivative at x ∈ (Bδ)n is given by the linear operator Δ f (x , x) ∶Md

n →Mn
[10, Theorem 7.2]. The left difference-differential operator ΔL is also available. By [10,
Proposition 2.8], ΔR f (x , y) = ΔL f (y, x) on an nc set. Thus, it suffices to discuss only
the right one.

In the rest of this paper, we will assume δ(0) = 0. In this paper, we will crucially use
the next proposition, which should be understood as an nc analog of famous Schwarz
lemma. Popescu [14, Corollary 2.5] (essentially) showed the inequality in the next
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proposition when δ(x) = [x1⋯xd]. The method of the proof below may be known
among specialists.

Proposition 3.1 Let f ∈ RSA(Bδ). Then, for any x ∈ Bδ , we have

∥ f (x)∥ ≤ ∥δ(x)∥.

Moreover, if Bδ contains the nc polydisk

D
d
nc ∶= {(x1 , . . . , xd) ∣ max

1≤r≤d
∥x r∥ < 1},

then the Fréchet derivative of f at 0 ∈ (Bδ)n must be contractive for all n ≥ 1.

Proof For simplicity, the identity operator is always denoted by I without indicat-
ing the matrix size, and so forth. Since f is inRSA(Bδ), there exist an auxiliary Hilbert
space X and a unitary operator

U = [A B
C 0] ∶ [

X⊗C
s

C
] → [X⊗C

r

C
]

such that for all x ∈ Bδ ,

f (x) =
C
⊗
I

⎛
⎜
⎝

I −
I
⊗

δ(x)

A
⊗
I

⎞
⎟
⎠

−1 I
⊗

δ(x)

B
⊗
I

.

Set r ∶= ∥δ(x)∥. Since U is a unitary operator, we have

[AA∗ + BB∗ AC∗
CA∗ CC∗] = [I 0

0 I] .

Since CC∗ = I and BB∗ = I − AA∗, we obtain that

r2I − f (x) f (x)∗

= r2
CC∗
⊗
I

−
C
⊗
I

⎛
⎜
⎝

I −
I
⊗

δ(x)

A
⊗
I

⎞
⎟
⎠

−1 I
⊗

δ(x)

BB∗
⊗
I

I
⊗

δ(x)∗
⎛
⎜
⎝

I −
A∗
⊗
I

I
⊗

δ(x)∗
⎞
⎟
⎠

−1 C∗
⊗
I

=
C
⊗
I

⎛
⎜
⎝

I −
I
⊗

δ(x)

A
⊗
I

⎞
⎟
⎠

−1 ⎡⎢⎢⎢⎢⎢⎣
r2
⎛
⎜
⎝

I −
I
⊗

δ(x)

A
⊗
I

⎞
⎟
⎠

⎛
⎜
⎝

I −
A∗
⊗
I

I
⊗

δ(x)∗
⎞
⎟
⎠

−
I
⊗

δ(x)

I − AA∗
⊗
I

I
⊗

δ(x)∗

⎤⎥⎥⎥⎥⎥⎦

⎛
⎜
⎝

I −
A∗
⊗
I

I
⊗

δ(x)∗
⎞
⎟
⎠

−1 C∗
⊗
I

.

As CA∗ = AC∗ = 0, it follows that

r2I − f (x) f (x)∗
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=
C
⊗
I

⎛
⎜
⎝

I −
I
⊗

δ(x)

A
⊗
I

⎞
⎟
⎠

−1 ⎡⎢⎢⎢⎢⎢⎣
r2
⎛
⎜
⎝

I −
I
⊗

δ(x)

A
⊗
I

⎞
⎟
⎠

⎛
⎜
⎝

I −
A∗
⊗
I

I
⊗

δ(x)∗
⎞
⎟
⎠
+ r2

⎛
⎜
⎝

I −
I
⊗

δ(x)

A
⊗
I

⎞
⎟
⎠

A∗
⊗
I

I
⊗

δ(x)∗

+r2
I
⊗

δ(x)

A
⊗
I

⎛
⎜
⎝

I −
A∗
⊗
I

I
⊗

δ(x)∗
⎞
⎟
⎠
−

I
⊗

δ(x)

I − AA∗
⊗
I

I
⊗

δ(x)∗

⎤⎥⎥⎥⎥⎥⎦

⎛
⎜
⎝

I −
A∗
⊗
I

I
⊗

δ(x)∗
⎞
⎟
⎠

−1 C∗
⊗
I

=
C
⊗
I

⎛
⎜
⎝

I −
I
⊗

δ(x)

A
⊗
I

⎞
⎟
⎠

−1 ⎡⎢⎢⎢⎢⎢⎣
r2I −

I
⊗

δ(x)

I
⊗

δ(x)∗

+ (1 − r2)
I
⊗

δ(x)

AA∗
⊗
I

I
⊗

δ(x)∗

⎤⎥⎥⎥⎥⎥⎦

⎛
⎜
⎝

I −
A∗
⊗
I

I
⊗

δ(x)∗
⎞
⎟
⎠

−1 C∗
⊗
I

≥ 0.

Hence, we conclude that ∥ f (x)∥ ≤ ∥δ(x)∥.
Next, we prove that the Fréchet derivative Δ f (0, 0) at 0 must be contractive on

each level. We may assume that f ∈ RSA(Dd
nc). For any n ≥ 1, and z ∈Md

n , there exists

0 < t < 1 such that [0 tz
0 0 ] ∈ (D

d
nc)n . Then, we have seen that

∥[0 w
0 0]∥

2n
= ∥ f ([0 tz

0 0 ])∥
2n

≤ ∥[0 tz
0 0 ]∥

2n
.

Then,

∥w∥n ≤ t∥z∥n ,

and hence

∥Δ f (0, 0)(z)∥n ≤ ∥z∥n ,

since Δ f (0, 0)(z) = t−1w. This means that the Fréchet derivative at 0 is contractive.
∎

Remark 3.2 (1) By the same calculation, we can prove an analog of Schwarz lemma
for a function that admits a realization formula. Such examples are the nc Schur–Agler
class in the Ball, Marx, and Vinnikov framework [8], the operator NC Schur–Agler
class studied by Augat and McCarthy [7], the Schur–Agler class [1, 5] (note that this
class is nothing but the “level 1” of the nc Schur–Agler class; see [3, Theorem 8.19]),
and the contractive multipliers of an irreducible complete Pick Hilbert function space
[2]. In the last case, we have to calculate the zeros of the injection b in [2, Theorem
8.2]. (2) Knese [11] and Anderson, Dritschel, and Rovnyak [6] studied the part of the
classical Schwarz lemma dealing with derivatives in several variables. Actually, the
method of the above proof is the same as theirs.

Popescu [15, Theorem 5.1] applied his analog of Schwarz lemma to proving a
maximum principle for free holomorphic functions on the nc ball in conjunction with
the free automorphisms of the nc ball. Next, we will prove an analogous fact in the

https://doi.org/10.4153/S0008439522000637 Published online by Cambridge University Press

https://doi.org/10.4153/S0008439522000637


A polynomial approximation result for free Herglotz–Agler functions 671

present context. Note that we may not explicitly assume holomorphy in the next result.
Its reason is that local boundedness and holomorphy are equivalent for nc functions.

Theorem 3.3 Let f be an nc function on Bδ . If there exists an x0 ∈ Bδ such that

∥ f (x0)∥ ≥ ∥ f (x)∥ for all x ∈ Bδ ,

then f must be a constant nc function, i.e., there exists a c ∈ C such that for all n ≥ 1 and
x ∈ (Bδ)n , f (x) = cIn .

Proof Without loss of generality, we may assume that ∥ f (x0)∥ = sup
x∈Bδ

∥ f (x)∥ = 1.

Then f admits a realization formula. Namely, there exist an auxiliary Hilbert space X
and a unitary operator

U = [A B
C D] ∶ [X⊗C

s

C
] → [X⊗C

r

C
]

such that for all x ∈ Bδ ,

f (x) =
D
⊗
I
+

C
⊗
I

⎛
⎜
⎝

I −
I
⊗

δ(x)

A
⊗
I

⎞
⎟
⎠

−1 I
⊗

δ(x)

B
⊗
I

.

Since f respects direct sums, f (0n) is determined only by f (01) for all n ≥ 2, where
0n is the zero of Md

n . If ∥ f (0)∥ = 1, then ∣D∣ = 1 because δ(0) = 0. Since U is a unitary
operator, we have

CC∗ + DD∗ = 1C .

Hence, we get C = 0. Therefore, the realization formula implies that f must be a
constant nc function.

We then consider the case when ∥ f (0)∥ < 1. Set αI ∶= f (0), and we have ∣α∣ < 1.
We define an nc function ϕα on D1

nc ∶= {w ∈M1 ∣ ∥w∥ ≤ 1} by the formula

ϕα(w) ∶= (w − αI)(I − αw)−1 .

Then, for all w ∈ D1
nc , we have

I − ϕα(w)∗ϕα(w) = I − (I − αw∗)−1(w∗ − αI)(w − αI)(I − αw)−1

= (I − αw∗)−1(I − αw∗)(I − αw)(I − αw)−1

− (I − αw∗)−1(w∗ − αI)(w − αI)(I − αw)−1

= (1 − ∣α∣2)(I − αw∗)−1(I − ww∗)(I − αw)−1 ≥ 0.

Hence, ϕα(D1
nc) ⊂ D1

nc . Moreover, since (I − αw)−1 is invertible, ϕα maps a strict
contraction to a strict contraction. Here, a strict contraction means an operator whose
operator norm is less than one. In addition, we can easily see that ϕ−1

α = ϕ−α . Therefore,
∥w∥ = 1 if and only if ∥ϕα(w)∥ = 1. (Note that this property can be regarded as a special
case of [15, Lemma 4.1]). Set g ∶= ϕα ○ f . Since g ∈ RSA(Bδ), Proposition 3.1 implies
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that ∥g(x)∥ ≤ ∥δ(x)∥ for any x ∈ Bδ . Therefore, we have

∥ϕα( f (x0))∥ ≤ ∥δ(x0)∥ < 1.

On the other hand, since ∥ f (x0)∥ = 1, we have ∥ϕα( f (x0))∥ = 1, a contradiction.
Hence, f must be a constant nc function. ∎

Remark 3.4 Salomon, Shalit, and Shamovich [18, Lemma 6.11] have already proved
an nc analog of maximum principle for nc functions defined on unitary conjugation
invariant nc domains containing 0. However, our proof is quite different from theirs,
and still works even in an infinite-dimensional setting like [4, Chapter 16] and [7].
(We do not know how to apply their proof to the infinite-dimensional setting.)

Remark 3.5 Popescu [16, Theorems 2.7 and 2.8] also proved nc analogs of Schwarz
lemma and the maximum principle for free holomorphic functions on the regular
polyball. With d = d1 +⋯+ dk , we define the nc polyball Pd

nc ⊂M
d as the polyno-

mial polyhedron associated with

δ(x) ∶=
⎡⎢⎢⎢⎢⎢⎣

[x1,1⋯x1,d1]
⋱

[xk ,1⋯xk ,dk ]

⎤⎥⎥⎥⎥⎥⎦
.

Next, we define the polyball Pd ⊂ Pd
nc to be all tuples x = (x1 , . . . , xk) ∈ Pd

nc with
the property that the entries of xs ∶= (xs ,1 , . . . , xs ,ds) commute with the entries of xt ∶=
(xt ,1 , . . . , xt ,d t) for any distinct s, t ∈ {1, . . . k}. The regular polyball of Md is defined
by

Bd ∶= {x ∈ Pd ∣ Δx(I) is strictly positive definite},

where for any x ∈ (Pd)n , Δx ∶Mn →Mn is given by

Δx ∶= (id − Φ1) ○ ⋯ ○ (id − Φk)

and Φ i ∶Mn →Mn is the completely positive linear map defined by

Φ i(y) ∶=
d i

∑
j=1

x i , j yx∗i , j .

Since every free polynomial is nc,

Pd = {x ∈ Pd
nc ∣ xs , i xt , j − xt , jxs , i = 0 (1 ≤ s ≠ t ≤ k, 1 ≤ i ≤ ds , 1 ≤ j ≤ dt)}

equals its Bδ-relative full nc envelope [Pd]full ∩ Pd
nc (see [8, Definition 2.8 and

Proposition 2.9]). Therefore, by [8, Corollary 3.4], every bounded nc function on the
polyball Pd can be extended to a bounded nc function on the nc polyball Pd

nc without
increasing its operator norm. Hence, we can prove an nc analog of Schwarz lemma
and the maximum principle for bounded nc functions on Pd. However, the author
cannot treat the regular polyball Bd with our methods based on the nc Schur–Agler
class and its realization formula.
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At the end of this section, we will show that the Cayley transforms between the
open unit disk and the right half-plane defined by

z = 1 + x
1 − x

(x ∈ D), x = z − 1
z + 1

(Rz > 0)

give a homeomorphism between RSA(Bδ) and RHA(Bδ). In the course of proving
this fact, we prove the next analog of Schwarz lemma for RHA(Bδ) as a consequence
of Proposition 3.1.

Proposition 3.6 For any h ∈ RHA(Bδ),

(1) Rh(x) ≥ 1 − ∥δ(x)∥
1 + ∥δ(x)∥ I (x ∈ Bδ) and

(2) ∥h(x)∥ ≤ 1 + ∥δ(x)∥
1 − ∥δ(x)∥ (x ∈ Bδ).

Proof Let f (x) ∶= (h(x) − I)(h(x) + I)−1 ∈ RSA(Bδ). By Proposition 3.1,
∥ f (x)∥ ≤ ∥δ(x)∥. Note that h(x) = (I + f (x))(I − f (x))−1. Item (2) immediately
follows from this expression with the aid of the Neumann series. More precisely, we
have

∥(I − f (x))−1∥ ≤
∞

∑
k=0

∥ f (x)∥k ≤
∞

∑
k=0

∥δ(x)∥k = 1
1 − ∥δ(x)∥ .

Moreover,

2Rh(x) = (I + f (x))(I − f (x))−1 + (I − f (x)∗)−1(I + f (x)∗)

= (I − f (x)∗)−1[(I − f (x)∗)(I + f (x)) + (I + f (x)∗)(I − f (x))](I − f (x))−1

= 2(I − f (x)∗)−1(I − f (x)∗ f (x))(I − f (x))−1

≥ 2(1 − ∥δ(x)∥2)(I − f (x)∗)−1(I − f (x))−1 .

Since ∥I − f (x)∥ ≤ 1 + ∥δ(x)∥, we have (1 + ∥δ(x)∥)2I ≥ (I − f (x))(I − f (x)∗) and

hence 1
(1 + ∥δ(x)∥)2 I ≤ (I − f (x)∗)−1(I − f (x))−1. So, Rh(x) ≥ 1 − ∥δ(x)∥

1 + ∥δ(x)∥ I. ∎

Remark 3.7 One can also prove the above inequalities by using [13, Lemma 3.3].

Proposition 3.8 The Cayley transforms f ↔ h between RSA(Bδ) and RHA(Bδ)
defined by

h(x) ∶= (I + f (x))(I − f (x))−1 ( f ∈ RSA(Bδ)),
f (x) ∶= (h(x) − I)(h(x) − I)−1 (h ∈ RHA(Bδ))

are homeomorphisms.

Proof It is sufficient to prove that these maps are sequentially continuous.
Suppose that a sequence { fn}∞n=1 converges to f in RSA(Bδ) with the topology of

uniform convergence on closed polynomial polyhedra Kδ ,r . By the resolvent identity
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and Proposition 3.1, we have

∥(I + fn(x))(I − fn(x))−1 − (I + f (x))(I − f (x))−1∥
≤ ∥(I + fn(x))(I − fn(x))−1 − (I + fn(x))(I − f (x))−1∥
+ ∥(I + fn(x))(I − f (x))−1 − (I + f (x))(I − f (x))−1∥

≤ 2∥(I − fn(x))−1( fn(x) − f (x))(I − f (x))−1∥ + ∥ fn(x) − f (x)∥∥(I − f (x))−1∥

≤ 3 1
(1 − ∥δ(x)∥)2 ∥ fn(x) − f (x)∥.

Therefore, (I + fn(x))(I − fn(x))−1 converges to (I + f (x))(I − f (x))−1 uniformly
on each Kδ ,r .

Let us prove that the inverse mapping is also continuous. Suppose that a sequence
{hn}∞n=1 converges to h in RHA(Bδ). Note that for any functions H ∈ RHA(Bδ),
inequality (1) in Proposition 3.6 implies

∥(H(x) + I)−1∥ ≤
.
//0 1 + ∥δ(x)∥

2(1 − ∥δ(x)∥) <
√

1
1 − ∥δ(x)∥

by considering (H(x) + I)(H(x)∗ + I). Therefore, by the resolvent identity and
inequality (2) in Proposition 3.6, we have

∥(hn(x) − I)(hn(x) + I)−1 − (h(x) − I)(h(x) + I)−1∥

≤
√

1
(1 − ∥δ(x)∥)∥hn(x) − h(x)∥ + 2

(1 − ∥δ(x)∥)2 ∥hn(x) − h(x)∥.

So, (hn(x) − I)(hn(x) + I)−1 converges to (h(x) − I)(h(x) + I)−1 uniformly on
each Kδ ,r . ∎

Pascoe, Passer, and Tully-Doyle [13, Proposition 2.2] showed that the free
Herglotz–Agler class is compact in the pointwise convergence topology in the infinite-
dimensional setting. In our finite-dimensional setting, we can prove that RHA(Bδ)
is compact in the topology defined by a certain uniform convergence.

The du topology on M
d is the topology consisting of all the sets Ω such that each

section Ωn is open in the Euclidean topology on M
d
n . Here, we consider the uniform

convergence on du compact sets. Note that a du compact set is free compact. Then,
[3, Proposition 4.14] and Proposition 3.8 imply the following result.

Proposition 3.9 Let {hn}∞n=1 be a sequence in RHA(Bδ). Then, there exists a subse-
quence {hnk} and h ∈ RHA(Bδ) such that {hnk} converges to h uniformly on each du
compact subset of Bδ .

4 Polynomial approximation theorem

In this final section, we will give a polynomial approximation-type characterization
of regular free Herglotz–Agler functions. We have seen that RSA(Bδ) and RHA(Bδ)
are homeomorphic (Proposition 3.8). We need the following fact.
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Theorem 4.1 [12, Theorem 3.3] A graded function f on Bδ belongs to SA(Bδ) if and
only if there exists a sequence of free polynomials {pn}∞n=1 such that pn converges to f
uniformly on each free compact subset of Bδ , and the norm of pn is uniformly less than
one.

Remark 4.2 (1) The sequence in Theorem 4.1 apparently converges on each Kδ ,r .
It is appropriate to consider this convergence because every closed polynomial
polyhedron is not free compact (see the discussion below [12, Corollary 3.2]). (2) By
construction, if δ(0) = 0 and f (0) = 0, then the polynomials pn in Theorem 4.1 must
satisfy pn(0) = 0.

Theorem 4.1 implies the following lemma.

Lemma 4.3 For any h ∈ RHA(Bδ), there exists a sequence of free polynomials
{pn}∞n=1 such that the restriction of each pn to Bδ is inRSA(Bδ) and (1 + pn)(1 − pn)−1

converges to h uniformly on each Kδ ,r .

Proof Define a regular nc Schur–Agler function f by f (x) ∶=
(h(x) − I)(h(x) + I)−1. Then, this lemma can easily be proved by Proposition 3.8
and Theorem 4.1. ∎

The next result gives a polynomial approximation-type characterization of regular
free Herglotz–Agler functions.

Theorem 4.4 A graded function h on Bδ belongs to RHA(Bδ) if and only if there exists
a sequence of free polynomials {pn}∞n=1 such that pn ∣Bδ ∈ RHA(Bδ) and pn converges
to h uniformly on every Kδ ,r .

Proof First, we prove that for any f ∈ RSA(Bδ) and 0 < r < 1, there exists an N ∈ N
such that if n ≥ N , then

R(I + r f (x))
n
∑
k=0

(r f (x))k ≥ 0 (x ∈ Bδ).

In the same way as in the proof of Proposition 3.6, we obtain that

2R(I + r f (x))(I − r f (x))−1

= (I + r f (x))(I − r f (x))−1 + (I − r f (x)∗)−1(I + r f (x)∗)

= (I − r f (x)∗)−1[(I − r f (x)∗)(I + r f (x)) + (I + r f (x)∗)(I − r f (x))](I − r f (x))−1

= 2(I − r f (x)∗)−1(I − r2 f (x)∗ f (x))(I − r f (x))−1

≥ 2(1 − r2)(I − r f (x)∗)−1(I − r f (x))−1 .

Since ∥I − r f (x)∥ ≤ 2, we have

R(I + r f (x))(I − r f (x))−1 ≥ 1 − r2

4
I.
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We may and do assume that the natural number N (by replacing it with a larger one

if necessary) also satisfies that if n ≥ N , then
∞

∑
k=n+1

rk < 1 − r2

8
. Using the Neumann

series expansion, we have if n ≥ N ,

∥R(I + r f (x))
n
∑
k=0

(r f (x))k −R(I + r f (x))(I − r f (x))−1∥

≤ 2
∞

∑
k=n+1

rk < 1 − r2

4
.

Therefore, for every n ≥ N , we obtain that

R(I + r f (x))
n
∑
k=0

(r f (x))k

= (R(I + r f (x))
n
∑
k=0

(r f (x))k −R(I + r f (x))(I − r f (x))−1)

+R(I + r f (x))(I − r f (x))−1

≥ − 1 − r2

4
I + 1 − r2

4
I ≥ 0.

Next, we choose 0 < rn < 1 so that rn converges to 1 increasingly, and choose pn
as in Lemma 4.3. We have seen that for any n ∈ N, there exists a Kn ∈ N such that if
k ≥ Kn , then

R(I + rn pn(x))
k
∑
j=0

(rn pn(x)) j ≥ 0.

Set qn(x) ∶= (I + rn pn(x))
Ln

∑
j=0

(rn pn(x)) j , where Ln = max{Kn , Ln−1} + 1. Then,

qn ∈ RHA(Bδ). We can also prove that qn converges to h uniformly on each Kδ ,r
as an application of the techniques used in this paper. By the resolvent identity, we
have

∥qn(x) − h(x)∥

≤ ∥(I + rn pn(x))
Ln

∑
j=0

(rn pn(x)) j − (I + pn(x))
Ln

∑
j=0

(rn pn(x)) j∥

+ ∥(I + pn(x))
Ln

∑
j=0

(rn pn(x)) j − (I + pn(x))(I − rn pn(x))−1∥

+ ∥(I + pn(x))(I − rn pn(x))−1 − (I + pn(x))(I − pn(x))−1∥
+ ∥(I + pn(x))(I − pn(x))−1 − h(x)∥

≤ ∥(1 − rn)pn(x)∥
Ln

∑
j=0

∥pn(x)∥ j + ∥I + pn(x)∥
∞

∑
j=Ln+1

∥rn pn(x)∥ j
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+ ∥I + pn(x)∥∥(I − rn pn(x))−1(rn pn(x) − pn(x))(I − pn(x))−1∥
+ ∥(I + pn(x))(I − pn(x))−1 − h(x)∥.

Hence, Proposition 3.1 and the Neumann series expansion imply that

∥qn(x) − h(x)∥ ≤ ∣1 − rn ∣
Ln

∑
j=0

∥δ(x)∥ j + 2
∞

∑
j=Ln+1

∥δ(x)∥ j

+ 2 1
(1 − ∥δ(x)∥)2 ∣rn − 1∣ + ∥(I + pn(x))(I − pn(x))−1 − h(x)∥.

Therefore, we conclude that qn converges to h uniformly on each Kδ ,r .
The converse direction is trivial. ∎
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