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HITTING TIME DISTRIBUTIONS WHEN Z Xi/d* HAS
A SMOOTH DENSITY

BY
DUDLEY PAUL JOHNSON

ABSTRACT. In this paper we construct the hitting time distribu-
tions for stochastic processes X, taking on values amongst the
integers 0, 1,...,d—1 for which Y5_, X,/d* has a smooth polyno-
mial density with respect to the Lebesgue measure on [0, 1].

Suppose that X, k=0, 1, 2,... is a stochastic process on the integers 0,
1,...,d—1. Clearly the distribution of the stochastic process is uniquely
determined by the distribution of the single random variable Y =Y¢_, X,/d*
so long as the probability that X, ., =d —1 for all k is zero for each n =0. That
is to say, one can generate the stochastic process by picking a point Y from the
interval [0, 1] according to a fixed distribution and then letting X, be the kth
decimal in the d-adic expansion of Y. In this paper we prove the following
Theorem.

THEOREM. Suppose that X, k=0, 1, 2, ..., is a stochastic process taking on
values amongst the integers 0,...,d—1. Suppose that U is. a subset of
0,...,d—1 with d, elements, that a(-) is a function mapping U° into the reals
and Ty is the time that X, first leaves U.

I If Y5_oX/d* has a density f(x)=Y7_,c.x", absolutely convergent in
[0, 1], then

Ea(X,)= ) a.c,

where

1 .
ao—d_dm;{]a(z)

and in general g; can be found from a,, ..., q; ; via

a=-aa 3 5| () - () Jeo

izl /g
v g (1) it
o \k

ieU

IL If Yi_oX./d“ has a density f(x)=Yr_oa, cos2wd"x+p, sin2md"x
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then

oo

Ea(X,)= ). a,a,+B.b,

n=0
where

a,=E cos2mw X, by=Esin 27w X,
and in general a,, b, can be found from a,_;, b,_; via

(i+1)/d
a, = Z a(i) J‘ cos(2mx d’) dx + (d’1 z cos 2i d"“l)an_1

i¢U /d ieU

- <d‘1 Y. sin 2mi d"—1>1)n_1
ieU
Gi+1)/d

b= ). a(i)I sin(2mx d’) dx-i—(d_1 Y sin 217id"_1)a,1_1
i¢U i/d ieU
+ (d"‘ Z cos 27i d"“)bn_l.
ieU
Proof. The stochastic process X,, k=0, 1, 2, ... induces a measure ¢ in the
Banach space (), ¥) of all bounded measures on the measurable space
Q, %) of all functions w mapping the nonnegative integers into the set
{0,...,d—1} with ¢ defined on the cylinder sets [X,=1o,..., Xn = in],
X (w) =w(k), generating the o-field ¥, via
o[ Xo=1io, ..., Xn=in]=P[Xo =1y, ..., Xn=in]
We define the linear operators T and E(i), i=0,...,d—1 and the linear
functional p* on M(Q, ¥) via
Tlp[Xo =io7 s ’XNziN]zw[Xlzio, e 5XN+1 =lN]
E@y[A]=y[X, =i, A]
p*Y =();
and then we let ® be the smallest linear subspace of 4 (Q), %) which contains ¢
and is invariant under the operators T and E(i), i =0, ..., d — 1. The collection
(®, T, E, p*) will be called the algebraic representation of the stochastic process

X, k=0,1,... . We will use the algebraic representation to find Ea(X, ) by
showing that the linear functional p* on ®, defined by

a*e= J a(X,) de,
is a solution of the linear equations
I*-T*a*=0 on E®Gi)®, ieU
a*=a(i)p* on E@U)D, i¢U,
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where the second equation is obvious and the first holds since for ¢ € E(i)®,
ie U we have

(I*—T*a*e=a*I-T)e¢
- [atx,) do-[ arx,) are

- [a(x.) do - [ aX. e (@hrotdw)

~ [ 120X @)~ (X, @)

=0
since w(0)e U and so X, (@)= X,U(a,;)(wf).

Now in our case, each w € () can be identified with a real number x = x(w) =
Yr_o w(k)/d* € [0, 1] so that each y € ® can be identified with a density f on
[0, 1]. This generates a linear space & of densities on [0, 1]. Since Ty will be
identified with the density d ' Y¢_¢ f((k+x)/d) and E(i)¢ with the density
ItyaG+1yaiX)f(x), where I, is the indicator function of U; it follows that the
algebraic representation (®, T, E, p*) is isomorphic to the collection
(I, T, E, p*) where

(1) & is a linear space of densities on [0, 1].

(i) Tf=d " Y=o f((k +x)/d)

(i) EGQ)f=1 tiraa+1ral(x)f(x)

(v) p*f =15 f(x) dx.

Thus we can find the linear functional a* on ® by looking for a linear
functional a* on ¥ which satisfies

(I*-T*a*=0 on E®)%, ieU
a*=a()p* on E@()Z, i¢ U.
In case I of our theorem we take as a basis for & the functions f;, where
i=0,...,d—1and j=0,1,2..., defined by
fij(x) = I[i/d,(i+1)/d](x)xi~

Then, letting
d—1
fex)=x*=Y fu(x),
i=0

we have

fiia i=k
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and
Tf;(x)=d ' Z fu<k+x)
=d7! Z I[z/d(:+1)/dl<k;x>(k:1—x>i
- ()
—di" ‘Z ( )” i
and

! 1 i+1\*! i\t
* P ss d T e— — —_— — .

pii=[ hwa= 5 |(F) ()]

Thus the linear functional a* on & satisfies
i
a*f;=a*Tf;=d7 1) (i)ij_ka*fk’ ieU
k=0

a*f;=a(p*f;, i¢U.

Summing over i now gives us
l+1>1+1 <i>i+1] ) . i
— —{= a()+a ! ( ) ikg*
=Xial(a) -G ) 2 et

For j=0 this last equation becomes

@*f, =g L alh,

For j>0 we have

a3 () o
+d ‘Z () Y ik *fk}

ieU
Thus if

oo

=Y cx"= Y cfux)
n=0

n=0
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then by the dominated convergence theorem we have

a*f= [ 1x,) de,
~[ 3 chix) de

n=0

2 o | £ dey

Il

Y. c.a*f,
=0

where a, = a*f, and ¢ is the measure on (2, %) induced by f. This concludes
the proof of I

To prove II, we take as our basis for I the functions
£ (%) = Iya g +1ya1(x) cos 2mx d’
gu'(x) = Itya,a+1yar(X) sin 27x d

where i=0, d—1 and j=0, 1, 2,... . Letting f, =Y} f,, =cos 27rxd’ and
8i =Y¢5 g; =sin 2mxd’, we have

Thw=a"3 £, (37)

k=0
5 k+x k+x\ .

=d! Z I[i/d,(i+1)/d](—) cos 217( > di
k=0 d d

=d ' cos 2w (id '+ xd" )

=d ' cos 2mid ™ cos 2mxd' ' —d ' sin 2wid' " sin 2mwxd’ !

=d " cos 2mid ~'f,_y(x)—(d"" sin 2mid' V) g;_,(x).

Similarly,
Tg;;(x) =(d ™" sin 27id"")f;(x) +(d ™" cos 2mid' ") g;(x).
Thus a* is a solution of
(I*~T*)a* i =0, ieU
a*f; =a(i)p*f;, igU
and
(I*—-T*)a*g; =0, ieU
a*gii = a(i)p*gij’ i¢ U

https://doi.org/10.4153/CMB-1979-035-6 Published online by Cambridge University Press


https://doi.org/10.4153/CMB-1979-035-6

298 DUDLEY PAUL JOHNSON

which becomes

a*f; =(d"" cos 2mid"")f._, —(d " sin 2mid' g, ieU
1

a*f;=al(i) J’ Trya i+ 1y5a1(x)cos(2mxd’) dx, i¢U
0
and

a*g; =(d "' sin 2mid' ")f,_, +(d"" cos 2mwid " ')g;_,, ieU

1

a*g;=a(i) J’ I'tia v 1yay(x)8in(2xd’) dx, i¢ U.
0

Summing over i now yields

G+1)/d
a*f,= Z a(i) J cos(2mxd’) dx +d‘1< Z cos 277-id"‘1>f,-_1

i¢U i/d ieU

E d-‘( Y sin 2arid' !

ieU

(i+1/d
a*g =y a(i)J’ sin(2mxd’) dx+d-1(2 sin 217id"‘1>f,-ﬂ

i¢U i/d ieU

+ d_l( Y. cos 2mid !

ieU
Thus if
f(x)= Z a, cos 27d"x + B,, sin 27wd"x,
n=0

then, as in I, we have

a*f= Z anan+Bnbn
n=0

)gj—l

)gj—1~

when a, = a*f, and b, = a*g, thus concluding the proof of II and the theorem.
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