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COHOMOLOGY OF THE BRUHAT–TITS STRATA IN THE
UNRAMIFIED UNITARY RAPOPORT–ZINK SPACE OF

SIGNATURE p1,n´1q

JOSEPH MULLER

Abstract. In their renowned paper (2011, Inventiones Mathematicae 184,

591–627), I. Vollaard and T. Wedhorn defined a stratification on the special

fiber of the unitary unramified PEL Rapoport–Zink space with signature

p1,n´1q. They constructed an isomorphism between the closure of a stratum,

called a closed Bruhat–Tits stratum, and a Deligne–Lusztig variety which is not

of classical type. In this paper, we describe the �-adic cohomology groups over

Q� of these Deligne–Lusztig varieties, where � ­“ p. The computations involve the

spectral sequence associated with the Ekedahl–Oort stratification of a closed

Bruhat–Tits stratum, which translates into a stratification by Coxeter varieties

whose cohomology is known. Eventually, we find out that the irreducible

representations of the finite unitary group which appear inside the cohomology

contribute to only two different unipotent Harish-Chandra series, one of them

belonging to the principal series.

Introduction

Rapoport–Zink spaces are geometric objects which can be seen as deformation spaces for

a p-divisible group equipped with additional structures. They are formal schemes over the

ring of integers of a p-adic field, and they are constructed by means of a moduli problem

which grants them with commuting actions from some p-adic and Galois groups. Therefore,

the étale cohomology of these spaces carries representations of these groups simultaneously,

and it is expected to realize a local version of the Langlands correspondence. Computing

this cohomology is an arduous problem in general. So far, it has only been entirely described

in a few special cases such as the Lubin–Tate tower or the Drinfeld space; in particular,

both of them correspond to Rapoport–Zink spaces of EL type.

The difficulty in studying the cohomology of the Rapoport–Zink spaces is maybe reflected

by the lack of precise understanding of their geometry in general. However, for some specific

choices of the set of data, the resulting moduli space may display some nice geometric

properties, giving hopes that their cohomology could be accessible. It is the case of the

unitary unramified PEL (Polarization, Endomorphism, Level structure) Rapoport–Zink

space M of signature p1,n´1q, whose special fiber Mred is described by the Bruhat–Tits

stratification constructed by Vollaard and Wedhorn in a series of two papers [14] and [15].

This stratification tMΛuΛ has two interesting features. On the one hand, the closed strata

MΛ are indexed by the set of vertices Λ of the Bruhat–Tits building of a p-adic group of

unitary similitudes J defined by the PEL data. On the other hand, each individual closed

stratum MΛ is isomorphic to a Deligne–Lusztig variety. They usually show up in Deligne–

Lusztig theory, whose aim is the classification of the irreducible representations of finite

groups of Lie type. In particular, the cohomology of these varieties has been extensively
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studied in the past decades. In a series of two papers, we aim at exploiting these geometric

observations in order to link the cohomology theories of Deligne–Lusztig varieties and of

Rapoport–Zink spaces.

Our strategy in order to examine the cohomology of the Rapoport–Zink space M takes

place in two steps: first, we compute the cohomology groups H‚
cpMΛ,Q�q (with � ­“ p) of

the closed strata; second, we use the combinatorics of the Bruhat–Tits building to get

information on the cohomology of M. More precisely, in the second stage, we introduce

the analytical generic fiber Man. It is covered by the analytical tubes UΛ of the closed

strata MΛ. These are open subdomains of Man whose cohomology coincides with the

cohomology of the closed strata up to a suitable Tate twist and shift in degrees. Through the

Čech spectral sequence associated with the open cover tUΛuΛ, we prove the semisimplicity

of the Frobenius action on H‚
cpMan,Q�q, and we determine the cuspidal supports of its

irreducible subquotients as a smooth representation of the group of unitary similitudes J.

It also turns out that these cohomology groups are not J -admissible in general. Lastly,

the p-adic uniformization theorem relates the Rapoport–Zink space Man with the basic

stratum of an associated PEL unitary Shimura variety through a geometric isomorphism.

It induces a Hochschild–Serre-type spectral sequence on the cohomology, through which we

compute the individual cohomology groups of the basic stratum in the case n “ 3 and 4.

In particular, we find out that some automorphic representations occur with a multiplicity

depending on p which is a completely new phenomenon.

In the present paper, we carry out the first step of the strategy described above, namely

we compute the cohomology of the individual closed Bruhat–Tits strata by exploiting

Deligne–Lusztig theory. The second step and the results stated above can be found in the

sequel [13].

Let q be a power of the prime number p. Let G be a connected reductive group over

an algebraic closure F of Fq. Assume that G is equipped with an Fq-structure induced

by a Frobenius morphism F : G Ñ G. For P a parabolic subgroup of G, the associated

generalized parabolic Deligne–Lusztig variety is defined by

XP :“ tgP P G{P |g´1F pgq P PF pPqu.

Usually, parabolic Deligne–Lusztig varieties have been studied with the additional assump-

tion that P contains a Levi complement L such that F pLq “ L. Indeed, they are used

to define the Deligne–Lusztig induction and restriction functors between the categories of

representations of LF and of GF (see, e.g., [3]). However, the closed Bruhat–Tits strata

constructed by Vollaard and Wedhorn are isomorphic to Deligne–Lusztig varieties XP

associated with parabolic subgroups P which do not satisfy this assumption. We call them

generalized, and to the best of our knowledge, their cohomology has not been studied so far.

The closed Bruhat–Tits strata MΛ are isomorphic to generalized Deligne–Lusztig

varieties XIpidq associated with finite unitary groups U2d`1ppq in an odd number of

variables. Although only the case q “ p is relevant in the context of Vollaard and

Wedhorn’s paper [15], we will work in this paper with a general q. In [15], the authors

defined yet another stratification on each individual stratum. It is called the Ekedahl–

Oort stratification, and it gives a decomposition XIpidq »
Ů

0ďtďdXItpwtq into locally

closed subvarieties. It turns out that each Ekedahl–Oort stratum XItpwtq is isomorphic

to a Deligne–Lusztig variety which is not generalized. Moreover, they are closely related

to Coxeter varieties whose cohomology is known thanks to the work of Lusztig in [10].
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The Ekedahl–Oort stratification on XIpidq induces a spectral sequence on the cohomology,

through which we are able to entirely compute the individual cohomology groups in terms

of representations of U2d`1pqq. The representations which occur are all unipotent, and these

are classified by partitions of 2d`1 or equivalently by Young diagrams (see [5], [12]). Given

a partition λ “ pλ1 ě ¨¨ ¨ ě λrq of 2d` 1 with λr ą 0, the associated irreducible unipotent

representation of U2d`1pqq is denoted by ρλ. We may now state our main result, whose

proof covers Section 5 of the paper. In the statement, the prime number � is different from

p, the field F is an algebraic closure of Fq, and Frob is the geometric Frobenius relative to

Fq2 acting on the cohomology groups.

Theorem. The following statements hold.

(1) The cohomology group Hi
cpXIpidq b F,Q�q is zero unless 0 ď i ď 2d. There is an

isomorphism Hi
cpXIpidq bF,Q�q » H2d´i

c pXIpidq bF,Q�q
_pdq which is equivariant for

the actions of Frob and of U2d`1pqq.

(2) The Frobenius element Frob acts like multiplication by p´qqi on Hi
cpXIpidq bF,Q�q.

(3) For 0 ď i ď d, we have

H2i
c pXIpidq bF,Q�q “

minpi,d´iq
à

s“0

ρp2d`1´2s,2sq.

(4) For 0 ď i ď d´1, we have

H2i`1
c pXIpidq bF,Q�q “

minpi,d´1´iq
à

s“0

ρp2d´2s,2s`1q.

In particular, when the index is even, all the representations in the cohomology groups

contribute to the unipotent principal series, but when the index is odd, the representations

belong to the unipotent series determined by a minimal Levi complement of U2d`1pqq which

is not a torus.

Notations. Throughout the paper, we fix q a power of an odd prime number p. If k is a

perfect field extension of Fq, we denote by σ : x ÞÑ xq the qth power Frobenius of Galpk{Fqq.

We fix an algebraic closure F of Fq. Unless specified otherwise, G will denote a connected

reductive group over F equipped with an Fq-structure, induced by a Frobenius morphism

F :G Ñ G. If H is an F -stable subgroup of G, we denote by H :“ HF » HpFqq its group

of Fq-rational points. We fix a pair pT,Bq consisting of a maximal torus T contained in a

Borel subgroup B, both of them being F -stable. Such a pair always exists up to G “ GF -

conjugation. We obtain a Coxeter system pW,Sq on which F acts, where W “ WpTq is

the Weyl group attached to T and S is the set of simple reflexions. It can be identified

with the Weyl group of G as defined in [2]. Let � denote the length function on W relative

to S. For I Ă S, we write PI ,UI ,LI , respectively, for the standard parabolic subgroup of

type I, for its unipotent radical, and for its unique Levi complement containing T. We also

write WI for the parabolic subgroup of W generated by the simple reflexions in I. Recall

that an element w P W is said to be I -reduced (resp. reduced-I ) if for every v P WI , we

have �pvwq “ �pvq`�pwq (resp. �pwvq “ �pwq`�pvq). The set of I -reduced (resp. reduced-I )

elements is denoted by IW (resp. WI). If I,I 1 Ă S, an element is said to be I -reduced-I 1 if

it belongs to IWI 1
:“ IWXWI 1

.
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§1. The generalized Deligne–Lusztig variety XIpidq

We recall the definition of Deligne–Lusztig varieties from [1]. If P is any parabolic

subgroup of G, the associated generalized parabolic Deligne–Lusztig variety is

XP :“ tgP P G{P |g´1F pgq P PF pPqu.

When these varieties were first introduced in [2], only the case of Borel subgroups was

considered, hence the adjective parabolic. Moreover, parabolic Deligne–Lusztig varieties

have mostly been studied with the additional assumption that P contains an F -stable Levi

complement (see, e.g., [3]). This is not required by the definition above, hence the adjective

generalized. Using the Coxeter system as above, one may give an equivalent description of

these varieties. For I,I 1 Ă S, the generalized Bruhat decomposition is an isomorphism

PIzG{PI 1 “
ğ

wPIWI1

PIzPIwPI 1{PI 1 » WIzW{WI 1 .

For w P IWF pIq, the generalized parabolic Deligne–Lusztig varieties is defined by

XIpwq “ tgPI P G{PI |g´1F pgq P PIwF pPIqu.

The families of varieties XP and XIpwq are the same, and [1] explains how to go from one

description to the other. The case I “ H corresponds to usual Deligne–Lusztig varieties

in G{B. Moreover, the additional assumption regarding the existence of a rational Levi

complement translates into the equation

w´1Iw “ F pIq, (*)

which is a compatibility condition between the parameters w and I. The variety XIpwq is

defined over Fqι , where ι is the least integer such that F ιpIq “ I and F ιpwq “ w.

Proposition 1. For I Ă S and w P IWF pIq, we have

dimXIpwq “ �pwq `dimG{PIXwF pIqw´1 ´dimG{PI .

Let us introduce a few more notations. If I,I 1 Ă S, the generalized Bruhat decomposition

implies that the G-orbits for the diagonal action on G{PI ˆG{PI 1 are given by

OI,I 1 pwq :“ tpgPI ,hPI 1 q |g´1h P PIwPI 1u

for w P IWI 1
. The Deligne–Lusztig variety XIpwq can be seen as the intersection of

OI,F pIqpwq with the graph of the Frobenius F : G{PI Ñ G{PF pIq. This intersection is

transverse (see [2, Lem. 9.11], the proof deals with the case I “ H, but it generalizes to

any I.) Thus, the proposition is a consequence of the following lemma and the fact that

dimPI “ dimPF pIq.

Lemma 2. For I,I 1 Ă S and w P IWI 1
, we have

dimOI,I 1 pwq “ �pwq `dimG{PIXwI 1w´1 .

Proof. Recall that for I Ă S, the standard parabolic subgroup of type I decomposes as a

union of Bruhat cells PI “ BWIB, and any Bruhat cell BwB has dimension dimB`�pwq.

Therefore, dimPI “ dimB`�pIq where �pIq denotes the maximal length of elements of WI .

Let I,I 1 and w be as in the lemma. Consider the first projection OI,I 1 pwq Ñ G{PI , which is
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a surjective morphism with fibers isomorphic to PIwPI 1{PI 1 . It is flat since G Ñ G{PI is

faithfully flat, and the pullback OI,I 1 pwq ˆG{PI
G is isomorphic to GˆPIwPI 1{PI 1 , which

is flat over G. We have

PIwPI 1 “ BWIBwBWI 1B “ BWIwWI 1B;

therefore, the dimension of a fiber is given by

dimPIwPI 1 {PI 1 “ dimPIwPI 1 ´dimPI 1 “ max
vPWIwWI1

�pvq ´ �pI 1
q.

Since w is I -reduced-I 1, according to [4, Lem. 3.2.2], any element v P WIwWI 1 can uniquely

be written as v “ xwy such that x P WI ,y P WI 1 and xw is reduced-I 1. In particular,

�pvq “ �pxq ` �pwq ` �pyq. It follows that

max
vPWIwWI1

�pvq “ �pwq ` max
xPWIXWI1w´1

�pxq ` �pI 1
q.

We prove that WI XWI 1
w´1 “ WI XWIXwI 1w´1

.

Let x P WI XWI 1
w´1, and we show that x is reduced-pI XwI 1w´1q. Let s P I XwI 1w´1,

so that we can write s “ wtw´1 for some t P I 1. Then xsw “ xwt. Since xs P WI and w

is I -reduced, the left-hand side has length �pxsq ` �pwq. On the other hand, since t P I 1

and xw is reduced-I 1, the right-hand side has length �pxwq`1 “ �pxq`�pwq`1. Therefore,

�pxsq “ �pxq `1 as expected.

For the other inclusion, let y P WI XWIXwI 1w´1

. We show that yw is reduced-I 1. Toward

a contradiction, assume that �pywtq ă �pywq for some t P I 1. Let y “ s1 . . . sr and w “ u1 . . .ur1

be reduced expressions, respectively, of y and of w, with the si in I and the uj in S. Since

w is I -reduced, the concatenation of both reduced expressions give a reduced expression of

yw. By the exchange condition (see [4, Th. 2.1.2]), we have

ywt “ s1 . . . psi . . . srw or yu1 . . . puj . . .ur1

for some 1 ď i ď r or 1 ď j ď r1, where p̈ denotes the product with one omitted term. The

second case is impossible, since after simplifying y it would contradict the fact that w is

reduced-I 1. Let us write s :“ y´1s1 . . . psi . . . sr P WI , so that we have wt “ sw. The left-hand

side has length �pwq`1, and the right-hand side has length �psq`�pwq. It follows that s P I

has length 1. Therefore, s“wtw´1 P IXwI 1w´1. Eventually, we have �pysq “ �pyq`1 since y

is reduced-pIXwI 1w´1q. This is absurd, because ys“ s1 . . . psi . . . sr has length r´1“ �pyq´1.

To conclude the proof, we recall the following general fact. If pW,Sq is a Coxeter system

and K Ă S, then the product map WK ˆWK
„

ÝÑ W sending pwK ,wKq to wKwK is a

bijection. In particular, we have

max
wPW

�pwq “ max
wKPWK

�pwK
q ` max

wKPWK

�pwKq.

We apply this to the Coxeter system pWI , Iq and K “ I XwI 1w´1. It follows that

max
xPWIXWI1w´1

�pxq “ max
xPWIXWIXwI1w´1

�pxq “ �pIq ´ �pI XwI 1w´1
q.

Putting things together, we have proved that

dimOI,I 1 pwq “ dimG{PI `dimPIwPI 1{PI 1

“ dimG´dimB´ �pIq ` max
vPWIwWI1

�pvq ´ �pI 1
q
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“ dimG´dimB´ �pIq ` �pwq ` max
xPWIXWI1w´1

�pxq

“ dimG´dimB´ �pI XwI 1w´1
q ` �pwq

“ dimG{PIXwI 1w´1 ` �pwq.

Remark 3. In [15, §4.4], the formula given by the authors for the dimension of OI,I 1pwq,

and as a consequence for the Deligne–Lusztig variety XIpwq as well, contained a mistake.

Let d be a nonnegative integer, and let V be a p2d` 1q-dimensional Fq2-vector space.

Let p¨, ¨q : V ˆV Ñ Fq2 be a nondegenerate Hermitian form on V. This Hermitian structure

on V is unique up to isomorphism. In particular, we may once and for all fix a basis B
of V in which p¨, ¨q is described by the square matrix 9w0 of size 2d` 1, having 1 on the

anti-diagonal and 0 everywhere else. If k is a perfect field extension of Fq2 , we may extend

the pairing to Vk :“ V bFq2
k by setting

pvbx,wbyq :“ xyσpv,wq P k

for all v,w P V and x,y P k. If U is a subspace of Vk, we denote by UK its orthogonal, which

is the subspace of all vectors x P Vk such that px,Uq “ 0. Let J denote the finite group

of Lie type UpV,p¨, ¨qq. It is defined as the group of F -fixed points of J :“ GLpV qF with F

a nonsplit Frobenius morphism. Using the basis B, the group J is identified with GL2d`1

with Fq-structure induced by the Frobenius morphism F pMq :“ 9w0pM pqqq´t 9w0, where M
pqq

denotes the matrix M having all coefficients raised to the power q. We may then identify

J with the usual finite unitary group U2d`1pqq. The pair pT,Bq consisting of the maximal

torus of diagonal matrices and the Borel subgroup of upper-triangular matrices is F -stable.

The Weyl system of pT,Bq may be identified with pS2d`1,Sq in the usual manner, where

S is the set of simple transpositions si :“ pi i`1q for 1 ď i ď 2d. Under this identification,

the Frobenius acts on W as the conjugation by the element w0, characterized for having

the maximal length. It satisfies w0piq “ 2d`2´ i, and a natural representative of w0 in the

normalizer of T is no other than 9w0. Since w0 has order 2, the action of the Frobenius on

W is involutive. It also preserves the simple reflexions with the formula F psiq “ s2d`1´i.

We define the following subset of S:

I :“ ts1, . . . , sd, sd`2, . . . , s2du “ Sztsd`1u.

We have F pIq “ Sztsdu ­“ I. We consider the generalized Deligne–Lusztig variety XIpidq.

It corresponds to the variety denoted YΛ in [15, §4.5]. It has dimension d, and it does not

satisfy the compatibility condition (*). According to [15, Lem. 4.5], we have the following.

Proposition 4. The variety XIpidq is defined over Fq2 , and it is projective, smooth,

geometrically irreducible of dimension d.

Although the proposition in [15] is only stated in the case q “ p, the arguments carry over

to general q. The geometric irreducibility is a consequence of the criterion proved in [1].

Remark 5. As mentioned above, the dimension formula for generalized Deligne–Lusztig

varieties in [15] contains a mistake. For example, we may consider the Deligne–Lusztig

variety XIps2s1q for U3pFqq with I “ ts1u. It satisfies (*) so that dimXIps2s1q “ �ps2s1q “ 2

according to [3]. However, we have PIXF pIq “ B and dimG{B “ 3, whereas dimG{PI “ 2,

so that the formula of [15] says that XIps2s1q would be of dimension 2`3´2 “ 3.
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Nonetheless, the formula of [15] does give the correct result in the case of XIpidq. It is

because for w “ id, we have IXwF pIqw´1 “ IXF pIq. Therefore, the validity of the authors’

work is not affected in any way.

Rational points of Deligne–Lusztig varieties associated with a unitary group U over Fq

can be described in terms of vectorial flags, in a certain relative position with respect to

their image by the Frobenius. Let k be a perfect field extension of Fq2 . According to [14,

Lem. 2.12], the Frobenius acts on a flag F in Vk by sending it to its orthogonal flag FK.

Explicitly, we have

F : t0u Ă F1 Ă ¨¨ ¨ Ă Fr Ă Vk,

FK : t0u Ă FK
r Ă ¨¨ ¨ Ă FK

1 Ă Vk.

Here, given our choice of I, a k -rational point of XIpidq corresponds to a flag of the type

F : t0u Ă U Ă Vk

with U having dimension d` 1, and which is of relative position id with respect to FK.

This precisely means that U must contain UK.

Proposition 6. The k-rational points of XIpidq are given by

XIpidqpkq » tU Ă Vk | dimU “ d`1 and UK
Ă Uu.

In [15, §5.3], the authors defined the Ekedahl–Oort stratification on the Deligne–Lusztig

variety XIpidq. By [15, Cor. 5.12], it turns out that each stratum is itself isomorphic to a

Deligne–Lusztig variety which is not generalized. For 0 ď t ď d, we define the subset

It :“ ts1, . . . , sd´t´1, sd`t`2, . . . , s2du Ă S.

It consists of all 2d simple reflexions in S, except that we removed the 2t` 2 ones in the

middle. Thus, it has cardinality 2pd´ t´ 1q. In particular, it is empty for t “ d or d´ 1.

We also define the cycle wt :“ pd ` t ` 1 d ` t . . . d ` 1q. Its decomposition into simple

reflexions is wt “ sd`1 . . . sd`t. When t “ 0, it is the identity. We note that even though

Id “ Id´1 “ H, we still have wd ­“ wd´1. One may check that F pItq “ It and that wt belongs

to ItWIt . Moreover, the compatibility condition (*) is satisfied for the pair pIt,wtq. Indeed,

the reduced decomposition for wt does not use any simple reflexion that is adjacent to those

in It. By [15, §3.3 and §5.3], we have the following result.

Proposition 7. The Deligne–Lusztig variety XItpwtq is defined over Fq2 and has

dimension t. There is a natural immersion XItpwtq ãÑ XIpidq inducing a stratification

XIpidq “
ğ

0ďtďd

XItpwtq.

The closure of the stratum XItpwtq is the union of all the strata XIspwsq for s ď t.

Following the proof of Theorem 2.15 of [14], we can describe the stratification at the level

of rational points. Let k be a perfect field extension of Fq2 . By the choice of It, a k -point

of XItpwtq is a flag

F : t0u Ă F´t´1 Ă ¨¨ ¨ Ă F´1 Ă F1 Ă ¨¨ ¨ Ă Ft`1 Ă Vk
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with dimpF´iq “ d` 1´ i and dimpFiq “ d` i for 1 ď i ď t` 1, and which is in relative

position wt with respect to FK. It means that we have a diagram of the following type.

F : F´t´1 Ă ¨¨ ¨ Ă F´1 Ă F1 Ă F2 Ă ¨¨ ¨ Ă Ft Ă Ft`1

FK : FK
t`1 Ă ¨¨ ¨ Ă FK

1 Ă τpF1q Ă τpF2q Ă ¨ ¨ ¨ Ă τpFtq Ă τpFt`1q

{ { {
Here, τ :“ σ2 ¨ id is an Fq2-linear automorphism of Vk, and it satisfies τpUq “ pUKqK

for every subspace U Ă pVΛqk. This diagram implies that τpFiq “ Fi´1 ` τpFi´1q for all

2 ď i ď t`1. This rewrites as Fi “ Fi´1 ` τ´1pFi´1q. We deduce that

Fi “

i´1
ÿ

l“0

τ´l
pF1q

for all 1 ď i ď t` 1. Thus, the whole flag is determined by the subspace F1, which has

dimension d` 1 and contains its orthogonal. The immersion XItpwtq ãÑ XIpidq maps the

flag F to F1.

Conversely, a k -point of XIpidq is given by a subspace U Ă Vk of dimension d ` 1

containing its orthogonal. For i ě 1, we define

Fi :“
i´1
ÿ

l“0

τ´1
pUq Ă Vk.

Then pFiqiě1 is a nondecreasing sequence of subspaces of Vk. Let t be the smallest integer

such that Ft`1 “ Ft`2. It follows that 0 ď t ď d and that t is also the smallest integer

such that Ft`1 “ τpFt`1q. Moreover, the orthogonal UK has dimension d, and we have

UK Ă U , so that UK Ă pUKqK “ τpUq. In particular, if t ą 0, then U X τpUq “ UK. Thus,

we have dimpF2q “ d`2. Similarly, we have dimpFiq “ d` i for all 1 ď i ď t`1. By setting

F´i :“ FK
i , we obtain a flag F that is the k -rational point of XItpwtq associated with U.

The Deligne–Lusztig varieties XItpwtq are related to Coxeter varieties for smaller unitary

groups as we now explain. We define

Kt :“ ts1, . . . sd´t´1, sd´t`1, . . . , sd`t, sd`t`2, . . . , s2du “ Sztsd´t, sd`t`1u.

The set Kt is obtained from It by adding the 2t simple reflexions in the middle. It has

cardinality 2d´ 2 and satisfies F pKtq “ Kt. We have It Ă Kt with equality if and only if

t “ 0.

Proposition 8. There is a U2d`1pqq-equivariant isomorphism

XItpwtq » U2d`1pqq{UKt ˆLKt
X

LKt

It
pwtq,

where X
LKt

It
pwtq is a Deligne–Lusztig variety for LKt. The zero-dimensional variety

U2d`1pqq{UKt has a left action of U2d`1pqq and a right action of LKt.

Proof. This is an application of [3, Prop. 7.19], which is the geometric identity behind

the transitivity of the Deligne–Lusztig functors. It applies to the varieties XItpwtq because

they satisfy the compatibility condition (*), as well as the following conditions: Kt contains

It, it is stable by the Frobenius, and wt belongs to the parabolic subgroup WKt » Sd´t ˆ

S2t`1 ˆSd´t Ă S2d`1.
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The Levi complement LKt is isomorphic to the product GLd´t ˆ GL2t`1 ˆGLd´t as

a reductive group over F. Given a matrix M “ diagpA,C,Bq P LKt , we have F pMq “

diagpF pBq,F pCq,F pAqq, where we still denote by F the Frobenius morphism for smaller

linear groups. Writing H for the product of the two GLd´t factors, we have LKt »

H ˆ GL2t`1 and both factors inherit an Fq-structure by means of F. We have LKt »

GLd´tpq
2q ˆ U2t`1pqq, the first factor corresponding to H. The Weyl group of LKt is

isomorphic to WH ˆS2t`1 where WH » Sd´t ˆSd´t is the Weyl group of H. Via this

decomposition, the permutation wt corresponds to idˆ Ăwt, where Ăwt is the restriction of wt

to td´t`1, . . . ,d`t`1u. Similarly, the set of simple reflexions S decomposes as SH\ rS, the

second term corresponding to the simple reflexions in S2t`1. Then, we have It “ SH \ H.

The Deligne–Lusztig variety for LKt decomposes accordingly as the following product:

X
LKt

It
pwtq “ XH

SH
pidq ˆX

U2t`1pqq

H
pĂwtq.

The variety XH
SH

pidq is just a point, whereas X
U2t`1pqq

H
pĂwtq is a Deligne–Lusztig variety for

the unitary group of size 2t`1. We observe that the permutation Ăwt is a Coxeter element in

S2t`1, that is, the product of exactly one simple reflexion for each orbit of the Frobenius.

Deligne–Lusztig varieties attached to Coxeter elements are called Coxeter varieties, and

their cohomology with coefficients in Q� where � is a prime number different from p are

well understood thanks to the work of Lusztig in [10]. Before stating his results, we recall

parts of the representation theory of finite unitary groups.

§2. Irreducible unipotent representations of the finite unitary group

In this section, we recall the classification of the irreducible unipotent representations of

the finite unitary group and we explain the underlying combinatorics. For w P W, let 9w

be a representative of w in the normalizer NGpTq of T. By the Lang-Steinberg theorem,

one can find g P G such that 9w “ g´1F pgq. Then gT :“ gTg´1 is another F -stable maximal

torus, and w P W is said to be the type of gT with respect to T. Every F -stable maximal

torus arises in this manner. According to [2, Cor. 1.14], the G-conjugacy class of gT only

depends on the F -conjugacy class of the image w of the element g´1F pgq P NGpTq in the

Weyl group W. Here, two elements w and w1 in W are said to be F -conjugates if there

exists some element u P W such that w “ uw1F puq´1. For every w P W, we fix Tw an F -

stable maximal torus of type w with respect to T. The Deligne–Lusztig induction of the

trivial representation of Tw is the virtual representation of G defined by the formula

Rw :“
ÿ

iě0

p´1q
iHi

cpXHpwqq.

According to [2, Th. 1.6], the virtual representation Rw only depends on the F -conjugacy

class of w in W. An irreducible representation of G is said to be unipotent if it occurs in

Rw for some w P W. The set of isomorphism classes of unipotent representations of G is

usually denoted EpG,1q following Lusztig’s notations.

Assume that the Coxeter graph of the reductive group G is a union of subgraphs of type

Am (for various m). Let |W be the set of isomorphism classes of irreducible representations

of its Weyl group W. The action of the Frobenius F on W induces an action on |W, and we

consider the fixed point set |WF . Then, [12, Th. 2.2] establishes the following classification.
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Theorem 9. There is a bijection between |WF and the set of isomorphism classes of

irreducible unipotent representations of G “ GF .

We recall how the bijection is constructed. If V P |WF is an irreducible F -stable

representation of W, according to [12], there is a unique automorphism rF of V of finite

order such that

RpV q :“
1

|W|

ÿ

wPW

Tracepw ˝ rF |V qRw

is an irreducible representation of G. Then the map V ÞÑ RpV q is the desired bijection.

In the case G “ GLn with the Frobenius morphism F being either standard or twisted

(i.e., G “ GLnpqq or Unpqq), we have an equality |WF “ |W. Moreover, the automorphism
rF is the identity in the former case and multiplication by w0 on the latter, where w0

is the element of maximal length in W. Thus, in both cases, the irreducible unipotent

representations of G are classified by the irreducible representations of the Weyl group W »

Sn, which in turn are classified by partitions of n or equivalently by Young diagrams. We

now recall the underlying combinatorics behind the representation theory of the symmetric

group. A general reference is [9].

A partition of n is a tuple λ “ pλ1 ě ¨¨ ¨ ě λrq with r ě 1, and the λi’s are positive

integers such that λ1 ` ¨¨ ¨ ` λr “ n. The integer n is called the length of the partition,

and it is also denoted by |λ|. If a partition has a series of repeating integers, it is common

to write it shortly with an exponent. For instance, the partition p3,3,2,2,1q of 11 will be

denoted p32,22,1q. Partitions of n are naturally identified with Young diagrams of size n.

The diagram attached to λ has r rows consisting successively of λ1, . . . ,λr boxes.

To any partition λ of n, one can naturally associate an irreducible representation χλ of

the symmetric group Sn. An explicit construction is given, for instance, by the notion of

Specht modules as explained in [9, §7.1]. In particular, the character χpnq is trivial, whereas

the character χp1nq is the signature.

We recall the Murnaghan–Nakayama rule, which gives a recursive formula to evaluate

the characters χλ. We first need to introduce skew Young diagrams. Consider a pair λ and

μ of two partitions, respectively, of integers n`k and k. Assume that the Young diagram of

μ is contained in the Young diagram of λ. By removing the boxes corresponding to μ from

the diagram of λ, one finds a shape consisting of n boxes denoted by λzμ. Any such shape

is called a skew Young diagram of size n. It is said to be connected if one can go from a

given box to any other by moving in a succession of adjacent boxes.

For example, consider the partition λ “ p32,22,1q and let us define the partitions μ1 “

p22q, μ2 “ p3,12q, and μ3 “ p2,1q. The diagrams below correspond, from left to right, to the

skew Young diagrams λzμi for i “ 1,2,3.
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The skew Young diagram λzμ1 is not connected, whereas the others are connected. A

skew Young diagram is said to be a border strip if it is connected and if it does not contain

any 2ˆ2 square. The height of a border strip is defined as its number of rows minus 1. For

instance, among the three skew Young diagrams above, only λzμ2 is a border strip. Its size

is 6, and its height is 3.

The characters χλ are class functions, so we only need to specify their values on conjugacy

classes of the symmetric group Sn. These conjugacy classes are also naturally labeled by

partitions of n. Indeed, up to ordering any permutation, σ PSn can be uniquely decomposed

as a product of r ě 1 cycles c1, . . . , cr with disjoint supports. We denote by νi the cycle length

of ci, and we order them so that ν1 ě ¨¨ ¨ ě νr. We allow cycles to have length 1, so that the

union of the supports of all the ci’s is t1, . . . ,nu. Thus, we obtain a partition ν “ pν1, . . . ,νrq

of n, which is called the cycle type of the permutation σ. Two permutations are conjugates

in Sn if and only if they share the same cycle type. We denote by χλpνq the value of the

character χλ on the conjugacy class labelled by ν.

Theorem 10. Let λ and ν be two partitions of n. We have

χλpνq “
ÿ

S

p´1q
htpSqχλzSpνzν1q,

where S runs over the set of all border strips of size ν1 in the Young diagram of λ, such

that removing S from λ gives again a Young diagram. Here, the integer htpSq P Zě0 is the

height of the border strip S, the Young diagram λzS is the one obtained by removing S from

λ, and νzν1 is the partition of n´ν1 obtained by removing ν1 from ν.

Applying the Murnaghan–Nakayama rule in successions results in the value of χλpνq.

We see, in particular, that χpnq is the trivial character, whereas χp1nq is the signature. We

illustrate the computations with λ “ p32,22,1q and ν “ p42,3q. There are only two eligible

border strips of size 4 in the diagram of λ, as marked below.

ˆ

ˆ ˆ

ˆ

and
ˆ ˆ

ˆ

ˆ

Both border strips have height 2. Thus, the formula gives

χp32,22,1qp4
2,3q “ χp32,1qp4,3q `χp3,14qp4,3q.

In each of the two Young diagrams obtained after removal of the border strips, there is

only one eligible strip of size 4, and eventually the three last remaining boxes form the final

border strip of size 3.
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ˆ ˆ ˆ

ˆ

ùñ
ˆ ˆ ˆ

ˆ

ˆ

ˆ

ˆ

ùñ
ˆ ˆ ˆ

Taking the heights of the border strips into account, we find

χp32,1qp4,3q “ ´χp3qp3q “ ´χH “ ´1, χp3,14qp4,3q “ ´χp3qp3q “ ´χH “ ´1.

Here, H denotes the empty partition. The computation finally gives χp32,22,1qp4
2,3q “ ´2.

The irreducible unipotent representation of Unpqq (resp. GLnpqq) associated with χλ by

the bijection of Theorem 9 is denoted by ρUλ (resp. ρGL
λ ). The partition pnq corresponds to

the trivial representation and p1nq to the Steinberg representation in both cases. We will

omit the superscript when the group we are talking about is clear from the context. The

degrees of the representations ρGL
λ and ρUλ are given by expressions known as hook formula.

Given a box � in the Young diagram of λ, its hook length hp�q is 1 plus the number of

boxes lying below it or on its right. For instance, in the following figure, the hook length of

every box of the Young diagram of λ “ p32,22,1q has been written inside it.

7 5 2

6 4 1

4 2

3 1

1

Proposition 11. Let λ “ pλ1 ě ¨¨ ¨ ě λrq be a partition of n. The degrees of the

irreducible unipotent representations ρGL
λ and ρUλ (resp. of GLnpqq and Unpqq) are given

by the following formulas:

degpρGL
λ q “ qapλq

śn
i“1 q

i ´1
ś

�Pλ q
hp�q ´1

, degpρUλ q “ qapλq

śn
i“1 q

i ´ p´1qi

ś

�Pλ q
hp�q ´ p´1qhp�q

,

where apλq “
řr

i“1pi´1qλi.

We recall from [6, §3.1 and §3.2] some definitions on classical Harish-Chandra theory. A

parabolic subgroup of G is a subgroup P Ă G such that there exists an F -stable parabolic

subgroup P of G with P “ PF . A Levi complement of G is a subgroup L Ă G such that

there exists an F -stable Levi complement L of G, contained inside some F -stable parabolic

subgroup, such that L “ LF . Any parabolic subgroup P of G has a Levi complement L.

Let U “ UF be the F -fixed points of the unipotent radical U of P. The Harish-Chandra

induction and restriction functors are defined by the following formulas.
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RG
LĂP : ReppLq Ñ ReppGq

˚RG
LĂP : ReppGq Ñ ReppLq

σ ÞÑ CrG{U s bCrLs σ ρ ÞÑ HomGpCrG{U s,ρq

Here, ReppGq is the category of complex representations of G, and similarly for ReppLq.

These two functors are adjoint, and up to isomorphism, they do not depend on the choice of

the parabolic subgroup P containing the Levi complement L. For this reason, we will denote

the functors RG
L and ˚RG

L instead. An irreducible representation of G is called cuspidal if its

Harish-Chandra restriction to any proper Levi complement is zero. We consider pairs pL,Xq

where L is a Levi complement of G and X is an irreducible representation of L. We define

an order on the set of such pairs by setting pL,Xq ď pM,Y q if L Ă M and if X occurs in

the Harish-Chandra restriction of Y to L. A pair is said to be cuspidal if it is minimal with

respect to this order, in which case X is a cuspidal representation of L. If pL,Xq is a cuspidal

pair, we will denote by rL,Xs its conjugacy class under G. Given a cuspidal pair pL,Xq of

G, its associated Harish-Chandra series EpG,pL,Xqq is defined as the set of isomorphism

classes of irreducible constituents in the induction of X to G. Each series is nonempty. Two

of them are either disjoint or equal, the latter occurring if and only if the two cuspidal pairs

are conjugates in G. Thus, the series are indexed by the conjugacy classes rL,Xs of cuspidal

pairs. Moreover, the isomorphism class of any irreducible representation of G belongs to

some Harish-Chandra series. Thus, Harish-Chandra series form a partition of the set of

isomorphism classes of irreducible representations of G. If ρ is an irreducible representation

of G, the conjugacy class rL,Xs corresponding to the series to which ρ belongs is called

the cuspidal support of ρ. If T denotes a maximal torus in G, then the series EpG,pT,1qq is

called the unipotent principal series of G.

For the general linear group GLnpqq, there is no unipotent cuspidal representation

unless n “ 1, in which case the trivial representation is cuspidal. Moreover, the unipotent

representations all belong to the principal series. The situation for the unitary group is

very different. First, by [11, Prop. 9.2 and Prop. 9.4], there exists an irreducible unipotent

cuspidal representation of Unpqq if and only if n is an integer of the form n “
xpx`1q

2

for some x ě 0, and when that is the case it is the one associated with the partition

Δx :“ px,x´1, . . . ,1q, whose Young diagram has the distinctive shape of a reversed staircase.

Here, as a convention, U0pqq denotes the trivial group.

For example, here are the Young diagrams of Δ1,Δ2, and Δ3. Of course, the one of Δ0

is the empty diagram.

Furthermore, the unipotent representations decompose nontrivially into various Harish-

Chandra series, as we recall from [6, §4.3]. We consider an integer x ě 0 such that

n decomposes as n “ 2a `
xpx`1q

2 for some a ě 0. We also consider the standard Levi

complement Lx »GL1pq2qaˆUxpx`1q
2

pqq, which corresponds to the choice of simple reflexions

sa`1, . . . , sn´a´1. We write ρx for the inflation of ρUΔx
to an irreducible representation of

Lx. Then EpUnpqq,1q decomposes as the disjoint union of all the Harish-Chandra series

https://doi.org/10.1017/nmj.2022.39 Published online by Cambridge University Press

https://doi.org/10.1017/nmj.2022.39


COHOMOLOGY OF THE BT STRATA IN THE UNRAMIFIED UNITARY RZ SPACE OF SIGNATURE (1, n´ 1)483

EpUnpqq,pLx,ρxqq for all possible choices of x. With these notations, the principal unipotent

series corresponds to x“ 0 if n is even and to x“ 1 if n is odd. Given an irreducible unipotent

representation ρλ of Unpqq, there is a combinatorial way of determining the Harish-Chandra

series to which it belongs. We consider the Young diagram of λ. We call domino any pair of

adjacent boxes in the diagram. It may be either vertical or horizontal. We remove dominoes

from the rim of the diagram of λ so that the resulting shape is again a Young diagram, until

one cannot proceed further. This process results in the Young diagram of the partition Δx

for some x ě 0, and it is called the 2-core of λ. It does not depend on the successive choices

for the dominoes. Then, the representation ρλ belongs to the series EpUnpqq,pLx,ρxqq if and

only if λ has 2-core Δx.

For instance, the diagram λ “ p32,22,1q has 2-core Δ1, as it can be determined by the

following steps. We put crosses inside the successive dominoes that we remove from the

diagram. Thus, the unipotent representation ρλ of U11pqq belongs to the unipotent principal

series EpU11pqq,pL1,ρ1qq.

ˆ

ˆ

ùñ

ˆ ˆ

ùñ

ˆ

ˆ

ùñ

ˆ ˆ

ùñ ˆ

ˆ

ùñ

§3. Computing Harish–Chandra induction of unipotent representations in the

finite unitary group

We recall from [6, §3.2] how Harish-Chandra induction of unipotent representations can

be explicitly computed. Let W “ WF be the Weyl group of G. It is still a Coxeter group,

whose set of simple reflexions S is identified with the set of F -orbits on S. Let pL,Xq be

a cuspidal pair of G. The relative Weyl group of L is given by WGpLq :“ NGpLqF {L Ă W .

The relative Weyl group of the pair pL,Xq, also called the ramification group of X in [8], is

the subgroup WGpL,Xq of WGpLq consisting of elements w such that wX » X, where wX

denotes the representation wXpgq :“ Xpwgw´1q of L. It is yet again a Coxeter group if G

has a connected center or if X is unipotent. Theorem 3.2.5 of [6] establishes an isomorphism

between the endomorphism algebra of the induced representation RG
L pXq and the complex

group ring of the ramification groupWGpL,Xq. In particular, this gives an bijection between

the Harish-Chandra series EpG,pL,Xqq and the set IrrpWGpL,Xqq of isomorphism classes

of irreducible complex characters of WGpL,Xq. These bijections for G and for various Levi

complements in G can be chosen to be compatible with Harish-Chandra induction. This is

known as Howlett and Lehrer’s comparison theorem, which was proved in (see also [6, Th.

3.2.7]).

Theorem 12. Let pL,Xq be a cuspidal pair for the finite group of Lie type G. For
every Levi complement M in G containing L, the bijection between IrrpWM pL,Xqq and
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EpM,pL,Xqq can be taken so that the diagrams

ZEpG,pL,Xqq ZIrrpWGpL,Xqq

ZEpM,pL,Xqq ZIrrpWM pL,Xqq

„

„

RG
M Ind

ZEpG,pL,Xqq ZIrrpWGpL,Xqq

ZEpM,pL,Xqq ZIrrpWM pL,Xqq

„

˚RG
M Res

„

are commutative. Here, Ind and Res on the right-hand side of the diagrams are the classical

induction and restriction functors for representations of finite groups.

In other words, computing Harish-Chandra induction and restrictions of representations

in G can be entirely done at the level of the associated Coxeter groups. In order to

use this statement for unitary groups, we need to make the horizontal arrows explicit

and to understand the combinatorics behind induction and restriction of the irreducible

representations of the relevant Coxeter groups. This has been explained consistently in [5]

for classical groups.

We focus on the case of the unitary group. Let x ě 0 such that n “ 2a`
xpx`1q

2 for some

a ě 0. We consider the cuspidal pair pLx,ρxq with Lx “ GL1pq2qa ˆUxpx`1q
2

pqq. The relative

Weyl group WUnpqqpLxq is isomorphic to the Coxeter group of type Ba, which is usually

denoted by Wa. Indeed, the Weyl group WUnpqqpLxq admits a presentation by elements

σ1, . . . ,σa´1 and θ of order 2 satisfying the relations

θσ1θσ1 “ σ1θσ1θ, θσi “ σiθ, @ 2 ď i ď m´1,

σiσi`1σi “ σi`1σiσi`1, σiσj “ σjσi, @ |i´ j| ě 2.

Explicitly, the element σi is represented by the permutation matrix of the double

transposition pi i`1qpn´i n´i`1q and the element θ by the matrix of the transposition

p1 nq, all of which belong toNUnpqqpLxq. This presentation coincide with the Coxeter group

Wa of type Ba (see in [7, §1.4.1]). Moreover, the ramification group WUnpqqpLx,ρxq is equal

to the whole of WUnpqqpLxq » Wa. The identification between the ramification group and

the Coxeter group Wa is naturally induced by the isomorphism between the absolute Weyl

group W and the symmetric group Sn. In order to proceed further, we need to explain the

representation theory of the group Wa. For 1 ď i ď a´ 1, we define θi “ σi . . .σ1θσ1 . . .σi.

In particular, θ0 “ θ. Following [7, §3.4.2], we define signed blocks to be elements of the

following form. Given k ě 0 and e ě 1 such that k ` e ď a, the positive (resp. negative)

block of length e starting at k is

b`
k,e :“ σk`1σk`2 . . .σk`e´1, b´

k,e :“ θkσk`1σk`2 . . .σk`e´1.

A bipartition of a is an ordered pair pα,βq where α is a partition of some integer 0 ď j ď a

and β is a partition of a´ j. Given a bipartition pα,βq of a and writing α “ pα1, . . . ,αrq

and β “ pβ1, . . . ,βsq, we define the element

wα,β :“ b´
k1,β1

. . . b´
ks,βs

b`
ks`1,α1

. . . b`
ks`r,αr

,

where k1 “ 0, ki`1 “ ki `βi if 1 ď i ď s, and ki`1 “ ki `αi´s if s` 1 ď i ď s` r ´ 1. In

particular, we have kr`s ` αr “ a. According to [7, Prop. 3.4.7], the conjugacy classes

in Wa are labeled by bipartitions of a, and a representative of minimal length of the

conjugacy class corresponding to the bipartition pα,βq is given by wα,β. Thus, the irreducible

representations of Wa can be labeled by bipartitions of a as well. An explicit construction of
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these irreducible representations is given in [7, §5.5]. We will not recall it; however, we may

again give a method to compute the character values, similar to the Murnaghan–Nakayama

formula. The character of the irreducible representation of Wa associated in [7] with the

bipartition pα,βq of a will be denoted χα,β . If pγ,δq is another bipartition of a, we denote

by χα,βpγ,δq the value of the character χα,β on the conjugacy class of Wa labeled by pγ,δq.

One can think of a bipartition pα,βq of a as an ordered pair of two Young diagrams of

combined size a. A border strip of a bipartition pα,βq is a border strip either of the partition

α or of β. The height of a border strip is defined in the same way.

Theorem 13. Let pα,βq and pγ,δq be two bipartitions of a. If γ ­“ H, let ε “ 1 and let

x be the last integer in the partition γ. If γ “ H, let ε “ ´1 and let x be the last integer of

the partition δ. We have

χα,βpγ,δq “
ÿ

S

p´1q
htpSqεfSχpα,βqzSppγ,δqzxq,

where S runs over the set of all border strips of size x in the bipartition pα,βq, such that

removing S from pα,βq gives again a pair of Young diagrams. Here, the pair of Young

diagrams pα,βqzS is the one obtained after removing S, and pγ,δqzx is the bipartition

obtained by removing x from pγ,δq. Eventually, the integer fS is 0 if S is a border strip

of α, and it is 1 if S is a border strip of β.

Applying this formula in successions results in the value of χpα,βqpγ,δq. In particular, one

sees that χpaq,H is the trivial character and that χH,p1aq is the signature character of Wa.

We illustrate the computations with pα,βq “ pp3,12q,p4,2qq and pγ,dq “ pp4q,p5,2qq. There

is only eligible border strip of size 4 in the pair of diagrams pα,βq, as marked below.

,
ˆ ˆ ˆ

ˆ

This border strip S has height 1. It was taken in the diagram of β, so fS “ 1. Since

γ ­“ H, we have ε “ 1. Applying the formula, we obtain

χp3,12q,p4,2qpp4q,p5,2qq “ ´χp3,12q,p12qpH,p5,2qq.

We are now looking for border strips of size 2 in the pair of diagrams of the bipartition

p3,12q,p12q. Three of them are eligible, as marked below.

,
ˆ

ˆ
and

ˆ ˆ

, and ˆ

ˆ

,

These three border strips have respective heights 1,0, and 1. The corresponding values

of fS are, respectively, 1, 0, and 0. Moreover, the partition γ is now empty, so ε “ ´1. The
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formula gives

χp3,12q,p12qpH,p5,2qq “ χp3,12q,HpH,p5qq `χp13q,p12qpH,p5qq ´χp3q,p12qpH,p5qq.

In the bipartitions pp13q,p12qq and pp3q,p12qq, there is no border strip of size 5 at all. Thus,

the formula tells us that the corresponding character values are 0. On the other hand, the

bipartition pp3,12q,Hq consists of a single border strip of size 5 and height 2. The formula

gives

χp3,12q,HpH,p5qq “ χH “ 1.

Putting things together, we deduce that χp3,12q,p4,2qpp4q,p5,2qq “ ´1.

We may now describe the horizontal arrows in Theorem 12 for the unitary group.

To do this, we need an alternate labeling of the irreducible unipotent representations of

the unitary group. We refer to [5] for the details. The new labeling of the irreducible

unipotent representations of Unpqq involves triples of the form pΔx,α,βq where x is a

nonnegative integer such that n “ 2a`
xpx`1q

2 for some integer a ě 0, and where pα,βq is

a bipartition of a. The corresponding representation will be denoted ρΔx,α,β. With this

labeling, the unipotent Harish-Chandra series EpUnpqq,pLx,ρxqq consists precisely of all

the representations ρΔx,α,β with pα,βq varying over all bipartitions of a. The bijection

ZEpUnpqq,pLx,ρxqq
„

ÝÑ ZIrrpWUnpqqpLx,ρxqq involved in the Comparison theorem simply

sends ρΔx,α,β to χα,β. Here, we made use of the identification WUnpqqpLx,ρxq » Wa.

More generally, if M is a standard Levi complement in Unpqq containing Lx, we may

write M » Ubpqq ˆGLa1pq2q ˆ ¨ ¨ ¨ ˆGLarpq2q where n “ 2pa1 ` ¨¨ ¨ `arq ` b and b ě
xpx`1q

2 .

The irreducible unipotent representations of M in the Harish-Chandra series EpM,pLx,ρxqq

are those of the form ρΔx,α,β b ρGL
λ1

b ¨ ¨ ¨ b ρGL
λr

where λi is a partition of ai for 1 ď i ď

r and pα,βq is a bipartition of the integer c :“ 1
2

´

b´
xpx`1q

2

¯

. On the other hand, the

relative Weyl groupWM pLx,ρxq can be identified with the subgroup ofWUnpqqpLx,ρxq »Wa

isomorphic to the product WcˆSa1 ˆ¨¨ ¨ˆSar . (Note that c`a1`¨¨ ¨`ar “ a.) Concretely,

the Wc-component is generated by the elements θ,σ1, . . . ,σc´1, the Sa1-component by the

elements σc`1, . . . ,σc`a1´1, and so on. Irreducible characters of WM pLx,ρxq have the shape

χα,β bχλ1 b ¨ ¨ ¨bχλr where pα,βq is a bipartition of c and λi is a partition of ai for 1ď iď r.

Then, according to [5, §4], the bijection ZEpM,pLx,ρxqq
„
ÝÑ ZIrrpWM pLx,ρxqq involved in

Theorem 12 sends ρΔx,α,β bρGL
λ1

b ¨ ¨ ¨ bρGL
λr

to χα,β bχλ1 b ¨ ¨ ¨ bχλr .

We explain how the two different labelings of the irreducible unipotent representations

of Unpqq are related. To do this, one needs the notion of 2-quotient. For the following

definitions, we allow partitions to have 0 terms at the end. Thus, let us write λ “ pλ1 ě

¨¨ ¨ ě λrq with λr ě 0. The β-set of λ is the sequence of decreasing nonnegative integers

βi :“ λi `r´ i for 1 ď i ď r. Mapping a partition λ to its β-set gives a bijection between the

set of partitions having r terms and the set of decreasing sequences of nonnegative integers

of length r. The inverse mapping sends a sequence pβ1 ą ¨¨ ¨ ą βr ě 0q to the partition λ

given by λi “ βi ` i´ r. Let λ be a partition of n as above, and let β be its β-set. We let

βeven (resp. βodd) be the subsequence consisting of all even (resp. odd) integers of β. Then,

we define the following sequences:

β0 :“

ˆ

βi

2

ˇ

ˇ

ˇ

ˇ

βi P βeven

˙

, β1 :“

ˆ

βi ´1

2

ˇ

ˇ

ˇ

ˇ

βi P βodd

˙

.
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The sequences β0 and β1 are the β-sets of two partitions, which we call μ0 and μ1,

respectively. Then, the 2-quotient of λ is the bipartition pμ0,μ1q if r is odd, and pμ1,μ0q if r

is even. We note that the ordering of μ0 and μ1 in the 2-quotient may vary in the literature.

Here, we followed the conventions of §1 of [5]. A different ordering is used in [9, §2.7]. In [9,

Th. 2.7.37], another construction of the 2-quotient using Young diagrams is proposed. Let

λ1 be another partition which differs from λ only by 0 terms at the end. While the β-sets of

λ and λ1 are not necessarily the same, the resulting 2-quotients are equal up to 0 terms at

the end of the partitions. Thus, from now on, we identify all partitions differing only from

0 terms by removing all of them. The 2-quotient of a partition is then well defined. By [9,

Th. 2.7.30], we have the following result.

Theorem 14. A partition λ is uniquely characterized by the data of its 2-core Δx and

its 2-quotient pλ0,λ1q. Moreover, the lengths of these partitions are related by the equation

|λ| “ |Δx| `2p|λ0
| ` |λ1

|q

and |Δx| “
xpx`1q

2 .

For instance, the 2-quotient of the partition λ “ p32,22,1q is p22,1q. Recall that the 2-

core of λ is Δ1. Thus, the equation on the lengths of the partitions is satisfied, as we have

11 “ 1`2p4`1q.

We may now relate the two labelings tρUλ u and tρΔx,α,βu of the irreducible unipotent

representations of Unpqq together (see [5, Appendix]).

Proposition 15. Let λ be a partition of n. Denote by Δy its 2-core and by pλ0,λ1q

its 2-quotient. On the other hand, let x ě 0 be such that n “ 2a`
xpx`1q

2 for some a ě 0

and let pα,βq be a bipartition of a. Then the irreducible representations ρUλ and ρΔx,α,β are

equivalent if and only if x “ y and pλ0,λ1q “ pα,βq if x is even or pλ0,λ1q “ pβ,αq if x is

odd.

For instance, for λ “ p32,22,1q, the representation ρUλ is equivalent to ρΔ1,p1q,p22q.

In order to apply the comparison theorem for unitary groups, it remains to understand

how to compute inductions in Coxeter groups of type B. Such computations are carried out

in §6.1 of [7]. It turns out that we will only need one specific case of such inductions, and

the corresponding method is known as the Pieri rule for groups of type B (see [7, §6.1.9]).

Proposition 16. Let a ě 1 and consider r,s ě 0 such that r` s “ a. We think of the

group Wr ˆSs as a subgroup of Wa.

– Let pα,βq be a bipartition of r. Then the induced character

IndWa

WrˆSs

`

χpα,βq bχpsq

˘

is the multiplicity-free sum of all the characters χγ,δ such that for some 0 ď k ď s, the

Young diagram of γ (resp. δ) can be obtained from that of α (resp. β) by adding k boxes

(resp. s´k boxes) so that no two of them lie in the same column.

– Let pγ,δq be a bipartition of a. The restricted character

ResWa

Wr
pχγ,δq
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is the multiplicity-free sum of all the characters χpα,βq such that for some 0 ď k ď s, the

Young diagram of α (resp. β) can be obtained from that of γ (resp. δ) by deleting k boxes

(resp. s´k boxes) so that no two of them lie in the same column.

We will use this rule on concrete examples in the sections that follow.

§4. The cohomology of the Coxeter variety for the unitary group

In this section, we describe the cohomology of the Coxeter varieties for the unitary groups

in odd dimension in terms of the classification of unipotent representations that we recalled

in the previous sections. The cohomology groups are entirely understood by the work of

Lusztig in [10]. Let t ě 0. The Coxeter variety for U2t`1pqq is the Deligne–Lusztig variety

XHpcoxq, where cox is any Coxeter element of the Weyl group W » S2t`1. Recall that a

Coxeter element is a permutation which can be written as the product, in any order, of

exactly one simple reflexion for each F -orbit on S. The variety XHpcoxq does not depend

on the choice of the Coxeter element. It is defined over Fq2 and is equipped with commuting

actions of both U2t`1pqq and F 2.

Notation. We write Xt “ XHpcoxq for the Coxeter variety attached to the unitary

group U2t`1pqq. We also write H‚
cpXtq instead of H‚

cpXHpcoxq bF,Q�q, where � ­“ p.

We first recall known facts on the cohomology of Xt from Lusztig’s work.

Theorem 17. The following statements hold.

(1) The variety Xt has dimension t and is affine. The cohomology group Ht`i
c pXtq is zero

unless 0 ď i ď t.

(2) The Frobenius F 2 acts in a semisimple manner on the cohomology of Xt.

(3) The group H2t
c pXtq is one-dimensional, the unitary group U2t`1pqq acts trivially on it

and F 2 has a single eigenvalue q2t.

(4) The group Ht`i
c pXtq for 0 ď i ă t is the direct sum of two eigenspaces of F 2, for the

eigenvalues q2i and ´q2i`1. Each eigenspace is an irreducible unipotent representation

of U2t`1pqq.

(5) If 0 ď a ď 2t, the dimension of the eigenspace of p´qqa inside the sum
ř

iě0H
t`i
c pXtq

is given by the formula

q
p2t´aqp2t`1´aq

2

2t´a
ź

j“1

qa`j ´ p´1qa`j

qj ´ p´1qj
.

(6) The sum
ř

iě0H
t`i
c pXtq is multiplicity-free as a representation of U2t`1pqq.

We wish to identify these unipotent representations of U2t`1pqq occurring in the

cohomology of Xt. To this purpose, we start by defining the following partitions. If

0 ď a ď 2t, we put λt
a :“ p1`a,12t´aq. Note that λt

0 “ p12t`1q and λt
2t “ p2t`1q.

Lemma 18. For 0 ď i ď t, the 2-core of λt
2i is Δ1 and its 2-quotient is pp1t´iq,piqq. For

0 ď i ă t, the 2-core of λt
2i`1 is Δ2 and its 2-quotient is ppiq,p1t´i´1qq.

In particular, according to Proposition 15, the irreducible unipotent representation ρλt
2i

of U2t`1pqq is equivalent to the representation ρΔ1,piq,p1t´iq, and ρλt
2i`1

to ρΔ2,piq,p1t´i´1q.

Proof. The Young diagram of the partition λt
a has the following shape.
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...

. . .

The first row has an odd number of boxes when a is even, and an even number of boxes

when a is odd. To compute the 2-core, one removes horizontal dominoes from the first

row, right to left, and vertical dominoes from the first column, bottom to top. The process

results in Δ1 when a is even and Δ2 when a is odd.

The partition λt
a has 2t`1´a nonzero terms. Its β-set is given by the sequence

β “ p2t`1,2t´a,2t´a´1, . . . ,1q.

Assume that a “ 2i is even. Then the sequences β0 and β1 are given by

β0
“ pt´ i, t´ i´1, . . .1q, β1

“ pt, t´ i´1, t´ i´2, . . . ,0q.

The sequence β0 has length t ´ i, whereas β1 has length t ´ i ` 1. The associated

permutations are then, respectively, μ0 “ p1t´iq and μ1 “ piq. Since 2t` 1´a is odd, the

2-quotient is given by pμ0,μ1q as claimed.

Assume now that a “ 2i`1 is odd. Then the sequences β0 and β1 are given by

β0
“ pt´ i´1, t´ i´2, . . .1q, β1

“ pt, t´ i´1, t´ i´2, . . . ,0q.

The sequence β0 has length t ´ i ´ 1, whereas β1 has length t ´ i ` 1. The associated

permutations are then, respectively, μ0 “ p1t´i´1q and μ1 “ piq. Since 2t` 1´ a is even,

the 2-quotient is given by pμ1,μ0q as claimed.

We may now identify the irreducible unipotent representations occurring in the cohomol-

ogy of the Coxeter variety Xt.

Proposition 19. For 0 ď i ă t, the cohomology group of the Coxeter variety for the

finite unitary group U2t`1pqq is given by

Ht`i
c pXt

q “ ρλt
2i

‘ρλt
2i`1

with the first summand corresponding to the eigenvalue q2i of F 2 and the second to ´q2i`1.

Moreover, H2t
c pXtq “ ρλt

2t
with eigenvalue q2t.

Before going to the proof, one may notice that the statement is consistent with the

dimensions. Indeed, the formula given in Theorem 17(5) coincides with the hook formula

for the degrees of the representations ρUλt
a
given in Proposition 11.

Proof. First, the statement on the highest cohomology group H2t
c pXtq follows from

Theorem 17(3). It is the only cohomology group in the case t “ 0. We will prove the

formula by induction on t. Let us now assume that t ě 1 and that the proposition is known

for t´ 1. If 0 ď i ď t´ 1, we know that Ht`i
c pXtq is the sum of two irreducible unipotent
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representations. So let us write

Ht`i
c pXt

q “ ρμi ‘ρνi ,

where μi and νi are two partitions of 2t`1, so that ρμi corresponds to the eigenvalue q2i

of F 2, whereas ρνi corresponds to ´q2i`1.

We consider the standard Levi complement L » GL1pq2q ˆU2t´1pqq Ă U2t`1pqq. Let V

denote the unipotent radical of the standard parabolic subgroup containing L. According

to [10, Cor. 2.10], one can build a geometric isomorphism between the quotient variety

Xt{V and the product of the Coxeter variety for L and of a copy of Gm. Even though

this geometric isomorphism is not L-equivariant, Lusztig proves that the induced map on

cohomology is L-equivariant. The Coxeter variety for L is isomorphic to the Coxeter variety

Xt´1 for U2t´1pqq. We write ˚Rt
t´1 for the composition of the Harish-Chandra restriction

from U2t`1pqq to L, with the usual restriction from L to the subgroup U2t´1pqq. For any

nonnegative integer i, the U2t´1pqq,F 2-equivariant induced map on the cohomology is an

isomorphism

˚Rt
t´1

`

Ht`i
c pXt

q
˘

» Ht´1`i
c pXt´1

q ‘Ht´1`pi´1q
c pXt´1

qp1q. (**)

Here, p1q denotes the Tate twist. (The action of F 2 on a twist Mpnq is obtained from the

action on the space M by multiplication with q2n.) The right-hand side of this identity is

given by the induction hypothesis. Let us look at the left-hand side.

We fix 0 ď i ď t ´ 1, and we denote by pΔx,α,βq and by pΔy,γ,δq the alternative

labeling of the representations ρμi and ρνi , respectively, as in Proposition 15. By the

Comparison Theorem 12 and by the Pieri rule of Proposition 16, we know that the restriction
˚Rt

t´1 pρΔx,α,βq is the multiplicity-free sum of all the representations ρΔx,α1,β1 where the

bipartition pα1,β1q can be obtained from pα,βq by removing exactly one box, of either α or

β. The similar description also holds for ˚Rt
t´1

`

ρΔy,γ,δ

˘

.

By using Lemma 18 and the induction hypothesis, we may write down the identity (**)

explicitly. Moreover, as it is F 2-equivariant, we can identify the components corresponding

to the same eigenvalues on both sides. We distinguish four different cases depending on the

values of t and i.

– Case t “ 1. We only need to consider i “ 0. On the right-hand side of (**), the second

term is 0 because t´ 1` pi´ 1q “ ´1 ă 0. On the other hand, the first term is ρλ0
0

»

ρΔ1,H,H and it corresponds to the eigenvalue p´qq0 “ 1. By identifying the eigenspaces,

we have ˚R1
0 pρΔx,α,βq » ρΔ1,H,H and ˚R1

0

`

ρΔy,γ,δ

˘

“ 0. The second equation implies that

there is no box to remove from γ nor from δ. Thus, γ “ δ “ H. The value of y is given by

the relation 2t`1 “ 3 “ 2p0`0q`
ypy`1q

2 , that is, y “ 2. This corresponds to the partition

ν0 “ λ1
1. We notice in passing that the representation ρν0 is the unique unipotent cuspidal

representation of U3pqq.

As for μ0, the equation ˚R1
0 pρΔx,α,βq » ρΔ1,H,H tells us that there is only one

removable box from pα,βq. After removal of this box, both partitions are empty. Thus,

we deduce that x “ 1 and pα,βq “ p1,Hq or pH,1q. This corresponds, respectively, to

μ0 “ λ1
2 or μ0 “ λ1

0. That is, ρμ0 is either the trivial or the Steinberg representation of

U3pqq. We can deduce which one it is by comparing the degree of the representations

with the formula of Theorem 17(5). According to this formula, the dimension of the

eigenspace for p´qq0 is q3. This is precisely the degree of the Steinberg representation
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ρλ1
0
as given by the hook formula in Proposition 11, and it excludes the possibility of ρμ0

being trivial. Thus, we have μ0 “ λ1
0 as claimed.

From now, we assume t ě 2.

– Case i “ 0. On the right-hand side of (**), the second term is 0 because t´1` pi´1q “

t´ 2 ă t´ 1. The first term is ρλt´1
0

‘ρλt´1
1

» ρΔ1,H,p1t´1q ‘ρΔ2,H,p1t´2q. Identifying the

eigenspaces, we have ˚Rt
t´1 pρΔx,α,βq » ρΔ1,H,p1t´1q and

˚Rt
t´1

`

ρΔy,γ,δ

˘

» ρΔ2,H,p1t´2q. We

deduce that x “ 1 and y “ 2. Moreover, it also follows that there is only one removable

box in pα,βq and in pγ,δq. After removal, we should obtain, respectively, pH,p1t´1qq and

pH,p1t´2qq. The only possibility is that pα,βq “ pH,p1tqq and pγ,δq “ pH,p1t´1qq. This

corresponds to μ0 “ λt
0 and ν0 “ λt

1 as claimed.

– Case i “ t´1. On the right-hand side of (**), the first term is ρλt´1
2pt´1q

» ρΔ1,pt´1q,H

and the second term is ρλt´1
2pt´2q

‘ ρλt´1
2pt´2q`1

» ρΔ1,pt´2q,p1q ‘ ρΔ2,pt´2q,H. Identifying the

eigenspaces while taking the Tate twist into account, we have ˚Rt
t´1 pρΔx,α,βq »

ρΔ1,pt´1q,H ‘ ρΔ1,pt´2q,p1q and ˚Rt
t´1

`

ρΔy,γ,δ

˘

» ρΔ2,pt´2q,H. We deduce that x “ 1 and

y “ 2. Moreover, there are two removable boxes in pα,βq and only one removable box

in pγ,δq. After removal of one of the two boxes in pα,βq, we can get either ppt´ 1q,Hq

or ppt´ 2q,p1qq, and after removal of the box in pγ,δq, we obtain ppt´ 2q,Hq. The only

possibility is that pα,βq “ ppt ´ 1q,p1qq and pγ,δq “ ppt ´ 1q,Hq. This corresponds to

μt´1 “ λt
2pt´1q

and νt´1 “ λt
2pt´1q`1 as claimed.

– Case 1 ď i ď t´2. On the right-hand side of (**), the first term is ρλt´1
2i

‘

ρλt´1
2i`1

» ρΔ1,piq,p1t´1´iq ‘ ρΔ2,piq,p1t´2´iq. The second term is ρλt´1
2pi´1q

‘ ρλt´1
2pi´1q`1

»

ρΔ1,pi´1q,p1t´iq ‘ ρΔ2,pi´1q,p1t´1´iq. Identifying the eigenspaces while taking the Tate

twist into account, we have ˚Rt
t´1 pρΔx,α,βq » ρΔ1,piq,p1t´1´iq ‘ ρΔ1,pi´1q,p1t´iq and

˚Rt
t´1

`

ρΔy,γ,δ

˘

» ρΔ2,piq,p1t´2´iq ‘ ρΔ2,pi´1q,p1t´1´iq. We deduce that x “ 1 and y “ 2.

Moreover, there are exactly two removable boxes from pα,βq and from pγ,δq. After

removal of one of the two boxes in pα,βq, we can get either ppiq,p1t´1´iqq or

ppi´ 1q,p1t´iqq, and after removal of one of the two boxes in pγ,δq, we can get either

ppiq,p1t´2´iqq or ppi´ 1q,p1t´1´iqq. The only possibility is that pα,βq “ ppiq,p1t´iqq and

pγ,δq “ ppiq,p1t´1´iqq. This corresponds to μi “ λt
2i and νi “ λt

2i`1 as claimed.

§5. The cohomology of the variety XIpidq

We go on with the computation of the cohomology of the variety XIpidq. We use the same

notations as in Section 1. We first compute the cohomology of each Ekedahl–Oort stratum

XItpwtq, before using the spectral sequence associated with the stratification to conclude.

Recall that XIpidq has dimension d, is defined over Fq2 , and is equipped with an action of

J » U2d`1pqq. As before, we will write H‚
cpXIpidqq as a shortcut for H‚

cpXIpidq bF,Q�q.

Theorem 20. The following statements hold.

(1) The cohomology group Hi
cpXIpidqq is zero unless 0 ď i ď 2d. There is an isomorphism

Hi
cpXIpidqq » H2d´i

c pXIpidqq_pdq, which is equivariant for the actions of F 2 and of

U2d`1pqq.

(2) The Frobenius F 2 acts like multiplication by p´qqi on Hi
cpXIpidqq.
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(3) For 0 ď i ď d, we have

H2i
c pXIpidqq “

minpi,d´iq
à

s“0

ρp2d`1´2s,2sq.

For 0 ď i ď d´1, we have

H2i`1
c pXIpidqq “

minpi,d´1´iq
à

s“0

ρp2d´2s,2s`1q.

Thus, in the cohomology of XIpidq, all the representations associated with a Young

diagram with at most two rows occur, and there is no other. Such a diagram has the

following general shape.

. . .

. . .

We may rephrase the result by using the alternative labeling of the irreducible unipotent

representations as in Proposition 15. The partition p2d` 1´ 2s,2sq has 2-core Δ1 and 2-

quotient pH,pd´s,sqq, whereas the partition p2d´2s,2s`1q has 2-core Δ2 and 2-quotient

ppd´1´s,sq,Hq. Thus, we have

ρp2d`1´2s,2sq » ρΔ1,pd´s,sq,H, ρp2d´2s,2s`1q » ρΔ2,pd´1´s,sq,H.

In particular, all irreducible representations in the cohomology groups of even index belong

to the unipotent principal series EpU2d`1pqq,pL1,ρ1qq, whereas all the ones in the groups of

odd index belong to the Harish-Chandra series EpU2d`1pqq,pL2,ρ2qq.

Proof. Point (1) of the statement follows from a general property of the cohomology

groups, namely Poincaré duality. It is due to the fact that XIpidq is projective and smooth.

It also implies the purity of the Frobenius F 2 on the cohomology: we know at this stage

that all eigenvalues of F 2 on Hi
cpXIpidqq have complex modulus qi under any choice of an

isomorphism Q� » C.

We prove the points (2) and (3) by explicit computations. As in Lemma 18, we denote

by λt
a the partition p1`a,12t´aq of 2t`1. Let 0 ď t ď d. For 0 ď a ď 2t, we will write

Rt
a :“ R

U2d`1pqq

LKt

´

ρGL
pd´tq bρUλt

a

¯

.

Recall that Proposition 8 gives an isomorphism between the Ekedahl–Oort stratum XItpwtq

and the variety U2d`1pqq{UKt ˆLKt
X

LKt

It
pwtq. It implies that the cohomology of the

Ekedahl–Oort stratum is the Harish-Chandra induction of the cohomology of the Deligne–

Lusztig variety X
LKt

It
pwtq. This cohomology is related to that of the Coxeter variety for

U2t`1pqq. Combining with the formula of Proposition 19, for 0 ď i ď t´1, it follows that

Ht`i
c pXItpwtqq “ Rt

2i ‘Rt
2i`1, H2t

c pXItpwtqq “ Rt
2t.

The representation Rt
a in this formula is associated with the eigenvalue p´qqa of F 2.

We first compute Rt
a explicitly. By the combination of the Comparison Theorem 12 and

the Pieri rule for groups of type B as in Proposition 16, one can compute the Harish-Chandra
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induction Rt
a by adding d´t boxes to the bipartition corresponding to the representation ρUλt

a

with no two added boxes in the same column. Recall from Lemma 18 that the representation

ρλt
2i
of U2t`1pqq is equivalent to the representation ρΔ1,piq,p1t´iq, and that ρλt

2i`1
is equivalent

to ρΔ2,piq,p1t´1´iq.

In order to illustrate the argument, let us say that we want to add N boxes to a bipartition

of the shape as in the figure below, so that no two added boxes lie in the same column.

. . . ,
...

We will add N1 boxes to the first diagram and N2 to the second, where N “ N1 `N2. In

the first diagram, the only places where we can add boxes are in the second row from left

to right, and at the end of the first row. Because no two added boxes must be in the same

column, the number of boxes we add on the second row must be at most the number of

boxes already lying in the first row. Of course, it must also be at most N1. In the second

diagram, the only places where we can add boxes are at the bottom of the first column and

at the end of the first row. Because no two added boxes must be in the same column, we

can only put up to one box at the bottom of the first column and all the remaining ones

will align at the end of the first row.

At the end of the process, we will obtain a bipartition of the following general shape.

. . .

. . .

. . .
,

?

. . .

...

We colored in yellow the boxes that were already there before we added new ones. The

box with a question mark may or may not be placed there. We now make the result more

precise, and write down exactly what the irreducible components of Rt
a are depending on

the parity of a.

– For 0 ď i ď t, the representation Rt
2i is the multiplicity-free sum of all the representations

ρΔ1,α,β where the bipartition pα,βq satisfies, for some 0 ď x ď d´ t,

#

α “ pi`x´s,sq for some 0 ď s ď minpx,iq,

β “ pd´ t´x,1t´iq or pd´ t´x`1,1t´i´1q.
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Rd
2d

Rd´1
2d´2 Rd

2d´2 ‘Rd
2d´1

...
...

R2
4 . . . Rd´1

4 ‘Rd´1
5 Rd

4 ‘Rd
5

R1
2 R2

2 ‘R2
3 . . . Rd´1

2 ‘Rd´1
3 Rd

2 ‘Rd
3

R0
0 R1

0 ‘R1
1 R2

0 ‘R2
1 . . . Rd´1

0 ‘Rd´1
1 Rd

0 ‘Rd
1

Figure 1.

The first page of the spectral sequence.

– For 0 ď i ď t´1, the representation Rt
2i`1 is the multiplicity-free sum of all representa-

tions ρΔ2,α,β where the bipartition pα,βq satisfies, for some 0 ď x ď d´ t,
#

α “ pi`x´s,sq for some 0 ď s ď minpx,iq,

β “ pd´ t`1´x,1t´1´iq or pd´ t`2´x,1t´2´iq.

In our notations, we used the convention that the partitions p0q and p10q are the empty

partition H. The integer x corresponds to the number of boxes we add to the first partition.

We notice that if i takes the maximal value, there is only one possibility for β that is,

respectively, pd´ t´xq in the first case and pd´ t`1´xq in the second case.

Recall from Proposition 7 that the variety XIpidq is the union of the Ekedahl–Oort strata

XItpwtq for 0 ď t ď d and the closure of the stratum for t is the union of all strata XIspwsq

for sď t. At the level of cohomology, it translates into the following F 2,U2d`1pqq-equivariant

spectral sequence:

Et,i
1 : Ht`i

c pXItpwtqq ùñ Ht`i
c pXIpidqq.

The first page of the sequence is drawn in Figure 1, and it has a triangular shape.

The representation Rt
a corresponds to the eigenvalue p´qqa of F 2 as before. The only

eigenvalues of F 2 on the ith row of the spectral sequence are q2i and ´q2i`1. In particular,

the eigenvalues on two distinct rows are different. Since the differentials in deeper pages of

the sequence map terms from different rows, their F 2-equivariance implies that they vanish.

Therefore, the sequence degenerates on the second page. Moreover, by the machinery of

spectral sequences, for 0 ď k ď 2d, there exists a filtration by U2d`1pqq ˆ xF 2y-modules on

Hk
c pXIpidqq whose graded components are the terms of the second page lying on the anti-

diagonal t` i “ k. Since the group algebra Q�rU2d`1pqqs is semi-simple, the filtration splits,

meaning that Hk
c pXIpidqq is actually the direct sum of the graded components. The purity

of Hk
c pXIpidqq then implies that all the terms of the second page lying on the antidiagonal

t` i “ k, which are associated with an eigenvalue whose modulus is not equal to qk, must

be zero. Therefore, the second page has the shape described in Figure 2. The Frobenius F 2
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Ed,d
2

Ed´1,d´1
2 Ed,d´1

2

...
...

E1,1
2 E2,1

2 0 . . . 0

E0,0
2 E1,0

2 0 0 . . . 0

Figure 2.

The second page of the spectral sequence.

acts via q2i on the term Ei,i
2 , and via ´q2i`1 on the term Ei`1,i

2 . Point (2) of the theorem

readily follows.

By the previous computations, we understand precisely all the terms in the first page of

the spectral sequence. The key observation to compute the second page is that two terms

on the first page, which lie on the same row, but are separated by at least two arrows, do

not have any irreducible component in common. We make the argument more precise in

the following two paragraphs, distinguishing the cohomology groups of even and odd index.

We first compute the cohomology group H2t
c pXIpidqq for 0ď tď d. We look at the following

portion of the first page:

Rt
2t Rt`1

2t ‘Rt`1
2t`1 Rt`2

2t ‘Rt`2
2t`1.

By extracting the eigenspaces corresponding to q2t, we actually have the following sequence:

Rt
2t Rt`1

2t Rt`2
2t .u v

The representation Rt
2t is the sum of all the representations ρΔ1,α,β where for some 0 ď x ď

d´ t and for some 0 ď s ď minpx,tq, we have α “ pt`x´s,sq and β “ pd´ t´xq.

The representation Rt`1
2t is the sum of all the representations ρΔ1,α1,β1 where for some 0 ď

x1 ď d´ t´1 and for some 0 ď s ď minpx1, tq, we have α1 “ pt`x1 ´s,sq and β1 “ pd´ t´x1q

or pd´ t´x1 ´1,1q.

The quotient space Kerpvq{Impuq is isomorphic to the eigenspace of q2t in Et`1,t
2 , which

is zero. In addition, in the representation Rt`2
2t , all the irreducible components have the

shape ρΔ1,α2,β2 with β2 a partition of length 2 or 3. In particular, all the representations

ρΔ1,α1,β1 of Rt`1
2t with β1 a partition of length 1 automatically lie inside Kerpvq “ Impuq.

Such representations correspond to all the irreducible components ρΔ1,α,β of Rt
2t having

x ­“ d´ t. Thus, none of them lies in Kerpuq » Et,t
2 .

The remaining components of Rt
2t are those having x “ d´ t, and they do not occur in

the codomain of u so that they lie in Kerpuq. By the previous argument, they must form
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the whole of Kerpuq. Thus, we have proved that

Et,t
2 » H2t

c pXIpidqq » Kerpuq “

minpt,d´tq
à

s“0

ρΔ1,pt´s,sq,H

and it coincides with the formula of point (3).

We now compute the cohomology group H2t`1
c pXIpidqq for 0 ď t ď d´1. We look at the

following portion of the first page:

Rt
2t Rt`1

2t ‘Rt`1
2t`1 Rt`2

2t ‘Rt`2
2t`1 Rt`3

2t ‘Rt`3
2t`1.

By extracting the eigenspaces corresponding to ´q2t`1, we actually have the following

sequence:

0 Rt`1
2t`1 Rt`2

2t`1 Rt`3
2t`1.

u v

The representation Rt`1
2t`1 is the sum of all the representations ρΔ2,α,β where for some

0 ď x ď d´ t´1 and for some 0 ď s ď minpx,tq, we have α “ pt`x´s,sq and β “ pd´ t´xq.

The representation Rt`2
2t`1 is the sum of all the representations ρΔ2,α1,β1 where for some

0 ď x1 ď d´ t´ 2 and for some 0 ď s ď minpx1, tq, we have α1 “ pt` x1 ´ s,sq and β1 “

pd´ t´1´x1,1q or pd´ t´x1q.

The quotient space Kerpvq{Impuq is isomorphic to the eigenspace of ´q2t`1 in Et`2,t
2 ,

which is zero. In addition, in the representation Rt`3
2t`1, all the irreducible components have

the shape ρΔ2,α2,β2 with β2 a partition of length 2 or 3. In particular, all the representations

ρΔ2,α1,β1 of Rt`2
2t`1 with β1 a partition of length 1 automatically lie inside Kerpvq » Impuq.

Such representations correspond to all the irreducible components ρΔ2,α,β of Rt`1
2t`1 having

x ­“ d´ t´1. Thus, none of them lies in Kerpuq » Et`1,t
2 .

The remaining components of Rt`1
2t`1 are those having x “ d´ t´1, and they do not occur

in the codomain of u so that they lie in Kerpuq. By the argument above, they must form

the whole of Kerpuq. Thus, we have proved that

Et`1,t
2 » H2t`1

c pXIpidqq » Kerpuq “

minpd´t´1,tq
à

s“0

ρΔ2,pt´1´s,sq,H,

and one may check that it coincides with the formula of point (3).
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