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Inviscid jets driven by pressure maxima
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Recent numerical calculations have revealed the existence of fast jets in inviscid fluids
when a pressure maximum exists close to a free boundary. This paper describes
two-dimensional and axisymmetric configurations for which asymptotic analysis suggests
that such jets can become infinitely long in finite time.

Key words: jets

1. Introduction

Although the theory of inviscid liquid jets has a long history, much of the literature
has concerned steady flows, often driven by gravity. However, there are many papers
concerning unsteady jets, see for example Longuet-Higgins (1972) and Longuet-Higgins
(1975) and, more recently, jets caused by the impact of a solid on an initially planar
interface (King & Needham 1994; Needham, Billingham & King 2007; Iafrati & Korobkin
2008). When the solid is flat, very high-speed jets can be created at the corner of the
impactor but only very recently has it been shown that such jets can occur spontaneously
at a free surface and this is the phenomenon that has driven the research described in this
paper.

The computations of Scolan (2023) and Scolan & Etienne (2021) have revealed the
onset of localised high-speed so-called ‘critical’ jets on the underside of breaking gravity
waves, the time scale of the jet evolution being much shorter than that of the gravity wave.
Their computations revealed the local evolution of the fluid velocity and pressure in some
detail and, in particular, the existence of a pressure maximum in close proximity to the
free surface, which produces local pressure gradients which are two orders of magnitude
greater than the average value. The dramatic effects of such pressure maxima are apparent
in shaped charges and in the free boundary configuration considered in Cooker (2002).

Our aim in this paper is to describe a simple model for critical jet initiation in
two-dimensional and axisymmetric flow, neglecting gravity effects. We suppose that, for
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Figure 1. The initial streamlines for y < 1 when d = 2.

time ¢t < 0, the liquid flow is that of a stagnation point at the origin created by remote
dipoles at equal distances d above and below the stagnation point, as illustrated in figure 1.
Such configurations are common in, say, the study of water entry problems, because the
resulting velocity field tends to zero at infinity.

With d > 1, we now generate a free-boundary problem by instantaneously removing all
the liquid above the line y = 1 at time # = 0 and assume that for # > 0 the remaining liquid
is exposed to a vacuum. Even for this configuration, there do not seem to be any exact
solutions for finite values of d. However, when d is large, and also when d — 1 is small,
the evolution of the jet can be revealed by asymptotic analysis, at least for certain times.
The configuration is probably physically unrealistic but it models the pressure maximum
and is susceptible to asymptotic analysis, as will be seen in §§2 and 3. Moreover, the
pressure is not initially zero on y =1 as it is in Scolan (2023) and Scolan & Etienne
(2021). Nonetheless, it is hoped that our explicit asymptotic solutions will provide useful
validation of numerical predictions of rapid jet formation.

In § 2, we will first consider the two-dimensional problem when d — oo and we show
that the boundary moves to infinity in finite time, henceforth referred to as blow-up. When
the dipole is present, small-time solutions are presented that show how a jet begins to
evolve, and asymptotic results are then obtained, first for large values of d and, briefly, for
small values of (d — 1). Then we repeat this analysis for the axisymmetric version of the
problem.

2. The two-dimensional problem

The sudden jump in pressure at t = 0 will cause a jump in acceleration in the liquid, which
will then flow according to the following normalised model for the potential ¢ (x, y, ) and
the free surface y = f(x, f), assumed single valued. Also, ¢ and its first spatial derivatives
will be continuous at t = 0. Then, for ¢t > 0,
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where, on y = f(x, t), the dynamic boundary condition for the pressure p is

ap 1 ’
—p=—4—|Vo|* =0, 2.2
p=-5-+ 2I o] 2.2)
and we have taken the pressure to be zero at infinity when d is finite. The kinematic

boundary condition on y = f(x, f) is

of 080 _ 09

= —. (2.3)
at  dxdx  Jy

Also ¢ has a suitably normalised dipole singularity at (0, —d) and the initial conditions
are

& y+d y—d 2
¢(x’y’0)_?(x2+(y+d)2_x2+(y—d)2_Zi) 9
fory <1 and
fx,0) =1 (2.5)

2.1. Solutions for large d
When we formally set d = oo, then (2.4) becomes ¢ (x, y, 0) = y2 — x2 and we can write

=AM =) +B@1)., f=F@), (2.6)
where A(0) =1, B(0) = 0 and F(0) = 1. Thus, from (2.2) and (2.3),

W o, Y oour ad B g2 (2.7a—c)
— = , — = and — = — , Jda—c
dr dt dr

and we find that A =F =1/(1-2t),B=-2/3( — 20)%) + % which is one case of the
family of explicit solutions described by Longuet-Higgins (1972). The pressure p is given
by

22

= M (2.8)
(1 —21)?2

having jumped from —2(x*> 4 y?) to 4(1 —y?) at t = 0. Thus, not only does blow-up
occur when ¢ = % but the pressure has a maximum that increases with time on the whole
x-axis. We also note that when the stagnation-point flow is reversed so that A(0) = —1,
the pressure still has a maximum on y = 0 but F(¢#) = —A(¢) = 1/(1 + 2¢) and thus the
free boundary moves towards y = 0 as ¢t — oo.

2.1.1. The case of d large and 0 < t < %

A limit that leads to tractable asymptotic solutions occurs when d is large. In this case we
write € = 1/d and, when x, y are O(1), the solution (2.6) will hold to lowest order. This
is no longer true as |x| — oo and so we need to introduce an outer region which is of
width O(e~!) in the x-direction while y remains of O(1). Thus with X = ex, @ = €2¢, the
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problem becomes

,02°0 3%

2L 2% 2.9
“axz T a2 29)

with, on the free boundary, now denoted by y = F (X, 1),

2221 (%2 2 T 2—0 (2.10)
ar 2\ X 2\ay /) 7 '
and
, (dF 3P F AP
— ) =—. (2.11)
ar  9X 90X dy

Also, at ¢ = 0, expanding the term in brackets in (2.4) for large d and using (2.5) gives

2

F=1 and & ~ —
1+ X2

+ 0(€?). (2.12a,b)

Finally, matching with the solution (2.6) gives that, as X — 0,

x? 1
D~ — , F~ . (2.13a,b)
1—2¢t 1—2¢
When we now expand in the form
O~ P+ P+, F~Fo+e’Fi+---, (2.14a,b)
we find that, for some functions « and 3,
P =a(X, Dy + X, 1), (2.15)

where, from (2.12b), ¢ (X, 0) = 0 and 8(X, 0) = —(Xz/(l + X?)). Then conditions (2.10)
and (2.11) imply that o (X, ) = 0 and so @ is independent of y. In order to determine @y,
we need to proceed to the second-order terms in (2.10) which reveals that

g 1 [3dp)\>
—+=-—] =0, 2.16
ot + 2 ( 0X ) 2.16)
with the initial condition from (2.12b) that
2
$Pg=——— att=0. 2.17
0 T @ 2.17)

Charpit’s equations for (2.16) show that P = 0®(/0t and Q = 0P(/9X are constant on
the characteristics of (2.16) through the point X = Xy, = 0 and these characteristics are

996 Al17-4


https://doi.org/10.1017/jfm.2024.625

https://doi.org/10.1017/jfm.2024.625 Published online by Cambridge University Press

Inviscid jets driven by pressure maxima
the particle paths given by dX/df = Q. Hence
—2Xo

=" 2.18
0 11 X2 (2.18)
and
2Xo%t Xo?
0= 5~ ———, (2.19)
(1 + Xo )4 14+ Xp
where
X = 0t + Xo = X, 2Xof (2.20)
= 0 = X0 (1 +XO2)2. .
The free surface can now be derived from (2.11) in the form
0Fy 0®y dFy 0D
el el Sl i = Fy, 2.21
o T ax ax gy oMY 2.2
where
@ PL T+ coX, Dy + c1(X, 1) (2.22)
=—= co(X, c1 (X, 1), .
1= =5V xr T 0y +a

and cp and c; are functions of integration. However, the fact that the velocity is zero at
infinity ensures that co(X, f) = 0.

We note that the characteristics of (2.21) are also the particle paths. Hence it is now
convenient to change from Eulerian coordinates (X, ¢) to Lagrangian coordinates (Xo, 7).
Using (2.20), we see that, in Lagrangian coordinates with ¢ held constant,

0X _ | 20(1-3X?)

— = . 2.23
3Xo (14 Xo%)3 @25
Hence, from (2.18),
2P 3 £)¢ 2(3Xp> — 1
20:_Q X _ 2( 0" =D - (2.24)
0X Xo/ 0Xo (14 Xp%)3 —2t(1 —3Xp%)
and (2.21) becomes
21(1 —3X02) \ 9F0  2(1 — 3Xy?
L2 o )} 3Fo _ 200 = 3Xo) l ) Fo. (2.25)
(1 + Xo%)3 ot (1 + Xo°)3
Then, using the condition Fp = 1 at t = 0, we obtain
1
Fy= (2.26)

| 20 = 3%0%) ’
(1+Xp*)?
where (2.20) relates X, f and Xj. Note that (2.26) and (2.19) match with (2.13a,b) as X — 0
with ¢ < 1/2. Typical profiles for Fy are shown in figure 2.
Itis relatively easy to show that F(y always has a minimum at Xo = 1 and then approaches

1 from below as |Xo| — 00, as shown in figure 2. Most importantly, when Xo = 0 we have
X =0and Fyp = 1/(1 — 2¢) and so the extreme tip of the jet goes to infinity in finite time

996 A17-5


https://doi.org/10.1017/jfm.2024.625

https://doi.org/10.1017/jfm.2024.625 Published online by Cambridge University Press

J.R. Ockendon and H. Ockendon
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Figure 2. Value of Fy defined by (2.26), plotted as a function of X for r = 0, 0.1, 0.2, 0.3.

in the large d limit. Moreover, using (2.2), (2.16) and (2.22), we find that, to lowest order
in €,

1,330y e 0Dy [ 1 ,03dy dc 1, /92dp\>
_p:_iyz 0+_1+_0(__2 0+_l)+§y2( 0) .27

ax2ar  ar " ax 27 axd T ax e

Using (2.16), this reduces to

2
2P dci 9Py dc
2 0 1 0 1
—p= R R ity 2.28
py(8X2>+8t+8X8X (2.28)

Since p = 0 on y = Fy, this means that

2

dc 0P dcy 2 82@0
bt . — _F , 2.29
ar 79X ax O(ax2 (229)

and hence that
2
BRION I

= Fo~ —y9). 2.30
p (8X2> (Fo* =) (2.30)

Thus, pressure maxima in this regime can only occur on y = 0.

Using (2.24), we see that the pressure on y = 0 is a function of X, as shown in figure 3.
Moreover, since X is a monotone increasing function of Xy, p will now have two maxima
in X > 0, with the maximum at X = 0 being increasingly dominant as ¢ — % We remark
that the weaker maximum is generated by our initial conditions and is not associated with
a stagnation-point flow.

The behaviour revealed in figure 3 enables us to draw the isobars in X > 0,y > 0 as
shown in figure 4. The isobars in y < 0 are the mirror image of those in y > 0 until the

zero-pressure isobar is reached and the pressure is everywhere negative below this isobar.
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Figure 3. Value of p(X, 0) plotted from (2.30) for r = 0.01.
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Figure 4. Isobars of p(X,y) for t = 0.3 when y > 0; the fluid region is shaded.

2.1.2. The limitast 1 1
We observe that, when Xy and % — t = t are small, (2.19) and (2.26) give
1
2T + 6X02 ’

Hence, the solution is singular as Xy, T — 0 and rapid changes are expected when 7 and

X ~2Xo(t + Xo?), Fo~ Do ~ —Xo> (2T + 3X02). (2.31a—c)

Xo? are small and comparable. If we assume that T = O(éz) and Xy = O(¢€) for some small
parameter €, then the appropriate scalings in this region are

A3 ~4
x=0 (6—) L y=0@d), =0 (6—2) , (2.32a—c)
€ €

and this leads to a region where Laplace’s equation (2.1) holds if ¢ = €'/, Thus we write
25¢ 2/5% 235, f= G_Z/Sf and ¢ =€ 3¢, (2.33a—e)

T, x=¢€¢ X, y=¢€
The resulting free-boundary problem is equivalent to the full problem (2.1) with boundary
conditions (2.2) and (2.3) but with the solution matching with (2.31a—c) as X — oo. If we
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let Xo — 0 in (2.31a—c) while keeping t constant we see that, for ¢ < %,

~2 .

N X 1
~ —_—— d ~ X, 2.34 ,b
¢~ 5 2% (2.34a,)

as X — 00. As T — 00, we need to match with (2.6) and hence the solution is
52— 32 1
2t 1273

1
2t

b= f= (2.35a,b)

which is equivalent to the limit of (2.6) as t 1 1/2. Thus, to lowest order in €, the jet
extends to infinity at T = 0. As noted after (2.8), the lowest-order pressure maintains a
maximum along y = 0.

2.2. The case of d finite and t <K 1

(i) d > 1 We will consider only the small-time solution of (2.1), (2.2), (2.3) and (2.4)
for d > 1. Assuming a smooth dependence on time, we seek expansions of the form

¢N¢(x,y,0)+f¢l(xa)7)+”', (236)
and
f~1T+tix)+---. (2.37)
Then we find that
o (x,y, 0 —2d*Bx* +2(1 + dH)x2 — (1 — d*)?
;= ¢(x,y )ly:1= Gx" +2(1 +d7)x" —( )°) (2.38)

dy @2+ (1 -d22@+(1+d)?)?

and we see that the free surface immediately adopts the jet profile shown
in figure 5. The zeros of f; are where 3x%> =2+1—d? +d*—1—d* and
£1(0) = 24*/(1 — d*). However, the lowest-order pressure can only be calculated
by finding ¢, which involves solving a complicated potential problem which will
not be addressed here. We also note that figure 5 has the same geometrical features
as were seen in the longer-time solutions shown in figure 2.

(i1) d | 1 The profile (2.38) tends to infinity as x — O when d =1 and hence, to
understand what happens as § = d — 1 tends to zero, we expand (2.4) by writing

y=1+38y, x=20x, (2.39a,b)
and, noting that there is only one effective dipole in this region, (2.38) gives that, at
t=0,
¥l
28 + (G — 1)?)

~

+ 0(1). (2.40)

Hence, for ¢ of 0(82),

-1
282(1 + i%)2
In this short time-scale regime, the free boundary is still of the same form as in
figure 5 and the length of the jet is /262 while its width is of O(8).

In summary, we have shown that, when d is either near to unity or tends to infinity,
the formal asymptotic analysis suggests that the interface tends to infinity in a finite

996 A17-8

fi~— o). (2.41)


https://doi.org/10.1017/jfm.2024.625

https://doi.org/10.1017/jfm.2024.625 Published online by Cambridge University Press

Inviscid jets driven by pressure maxima

A

2d*
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Figure 5. Value of f] plotted as a function of x from (2.38).

time. In both cases the free surface is focussed into a jet which contains 4 inflection

points, as shown in figures 2 and 5.

We now turn to the axisymmetric case, which will be found to lead to similar

consequences but with even stronger jet accelerations.

3. The axisymmetric problem

This section will describe the straightforward generalisation of the asymptotic analysis in
§ 2 to the case of axisymmetric jets with a far-field dipole. Only the principal equations
and results will be stated by using relevant analogies from § 2; the same notation will be

used for the velocity potential and the free surface profile.
In radial polar coordinates (7, z), the model is

¢ 10¢p 0%
— b —— 4+ —— =0 1),
a2 ror 92 RN

9 1 ((0\>  [9¢\*\ _
5%((5) +<a_z>>_0’

af_’_3<l53f_ ¢
ot or or 9z

with, on z = f(r, 1),

and

Also, atr = 0,
1+ez 1 —e€z

¢

which is the analogue of (2.4) with € = d=', and
f=1
When € = 0, the analogue of (2.6) is

222 3 3 1
/2 T S
1—t¢ 5(1—-15 5 (1—-12

¢=

1

T S+ e’ + ) 6 (1= e 1 222 3e2

3.1

(3.2)

(3.3)

34

(3.5)

(3.6)
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Thus the eventual acceleration of the interface is an order of magnitude greater than in the

two-dimensional case.

3.1. The solution for small €
When z = O(1) and r = O(e 1), we write r = R/€ and ¢ = ® /€2 so that

3P0 L, (3P 130
+ € + =0, (3.7

37 dRZ ' R 3R

1 (00 2+2 1 (00 2+a<b 0 35
— —_— e _— — —_— p— .
2\ 8z 2\ 8R ot ’

with, on z = F(R, t),

and
0P , (OF 0@ of
— = — 4+ ——). 39
oz 6(8t+8R8R) (39)
Writing
O~ P+ P+, (3.10)
and
F~Fy+€e*F +---, (3.11)
the lowest-order solution gives @q as a function of R, ¢ only, and such that
020 1(3%0)"_ (3.12)
a0 2\ oR ) ‘
The initial conditions are
1
PR, 0) = ——575— =, Fo(0) =1, 3.13
0R0) = 3 pass — 50 Fo(©) (3.13)
and the analogue of (2.21) is
oF 0P OF 0P 3P 109
9% , %000 _ 0%1 _ _ 04 —270) By — co(R, 1), (3.14)
ot dR OR 0z ORZ R OR

and again co(R, ¢) has to vanish since there is no mean flow at infinity. The relevant solution
of (3.12) is

Dy = Ro’t 1 ! ! (3.15)
T 20+ RS 3+ RD2 B ‘
where
Rot
R=R, 0 (3.16)

U+ RH

and Ry is a parameter analogous to Xy in two dimensions. Then, F is determined in terms
of the Lagrangian variables Ry, # from (3.14) in the form

Fy ([ Q 0
ar (Qt+Ro+Q’t+1>F’ G-17)
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Figure 6. Value of Fy plotted from (3.20) as a function of R fort = 0, 0.1, 0.2, 0.3, 0.5, 0.75.

where
0D Ry
— - _ , 3.18
CTOR T v RO 19
and
dg
= =, 3.19
0 dRo (3.19)
Hence, Fy has a time dependence that is different from that in (2.26), namely
Ro
Fo (3.20)

T Ro+ 001+ 0D’

so that Fp grows like (1 —£)~2 as £ 1 1 when R = 0. A typical profile for Fy is shown in
figure 6, which is geometrically similar to figure 2. However, when we calculate p as we
did to derive (2.30), we find that

2d0\°  1adgd*dy 1 (900\2\ .,
_ 2208 %0 (220 ) (g2 — 2. 3.1
P (<8R2)+R8R 8R2+R2(8R) (Fo™ =2 -21)

The leading bracket is positive for all R > 0 and hence the only maximum of p is at
R=0,z=0.

As for the two-dimensional case, if we let Rp — 0 and ¢t — 1, we find, from (3.15),
(3.16) and (3.20) that, the scalings in (2.33a—¢) need to be modified. For (3.1), (3.2), (3.3)
the appropriate scalings are

1—t=0@E""), r=0€%"), z=0*"), f=0€*") and ¢=0(""7).
(3.22a—e)

This means that ¢ still satisfies Laplace’s equation and when we apply the matching
condition analogous to (2.34a,b), the resulting lowest-order solution in this region emerges

996 Al7-11


https://doi.org/10.1017/jfm.2024.625

https://doi.org/10.1017/jfm.2024.625 Published online by Cambridge University Press

J.R. Ockendon and H. Ockendon

as the limit of (3.6) as ¢ 1 1, namely

1
2 2
¢ - _5” 3 d f ! (3.23a,b)
= — an = . . a,
1—t 5(1 — )3 (1 —1)?

Finally, we note that a small-time analysis when d = O(1) again leads to a profile similar
to that in figure 5 and that if we set d = 1 4 § where § is small, then, for small times the
jet length is of O(z/8%) as 8§ — 0, which is an order of magnitude longer than that in the
two-dimensional case. This is to be expected since there is now flow into the jet from all
directions.

4. Conclusion

This paper presents asymptotic evidence to suggest that, when a pressure maximum is
close to a planar free boundary of an inviscid fluid in the absence of gravity, the surface
can develop a fast jet. When the jets are driven by dipoles, they accelerate to become of
infinite length in a finite time which becomes shorter as the initial distance between the
dipoles decreases. The theory is described in both two dimensions and three dimensions
and it is shown that axisymmetric jets accelerate faster than those in two dimensions.

These predictions are based on asymptotic analyses that only apply for certain stages
of the jet evolution and numerical solutions are needed to corroborate our predictions and
complete the picture.
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