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As presented in Annenkov & Shrira (Phys. Rev. Lett., vol. 102, 2009, 024502),
when a surface gravity wave field is subjected to an abrupt perturbation of external
forcing, its spectrum evolves on a ‘fast’ dynamic time scale of O(ε−2), with ε a
measure of wave steepness. This observation poses a challenge to wave turbulence
theory that predicts an evolution with a kinetic time scale of O(ε−4). We revisit this
unresolved problem by studying the same situation in the context of a one-dimensional
Majda–McLaughlin–Tabak equation with gravity wave dispersion relation. Our results
show that the kinetic and dynamic time scales can both be realised, with the former
and latter occurring for weaker and stronger forcing perturbations, respectively. The
transition between the two regimes corresponds to a critical forcing perturbation, with
which the spectral evolution time scale drops to the same order as the linear wave
period (of some representative mode). Such fast spectral evolution is mainly induced
by a far-from-stationary state after a sufficiently strong forcing perturbation is applied.
We further develop a set-based interaction analysis to show that the inertial-range modal
evolution in the studied cases is dominated by their (mostly non-local) interactions with the
low-wavenumber ‘condensate’ induced by the forcing perturbation. The results obtained
in this work should be considered to provide significant insight into the original gravity
wave problem.

Key words: surface gravity waves

1. Introduction

Wave turbulence theory describes the statistical properties of ensembles of weakly
nonlinear interacting waves, with rich applications in many physical contexts,
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e.g. ocean waves (Zakharov & Filonenko 1967; Nazarenko & Lukaschuk 2016), acoustics
(L’vov et al. 1997), magnetohydrodynamics (Galtier et al. 2000), quantum turbulence
(Nazarenko & Onorato 2006) and others. The centrepiece of wave turbulence theory is
a wave kinetic equation (WKE), which describes the time evolution of the wave action
spectrum as an integral over wave–wave interactions. The WKE yields a stationary
Kolmogorov–Zakharov power-law solution associated with a constant flux, which has been
observed in many wave systems.

Quantitative validations of the WKE and its predictions in different physical contexts
have been a prominent topic in the wave turbulence community for decades. These studies
include extensive numerical and experimental validations of the spectral slope and energy
flux (or Kolmogorov constant) of the Kolmogorov–Zakharov solutions (e.g. Pan & Yue
2014; Falcon & Mordant 2022; Hrabski & Pan 2022; Zhang & Pan 2022a; Zhu et al.
2023), numerical validation of the initial spectral evolution predicted by the WKE (e.g.
Banks et al. 2022; Zhu et al. 2022) and rigorous mathematical justification of the WKE
(e.g. Buckmaster et al. 2021; Deng & Hani 2021, 2023). Although successes in verifying
the WKE have been reported in many cases, situations where WKE predictions fail have
also been identified, such as circumstances associated with finite-size effects (e.g. L’vov
& Nazarenko 2010; Hrabski & Pan 2020; Zhang & Pan 2022b), coherent structures in
the field (e.g. Rumpf, Newell & Zakharov 2009) and the strong turbulence regime (e.g.
Chibbaro, De Lillo & Onoroto 2017).

In spite of the significant advancement in understanding the WKE, there exists a
series of relevant studies on surface gravity waves that remain largely unexplained.
A representative work of this series is the paper by Annenkov & Shrira (2009), which
considers the spectral evolution when a stationary gravity wave field is subjected to an
abrupt perturbation of external wind forcing. According to the WKE of gravity waves,
in the form of ∂n/∂t ∼ n3 with n ∼ ε2 the wave action spectrum, one would expect an
evolution with the kinetic time scale of O(ε−4). However, simulations of the dynamic
equation, specifically the Zakharov equation (Zakharov 1968), show a faster evolution
with a dynamic time scale of O(ε−2). We remark that this ‘fast’ spectral evolution refers
to the scaling of time scale with ε, instead of the evolution rate in its absolute value.
Although with some uncertainties in measurement, the ‘fast’ spectral evolution is also
observed in wave-tank experiments (e.g. Autard 1995; Waseda, Toba & Tulin 2001) and
field studies (van Vledder & Holthuijsen 1993) when the wind exhibits a sudden change in
speed or direction, as well as numerical simulations for the initial evolution of some wave
spectra (Dyachenko et al. 2003). In a study by Annenkov & Shrira (2018), an attempt is
made in explaining the fast spectral evolution using the so-called generalised WKE, but
only limited success is achieved. This unexplained issue is concerning since the WKE of
surface gravity waves (also known as Hasselmann’s kinetic equation; Hasselmann 1962)
is currently used in modern wave modelling codes whose reliability is pertinent to weather
forecasting, climate modelling and navigation (Janssen 2004).

In this paper, we revisit the spectral evolution problem in the context of the
one-dimensional (1-D) Majda–McLaughlin–Tabak (MMT) equation with gravity wave
dispersion relation. The MMT model is favourable in the sense that it captures the essential
dynamics of wave turbulence while being exempt from the complexities associated with
surface gravity waves. One of these critical complexities is the existence of quasi-resonant
three-wave interactions in surface gravity waves (an issue under investigation in the field),
which can affect the observed spectral evolution time scale. The mathematical procedure
to remove the quadratic terms in deriving the WKE of surface gravity waves is also not
fully justified for finite wave steepness ε. In addition, with a 1-D model, we are able
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to perform large numbers of ensemble simulations, with which the statistical properties
can be reliably computed through ensemble averages. We conduct the study and analysis
closely following Annenkov & Shrira (2009), i.e. with numerical set-ups and evaluation
of properties as consistent as possible, except using the 1-D MMT model.

For a given stationary wave field, we show that evolution with kinetic and dynamic time
scales can be observed for weaker and stronger forcing perturbations, respectively. The
transition from the former to the latter regime corresponds to a forcing perturbation that
triggers a spectral evolution time scale comparable to the linear time scale, i.e. the wave
period of some representative mode, violating the basis of the WKE. We further show,
through a study varying the energy of the base stationary wave field, that this violation
of time-scale separation is primarily a result of the spectrum far from the stationary state
after a sufficiently strong forcing perturbation is applied, rather than the increase of overall
nonlinearity level of the wave field. We finally develop a set-based interaction analysis,
which allows us to understand that the spectral evolution for modes in the inertial range is
predominantly governed by their (mostly non-local) interactions with the low-wavenumber
condensate (or regions sufficiently filled with energy) induced by the forcing perturbation.

2. Methodology

2.1. The MMT model
We study the evolution of random wave fields through the 1-D MMT equation (Majda,
McLaughlin & Tabak 1997), which is a family of nonlinear dispersive wave equations
widely used to study wave turbulence problems (e.g. Cai et al. 1999; Zakharov, Pushkarev
& Dias 2001; Chibbaro et al. 2017; Hrabski & Pan 2022):

i
∂ψ

∂t
= |∂x|αψ + λ|∂x|β/4(||∂x|β/4ψ |2|∂x|β/4ψ), (2.1)

where ψ(x, t) is a field taking complex values. The parameter β controls the nonlinearity
formulation and α controls the dispersion relation ω(k) = |k|α with ω the frequency and k
the wavenumber. Here λ = −1 and 1 represent the focusing (defocusing) nonlinearity,
respectively (Cai et al. 2001). The MMT equation (2.1) conserves both the total
Hamiltonian and wave action. In our study, we use α = 1/2 to mimic the dispersion of
surface gravity waves, and use β = 0 for convenience which is consistent with a portion
of the original study of the MMT equation (Majda et al. 1997) and is widely used in
other studies (e.g. Cai et al. 1999; Rumpf & Newell 2013; Rumpf & Sheffield 2015).
We note that although β = 0 is not entirely representative of surface gravity waves, the
primary conclusion of the paper does not depend on a specific choice of β. We present the
results for the defocusing case (λ = 1) in the main paper, and those for the focusing case
in Appendix B, with both cases exhibiting similar physics regarding the spectral evolution
time scales.

From a standard wave turbulence consideration, a statistical description of the wave field
can be obtained by defining the wave action spectrum nk = 〈|ψ̂k|2〉, with ψ̂k the Fourier
transform of ψ and the angle brackets denoting an ensemble average. Under conditions of
weak nonlinearity, random phases and infinite domain, the time evolution of nk is governed
by the WKE (for β = 0):

∂nk

∂t
= 4π

∫
(n1n2n3 + n1n2nk − n1n3nk − n2n3nk)

× δ(ω1 + ω2 − ω3 − ω)δ(k1 + k2 − k3 − k) dk1 dk2 dk3, (2.2)
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where δ is the Dirac delta function. According to (2.2), the spectrum evolves with a
kinetic time scale, i.e. nk experiences significant change with a time scale of O(ε−4), and
∂nk/∂t ∼ O(ε6) over the evolution, with ε ∼ √

nk a measure of wave steepness. Hereafter,
we refer to these relations as kinetic scaling in this paper, which is in contrast to the
dynamic scaling of a time scale of O(ε−2) and ∂nk/∂t ∼ O(ε4) that one can directly obtain
from (2.1).

2.2. Numerical procedure
We simulate (2.1) with 4096 modes (before de-aliasing) on a periodic domain of size
L = 2π, with the addition of forcing and dissipation terms. The forcing is in white-noise
form, given by

F =
{

Fr + iFi, 4 ≤ k ≤ 13,
0, otherwise,

(2.3)

with Fr and Fi independently drawn from a Gaussian distribution N (0, σ 2). The
dissipation is introduced with the addition of two hyperviscosity terms

D1 =
{

−iν1ψ̂k, k ≥ 900,
0, otherwise,

D2 =
{

−iν2ψ̂k, k ≤ 4,
0, otherwise,

⎫⎪⎪⎪⎪⎪⎬
⎪⎪⎪⎪⎪⎭

(2.4)

at small and large scales, respectively. Since the MMT model supports the inverse cascade,
it is necessary to use large-scale dissipation to avoid energy accumulation at large scales.
The dissipation coefficients are fixed to be ν1 = 1 × 10−14(k − 900)8 and ν2 = 3k−4 for
all numerical experiments. The numerical schemes used for the simulation are discussed
in detail in previous papers (Hrabski & Pan 2020, 2022).

In order to reproduce the physical scenario as in Annenkov & Shrira (2009), we perform
the simulation with two stages. In stage 1, we simulate (2.1) with (2.3) and (2.4) using
σ = σ0 for sufficient time to reach a stationary wave field (and spectrum), starting from an
initial spectrum that exponentially decays in |k|. In stage 2, we add a perturbation Δσ to the
forcing magnitude (leading to σ = σ0 + Δσ ) and study how the spectrum evolves subject
to the perturbation. In both stages, we use a time step Δt = 0.012. For the main cases
studied in this paper, we consider the stationary state obtained with forcing σ0 = 0.004 in
stage 1, and consider forcing perturbations Δσ ∈ [0.033, 1.461] in stage 2 that is sufficient
to cover the physical regimes of our interest. The process is simulated with an ensemble
of 65 000 simulations with different random seeds in the forcing, and all statistical results
related to nk presented below are obtained directly from the average over the whole or part
of the ensemble that is statistically convergent.

3. Results

Figure 1 shows the evolution of a spectrum in a typical case with σ0 = 0.004 and Δσ =
0.033. We see that a stationary power-law spectrum forms at the end of stage 1, which
serves as the base state of the problem. As a forcing perturbation is excited in stage 2, the
forcing scales (as well as scales slightly larger than that) first experience an abrupt growth,
forming a condensate at large scales. The growth is then propagated to smaller scales,
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Figure 1. A typical case of the evolution of wave action spectrum, where n(k, 0) (solid blue) and n(k, tf ) (solid
red) represent the stationary spectra before the forcing perturbation (stage 1) and after sufficient evolution with
forcing perturbation applied (stage 2). The intermediate spectra in the evolution between n(k, 0) and n(k, tf )
are plotted (dashed red).

which eventually fill in the full spectral range and form the final stationary power-law
spectrum. We note that such behaviour regarding the propagation of growth is closely
related to the fact that (2.1) under selected values of α and β is an infinite-capacity system
(Nazarenko 2011; Newell & Rumpf 2011). Hereafter, for simplicity, we assign time t = 0 to
the stationary state before a forcing perturbation is applied, and t = tf to the time when the
final stationary state is formed. We measure the wave steepness of each state as ε = √

EL
with EL the linear energy (or Hamiltonian) of the system. Accordingly, we use ε0 and εf as
the wave steepness at t = 0 and t = tf . We note that this definition of ε is consistent with
that in Annenkov & Shrira (2009) with the additional factor of constant peak wavenumber
kp omitted in our definition.

We are interested in the growth rate in the transient period in stage 2, based on which
we can evaluate ∂nk/∂t and the associated scaling with wave steepness. For this purpose,
we follow Annenkov & Shrira (2009) to measure ∂nk/∂t for a given mode k using data
over the interval of 5 %–40 % of the full modal growth. More specifically, if we define a
normalised wave action spectrum ñ(k, t) = (n(k, t)− n(k, 0))/(n(k, tf )− n(k, 0)), we can
then measure ∂ ñk/∂t over the range of ñk ∈ [5 %, 40 %] via a least-squares fit, and then
scale back to compute ∂nk/∂t. Figure 2 shows the evolution of ñ(k, t) for three selected
modes in the inertial range, as well as the growth rate evaluated using the [5 %, 40 %]
interval. We note that each modal growth exhibits a short exponential regime followed
by an algebraic regime, and that our [5 %, 40 %] covers the growth predominantly in the
algebraic regime. Furthermore, we have tested that the obtained results are not sensitive
to a variation of bounds of the interval to [25 %, 60 %] and likely more. Therefore, the
evaluated growth rate over the chosen interval [5 %, 40 %] is robust to capture the typical
spectral growth after the forcing perturbation is imposed.

3.1. Scaling of spectral growth rate with ε
To evaluate the scaling of ∂nk/∂t with the wave steepness ε, we use the final-state ε = εf
as a representative value of the wave steepness for the case (cf. Annenkov & Shrira
2009). Figure 3 shows ∂nk/∂t of three modes in the inertial range for a broad range of
ε ∈ [0.022, 0.124], obtained from 22 cases with Δσ ∈ [0.033, 1.461] starting from a base

979 A33-5

ht
tp

s:
//

do
i.o

rg
/1

0.
10

17
/jf

m
.2

02
3.

10
89

 P
ub

lis
he

d 
on

lin
e 

by
 C

am
br

id
ge

 U
ni

ve
rs

ity
 P

re
ss

https://doi.org/10.1017/jfm.2023.1089


A. Simonis, A. Hrabski and Y. Pan

0 2000 4000 6000

t

0 %

20 %

40 %

60 %

80 %

100 %
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Figure 2. A typical case of the evolution of modal wave action at three wavenumbers k = 150 (solid green),
k = 500 (solid blue) and k = 800 (solid red) in the inertial range. The growth rates ∂ ñk/∂t measured over the
range of ñk ∈ [5 %, 40 %] are indicated (dashed).

state with ε0 = 0.010 resulting from σ0 = 0.004. As we see in figure 3, the kinetic scaling
∂nk/∂t ∼ O(ε6) is realised in the range of ε � 0.05, corresponding to small Δσ with
Δσ � 0.36. For larger forcing perturbations, we find dynamic scaling in the range of
ε � 0.05. We remark that in the previous work for gravity waves (Annenkov & Shrira
2009), only dynamic scaling is observed. This is possibly due to those studies only being
conducted for strong forcing perturbations, or other reasons that we will leave for future
study.

We next investigate why the ‘fast’ dynamic scaling becomes relevant for the spectral
evolution, a critical question that is not answered in previous works (e.g. Annenkov &
Shrira 2006, 2009, 2018). The realisation of dynamic scaling indicates that the WKE (2.2)
(or more generally, wave turbulence theory) must break down. One situation in which this
could happen is a violation of time-scale separation, i.e. when the nonlinear modal time
scale becomes comparable to the linear modal time scale. In particular, the linear time
scale of a mode is given by the modal wave period:

τlin = 2π

ω
. (3.1)

The nonlinear time scale can be computed in our case as the spectral evolution time
scale:

τnl = nk
∂nk

∂t

, (3.2)

with ∂nk/∂t evaluated from our numerical data. Hereafter, we also use the terminology
‘spectral evolution time scale’ which is somewhat more illuminating than ‘nonlinear time
scale’. In addition, we note that in many cases (e.g. Newell, Nazarenko & Biven 2006;
Newell & Rumpf 2011) the nonlinear time scale is taken as the kinetic time scale, which is
not appropriate here since ∂nk/∂t in (3.2) is evaluated by the dynamic equation instead of
the WKE. The ratio of the spectral evolution and linear time scales is given by

ρ = τnl

τlin
. (3.3)
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Figure 3. Rate of spectral evolution ∂nk/∂t as a function of nonlinearity ε for (a) k = 150 (green triangles),
(b) k = 500 (blue triangles) and (c) k = 800 (red triangles), with the kinetic ε6 and dynamic ε4 scalings
indicated by the dashed lines.

The WKE is expected to be valid only when the time scales are well separated with ρ 	
O(1).

To study the time-scale separation in our cases, we first mention that ρ is, in general,
a function of k, as shown in two typical cases in figure 4 for Δσ = 0.033 and 1.461. We
see that ρ generally increases with k in a power-law form, which is related to our choice
β = 0 in (2.1) (which makes the nonlinear strength weaker for high k than that from a
positive β). Additionally, we see that as Δσ increases from the former values to the latter,
ρ generally drops below O(1), indicating the breakdown of the WKE in the latter case.
We next seek to understand the relationship between the time-scale separation and the
transition to the dynamic scaling of spectral evolution. To this end, we first note that the
transition to dynamic scaling at all inertial-range wavenumbers (see figure 3) occurs at a
similar forcing perturbation, indicating that the WKE breaks down for the overall spectral
range instead of a particular wavenumber. Therefore, we evaluate ρ at a representative
wavenumber k = 100, which leads to a relatively low value of ρ in the inertial range
as an assessment of the overall validity of wave turbulence theory. We plot in figure 5
ρ(k = 100) as a function of ε, overlaid with the previous plot of ∂nk/∂t for k = 500 (as
an example). We see that the transition to dynamic scaling occurs at ρ ≈ 4 ∼ O(1), which
indicates that the dynamic scaling range is consistent with the failure of the WKE due
to the violation of time-scale separation. We also remark that if a different value of k is
chosen for the evaluation of ρ, we will end up with a slightly different transition value of
ρ which is at most approximately 10 as one can estimate from figure 4.
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ρ

Figure 4. Ratio of time scales ρ as a function of k for cases with Δσ = 0.033, ε = 0.022 (green circles) and
Δσ = 1.461, ε = 0.124 (red circles).
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Figure 5. Ratio of the time scales ∂nk/∂t(k = 500) (left axis, blue triangles) and ρ(k = 100) (right axis,
circles) as functions of ε. The region of transition from kinetic to dynamic scaling is circled, with the
corresponding value of ρ indicated (dash-dotted).

While the above analysis reveals the reduction of τnl as the underlying reason for
the transition to dynamic scaling, the cause of this reduction remains unclear. In many
previous studies, the reduction of τnl is attributed to the increase of nonlinearity level,
which transits the dynamics into a strong turbulence regime (often associated with
intermittency) where the WKE becomes irrelevant. However, we argue that this is not
the major reason for the transition to dynamic scaling observed in our study, which is
instead mainly triggered by the spectrum being too far from the stationary spectrum
after a strong forcing perturbation is applied. To provide evidence for this argument, we
repeat our analysis for three additional situations with higher values of ε0. For each case,
we evaluate a transition value ε by the following procedure. We first define a dynamic
scaling range as the longest range at a high nonlinearity level where a linear fit of ε4

has a correlation coefficient R2 > 0.998. The transition value ε is then defined as the
leftmost point in the dynamic range. Figure 6 shows that the transition value of ε increases
with ε0 following an approximately linear form of ε ∼ ε0, and that these transitions all
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Figure 6. Values of ε (left axis, squares) and ρ(k = 100) (right axis, circles) corresponding to transition to
dynamic scaling for each base nonlinearity level ε0, with a linear fitting (dotted line) and relation indicated.

correspond to ρ(k = 100) ∼ O(1 − 10), which is in agreement with the above analysis.
This is consistent with the argument about the transition caused by a far-from-stationary
spectrum induced by a strong forcing perturbation, since the deviation of the spectrum
from the stationary state is approximately measured by the difference between ε and ε0,
which does not change significantly in all cases. Moreover, figure 6 is in clear contradiction
with a transition induced by a high nonlinearity level (or strong turbulence), in which case
one would otherwise expect that the transition occurs at approximately the same ε for
different ε0.

The failure of the WKE due to the spectrum far from the stationary state can also be
reasoned from a thought experiment. Given a spectrum, one can assume a priori that the
WKE is valid, based on which ∂nk/∂t can be computed. Such computed ∂nk/∂t may a
posteriori be found to violate the condition of ρ 	 O(1) that invalidates the assumed
WKE. A typical example of this violation has long been known in the Garrett–Munk
spectrum of internal gravity waves, where the time-scale separation is not valid in the
high-wavenumber/high-frequency portion of the spectrum (e.g. Holloway 1980; McComas
& Müller 1981; Lvov, Polzin & Yokoyama 2012; Eden, Pollmann & Olbers 2019; Wu &
Pan 2023). In this view, as the spectrum deviates from the stationary state, there exists
a critical spectral form (even if the nonlinearity level is relatively low) that drives fast
evolution beyond which the WKE fails.

3.2. Dominant interactions in modal growth
From § 3.1 we understand that the forcing perturbation (and the associated condensate)
creates a deviation of the spectrum from the stationary state, which drives the subsequent
spectral evolution. It is therefore reasonable to further argue that the inertial-range modal
growth is dominated by direct interaction with the condensate peak, or at least non-local
interactions with large-scale features. In this section, we verify this hypothesis using a
new set-based interaction analysis. We remark that this is not a trivial task in the sense that
these interactions cannot be analysed on the basis of the WKE, but rather must be analysed
based on the dynamic equation (2.1) which is valid for all cases.
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To start, we first define a set-based modal growth rate ∂nk/∂t|A to be the evolution
rate of nk due to the interaction of mode k with ki ∈ A for i = 1, 2, 3. By definition, if
A = Λ ≡ [−kmax, kmax] (i.e. the full spectral range with kmax = 1024 after de-aliasing),
then ∂n(k)/∂t|A = ∂n(k)/∂t. For A ∈ Λ, we can compute ∂n(k)/∂t|A by invoking (2.1) as

∂n(k)
∂t

∣∣∣∣
A

=
∑

k1∈A,k2∈A,k3∈A

2Im〈ψ̂1ψ̂2ψ̂
∗
3 ψ̂

∗
k 〉δ12

3k , (3.4)

where δ12
3k ≡ δ(k1 + k2 − k − k3) and ψ̂

∗
k denotes the complex conjugate of ψk. The direct

computation of (3.4) in spectral space is very expensive, with a computational complexity
of O(k3

max) for each ensemble member of the group at each time instant (the ensemble
and the time average are then used to compute the operator 〈· · · 〉). The computational cost
can be significantly reduced if the evaluation of (3.4) can be performed in physical space,
which turns out to be possible as we detail in Appendix A, with the result

∂n(k)
∂t

∣∣∣∣
A

≡ 2Im〈ψ̂∗
k F [BA(ψ(x))BA(ψ(x))BA(ψ

∗(x))]〉, (3.5)

where F [· · · ] represents the Fourier transform and BA represents a Fourier-domain filter
to select modes in A for a quantity in the physical domain. The computation of (3.5) only
requires a number of fast Fourier transforms which is much less expensive than that for
(3.4).

In order to sort out the dominant interactions that lead to the growth of a mode k0, we
evaluate ∂n(k0)/∂t|A by setting A = [−kmax,−kA] ∪ [kA, kmax] with kA varying in [1, k0].
Therefore, for fixed k0, ∂n(k0)/∂t|A can be considered as a function of kA. As kA decreases
from k0 to 1, ∂n(k0)/∂t|A accounts for more non-local interactions with large scales (which
is more important than interactions with small scales that are not particularly studied in
the current setting). Figure 7 plots ∂n(k0)/∂t|A (normalised by ∂n(k0)/∂t) as a function of
kA for three selected values of k0 in the inertial range, and for two cases of ε = 0.022
and 0.124 corresponding to regimes of kinetic and dynamic scaling, respectively. We
first see that, for each case, the leftmost point (i.e. when kA = 1) recovers the total
∂n(k0)/∂t, which can be considered as a validation of our computation. For kA relatively
close to k0, local interactions are represented, with those for higher nonlinearity levels
showing stronger fluctuations, i.e. stronger local interactions. Nevertheless, for all cases,
there exists a wavenumber kc (marked in figure 7) at which the normalised ∂n(k0)/∂t|A
becomes close to zero or negative. This means that the overall local interactions in
the range [kc, k0] do not contribute much (or even contribute negatively) to the total
∂n(k0)/∂t. The major contribution to recover ∂n(k0)/∂t occurs for a range immediately
left of kc, where the normalised ∂n(k0)/∂t|A grows quickly from the minimum value
to 1. This range features non-local interactions with scale separation of kc/k0 ∼ O(0.1)
(see table 1 for exact numbers) for all cases shown in the figure. The fact that kc
increases with k0 indicates that the large scales participating in the dominant interactions
propagate to higher wavenumbers. For k0 = 150, the non-local interactions mainly involve
the forced condensate range up to about kc ∼ O(10). For k0 = 500 and k0 = 800, the
small-wavenumber range sufficiently filled with energy during the propagation of the
perturbation becomes the dominant interacting modes.

In summary, the analysis here implies that, for all forcing perturbations considered, the
inertial-range modal growth is mainly driven by the non-local interactions of the modes
with large scales. The local interactions introduce some fluctuations that are stronger for
higher-nonlinearity cases, but are sufficiently decayed when enlarging the spectral range
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Figure 7. Rate of spectral evolution ∂n(k0)/∂t|A, normalised by ∂n(k0)/∂t, as a function of kA, for three
wavenumbers (a,b) k0 = 150, (c,d) k0 = 500 and (e, f ) k0 = 800. The panels on the left (a,c,e) and on the
right (b,d, f ) are for cases with Δσ = 0.033 and 1.461 in the kinetic and dynamic scaling regimes, respectively.
The positions of kc (where minimum value ∂n(k0)/∂t|A is achieved) and k0 are indicated in each panel.

around k0 and before the dominant non-local interactions take place. We also remark that
in many situations it is possible to derive a diffusion approximation (assuming the WKE
is valid) for non-local interactions as done in McComas & Müller (1981) for three-wave
systems and recently in Korotkevich et al. (2023) for four-wave systems. However, for a
(nonlinear) power-law dispersion relation, the diffusion approximation is only valid for
dimension d ≥ 2, since for d = 1 there are no exact resonances when scale-separated
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Nonlinearity ε
Wavenumber
of interest k0

Wavenumber at
minimum kc kc/k0

0.022
150 25 0.167
500 60 0.120
800 125 0.156

0.124
150 9 0.060
500 40 0.080
800 125 0.156

Table 1. Values of kc and kc/k0 for all test cases.

interactions are considered, e.g. for four-wave systems we refer to two large and two small
wavenumbers. Therefore, such diffusion approximation is not applicable to our system as
far as exact resonances are considered.

4. Conclusion and discussions

In this paper, we numerically study the time scales of spectral evolution of nonlinear
waves under perturbed forcing, in order to understand the previously identified ‘fast’
spectral evolution with the dynamic time scale contradicting the prediction from the WKE.
Our study is conducted in the context of the 1-D MMT equation that mimics the wave
turbulence of surface gravity waves free of other associated complexities. We show that
both kinetic and dynamic time scales can become relevant for spectral evolution depending
on the magnitude of the perturbed forcing applied to the stationary spectrum. The kinetic
scaling occurs at weaker forcing perturbations, which transits to dynamic scaling as the
forcing perturbation becomes strong enough, with the transition corresponding to the
situation of the spectral evolution (or nonlinear) time scale dropping to the same level
as the linear time scale. Such decrease in nonlinear time scale is mainly induced by the
spectrum being far from the stationary state after the forcing perturbation is applied,
instead of solely due to the usually considered cause of increasing nonlinearity level.
Finally, through a new set-based interaction analysis, we find that the inertial-range
spectral growth is dominated by its non-local interactions with the forced condensate or
large scales sufficiently filled with energy throughout all nonlinearity levels.

Our study suggests that in assessing the validity of the WKE for transient spectra,
the specific spectral forms need to be considered, in conjunction with the traditionally
considered factors such as weak/strong turbulence and intermittency. For example, the
mechanism understood in this paper may apply to the initial evolution of the wave
spectrum, which is sometimes reported to be on the dynamic scale (Dyachenko et al.
2003) and sometimes precisely matches the prediction by the WKE (Zhu et al. 2022).

In addition, the current results in the MMT model have highlighted mechanisms that
have physical relevance in surface gravity waves. We can now expect that in the event that
wind forcing provides an adequately strong spectral perturbation and drives the spectrum
far from equilibrium, the subsequent spectral evolution may follow the dynamic time
scaling instead of prediction from WKE. The growth of spectral energy at small scales
in this case should be expected to be governed by their non-local interactions with the
forcing peak. Of course there exist many open questions regarding the case for gravity
waves, e.g. How strong should the wind forcing and spectral perturbation be to realise
dynamic scaling? Does wind direction relative to waves matter in this case? Does the
three-wave process that generates bound modes play a role in the spectral evolution of
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Figure 8. See caption for figure 3, but for the focusing case.

gravity waves? We will consider a future study directly regarding surface gravity waves
by applying the methodology developed in this paper, where some of the questions above
will be answered.
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Appendix A. Fast computation for set-based interaction analysis

We start by reordering (3.4) (by interchanging allowed operations) as

∂n(k)
∂t

∣∣∣∣
A

= 2Im〈ψ̂∗
k

∑
k1∈A,k2∈A,k3∈A

ψ̂1ψ̂2ψ̂
∗
3 δ

12
3k〉. (A1)

The significant computational cost comes from the summation term on the right-hand side
of (A1). To reduce the computational cost, we can consider the summation term as the
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Fourier transform of a physical-space quantity:

∑
k1∈A,k2∈A,k3∈A

ψ̂1ψ̂2ψ̂
∗
3 δ

12
3k = F [BA(ψ(x))BA(ψ(x))BA(ψ

∗(x))], (A2)

where F [· · · ] represents the Fourier transform and BA represents a Fourier-domain filter to
select modes in A for a physical-domain function ψ(x). Equation (A2) can be understood
from the convolution theorem for three functions, i.e. spectral-domain convolution is equal
to the physical-domain multiplication. One can also directly confirm that this is true by
starting from the right-hand side and expressing each BA(ψ(x)) as the summation of
Fourier modes:

1
2π

∫
exp(−ikx)

∑
k1∈A

ψ̂(k1) exp(ik1x)
∑
k2∈A

ψ̂(k2) exp(ik2x)
∑
k3∈A

ψ̂∗(k3) exp(−ik3x) dx,

(A3)
which can be reorganised as

1
2π

∫ ∑
k1∈A,k2∈A,k3∈A

ψ̂(k1)ψ̂(k2)ψ̂
∗(k3) exp(i(k1 + k2 − k − k3)x) dx. (A4)

We see that (A4) is the same as the left-hand side of (A1) after considering
(1/2π)

∫
exp(i(k1 + k2 − k − k3)x) = δ(k1 + k2 − k − k3).

Appendix B. Results from cases with focusing nonlinearity

In this appendix, we summarise results from cases with focusing nonlinearity, i.e. λ = −1
in (2.1). All other parameters in the study are kept consistent with those in the defocusing
cases reported in the main paper. Figures 8 and 9 show respectively the scaling of ∂nk/∂t
with ε and the study regarding ρ, as counterparts of figures 3 and 4 in the main paper.
It is clear from these figures that the main conclusion made for the defocusing case also
applies to the focusing case.
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of the kinetic description of wave turbulence for finite-size systems dominated by interactions among groups
of six waves. Phys. Rev. Lett. 129 (3), 034101.

BUCKMASTER, T., GERMAIN, P., HANI, Z. & SHATAH, J. 2021 Onset of the wave turbulence description of
the longtime behavior of the nonlinear Schrödinger equation. Invent. Math. 225 (3), 787–855.

CAI, D., MAJDA, A.J., MCLAUGHLIN, D.W. & TABAK, E.G. 1999 Spectral bifurcations in dispersive wave
turbulence. Proc. Natl Acad. Sci. USA 96 (25), 14216–14221.

CAI, D., MAJDA, A.J., MCLAUGHLIN, D.W. & TABAK, E.G. 2001 Dispersive wave turbulence in one
dimension. Physica D 152, 551–572.

CHIBBARO, S., DE LILLO, F. & ONOROTO, M. 2017 Weak versus strong wave turbulence in the
Majda-McLaughlin-Tabak model. Phys. Rev. Fluids 2 (5), 052607.

DENG, Y. & HANI, Z. 2021 On the derivation of the wave kinetic equation for NLS. Forum Maths Pi 9, e6.
DENG, Y. & HANI, Z. 2023 Full derivation of the wave kinetic equation. Invent. Math. 233 (2), 543–724.
DYACHENKO, K.B., TRULSEN, K., KROGSTAD, H.E. & SOCQUET-JUGLARD, V.E. 2003 Evolution of a

narrow-band spectrum of random surface gravity waves. J. Fluid Mech. 478, 1–10.
EDEN, C., POLLMANN, F. & OLBERS, D. 2019 Numerical evaluation of energy transfers in internal gravity

wave spectra of the ocean. J. Phys. Oceanogr. 49 (3), 737–749.
FALCON, E. & MORDANT, N. 2022 Experiments in surface gravity-capillary wave turbulence. Annu. Rev.

Fluid Mech. 54, 1–25.
GALTIER, S., NAZARENKO, S., NEWELL, A.C. & POUQUET, A. 2000 A weak turbulence theory for

incompressible magnetohydrodynamics. J. Plasma Phys. 63 (5), 447–488.
HASSELMANN, K. 1962 On the non-linear energy transfer in a gravity-wave spectrum. Part I. General theory.

J. Fluid Mech. 12, 481–500.
HOLLOWAY, G. 1980 Oceanic internal waves are not weak waves. J. Phys. Oceanogr. 10 (6), 906–914.
HRABSKI, A. & PAN, Y. 2020 Effect of discrete resonant manifold structure on discrete wave turbulence.

Phys. Rev. E 102 (4), 041101.
HRABSKI, A. & PAN, Y. 2022 On the properties of energy flux in wave turbulence. J. Fluid Mech. 936, A47.
JANSSEN, P. 2004 The Interaction of Ocean Waves and Wind. European Centre for Medium-Range Weather

Forecasts. Cambridge University Press.
KOROTKEVICH, A.O., NAZARENKO, S.V., PAN, Y. & SHATAH, J. 2023 Nonlocal gravity wave turbulence

in presence of condensate. arXiv:2305.01930.
LVOV, Y.V., POLZIN, K.L. & YOKOYAMA, N. 2012 Resonant and near-resonant internal wave interactions.

J. Phys. Oceanogr. 42 (5), 669–691.
L’VOV, V.S., L’VOV, Y., NEWELL, A.C. & ZAKHAROV, V.E. 1997 Statistical description of acoustic

turbulence. Phys. Rev. E 56 (1), 390–405.
L’VOV, V.S. & NAZARENKO, S. 2010 Discrete and mesoscopic regimes of finite-size wave turbulence. Phys.

Rev E 82 (5), 056322.
MAJDA, A.J., MCLAUGHLIN, D.W. & TABAK, E.G. 1997 A one-dimensional model for dispersive wave

turbulence. J. Nonlinear Sci. 7 (1), 9–44.
MCCOMAS, C.H. & MÜLLER, P. 1981 Time scales of resonant interactions among oceanic internal waves.

J. Phys. Oceanogr. 11 (2), 139–147.
NAZARENKO, S. 2011 Wave Turbulence. Lecture Notes in Physics. Springer.
NAZARENKO, S. & LUKASCHUK, S. 2016 Wave turbulence on water surface. Annu. Rev. Condens. Mat. Phys.

7, 61–88.
NAZARENKO, S. & ONORATO, M. 2006 Wave turbulence and vortices in Bose-Einstein condensation. Physica

D 219 (1), 1–12.
NEWELL, A.C., NAZARENKO, S. & BIVEN, L. 2006 Wave turbuelnce and intermittency. Physica D 152,

520–550.
NEWELL, A.C. & RUMPF, B. 2011 Wave turbulence. Annu. Rev. Fluid Mech. 43, 59–78.
ONORATO, M., OSBORNE, A.R., SERIO, M., RESIO, D., PUSHKAREV, A., ZAKHAROV, V.E. & BRANDINI,

C. 2002 Freely decaying weak turbulence for sea gravity waves. Phys. Rev. Lett. 89 (14), 144051.

979 A33-15

ht
tp

s:
//

do
i.o

rg
/1

0.
10

17
/jf

m
.2

02
3.

10
89

 P
ub

lis
he

d 
on

lin
e 

by
 C

am
br

id
ge

 U
ni

ve
rs

ity
 P

re
ss

https://arxiv.org/abs/2305.01930
https://doi.org/10.1017/jfm.2023.1089


A. Simonis, A. Hrabski and Y. Pan

PAN, Y. & YUE, D.K.P. 2014 Direct numerical investigation of capillary waves. Phys. Rev. Lett. 113 (9),
094501.

RUMPF, B. & NEWELL, A.C. 2013 Wave instability under short-wave amplitude modulations. Phys. Lett. A
377 (18), 1260–1263.

RUMPF, B, NEWELL, A.C. & ZAKHAROV, V.E. 2009 Turbulent transfer of energy by radiating pulses. Phys.
Rev. Lett. 103 (7), 074502.

RUMPF, B. & SHEFFIELD, T.Y. 2015 Transition of weak wave turbulence to wave turbulence with intermittent
collapses. Phys. Rev E 92 (2), 1539–3755

TANAKA, M. 2001 Verification of Hasselmann’s energy transfer among surface gravity waves by direct
numerical simulations of primitive equations. J. Fluid Mech. 28, 41–60.

VAN VLEDDER, G.P. & HOLTHUIJSEN, L.H. 1993 The directional response of ocean waves to turning winds.
J. Phys. Oceanogr. 23 (2), 177–192.

WASEDA, T., TOBA, Y. & TULIN, M.P. 2001 Adjustment of wind waves to sudden changes of wind speed.
J. Phys. Oceanogr. 57, 519–533.

WU, Y. & PAN, Y. 2023 Energy cascade in the Garrett-Munk spectrum of internal gravity waves. J. Fluid
Mech. 975, A11.

ZAKHAROV, V.E. 1968 Stability of periodic waves of finite amplitude on the surface of a deep fluid. J. Appl.
Mech. Tech. Phys. 9 (2), 190–194.

ZAKHAROV, V.E. & FILONENKO, N.N. 1967 Weak turbulence of capillary waves. J. Appl. Mech. Tech. Phys.
8 (5), 37–40.

ZAKHAROV, V.E., PUSHKAREV, A.N. & DIAS, F. 2001 One-dimensional wave turbulence. Phys. Rep. 398
(1), 1–65.

ZHANG, Z. & PAN, Y. 2022a Numerical investigation of turbulence of surface gravity waves. J. Fluid Mech.
933, A58.

ZHANG, Z. & PAN, Y. 2022b Forward and inverse cascades by exact resonances in surface gravity waves.
Phys. Rev. E 106 (4), 044213.

ZHU, Y., SEMISALOV, B., KRSTULOVIC, G. & NAZARENKO, S. 2022 Testing wave turbulence theory for the
Gross-Pitaevskii system. Phys. Rev. E 106 (1), 014205.

ZHU, Y., SEMISALOV, B., KRSTULOVIC, G. & NAZARENKO, S. 2023 Direct and inverse cascades in
turbulent Bose-Einstein condensates. Phys. Rev. Lett. 130 (13), 13301.

979 A33-16

ht
tp

s:
//

do
i.o

rg
/1

0.
10

17
/jf

m
.2

02
3.

10
89

 P
ub

lis
he

d 
on

lin
e 

by
 C

am
br

id
ge

 U
ni

ve
rs

ity
 P

re
ss

https://doi.org/10.1017/jfm.2023.1089

	1 Introduction
	2 Methodology
	2.1 The MMT model
	2.2 Numerical procedure

	3 Results
	3.1 Scaling of spectral growth rate with 
	3.2 Dominant interactions in modal growth

	4 Conclusion and discussions
	Appendix A. Fast computation for set-based interaction analysis
	Appendix B. Results from cases with focusing nonlinearity
	References


<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles false
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Dot Gain 20%)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Error
  /CompatibilityLevel 1.3
  /CompressObjects /Tags
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.1000
  /ColorConversionStrategy /LeaveColorUnchanged
  /DoThumbnails false
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize false
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage false
  /PreserveDICMYKValues true
  /PreserveEPSInfo false
  /PreserveFlatness true
  /PreserveHalftoneInfo false
  /PreserveOPIComments false
  /PreserveOverprintSettings false
  /StartPage 1
  /SubsetFonts true
  /TransferFunctionInfo /Remove
  /UCRandBGInfo /Remove
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 150
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 300
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages true
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /ColorImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 150
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 300
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /GrayImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 400
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 1200
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /CreateJDFFile false
  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e9ad88d2891cf76845370524d53705237300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc9ad854c18cea76845370524d5370523786557406300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000620065006400730074002000650067006e006500720020007300690067002000740069006c002000700072006500700072006500730073002d007500640073006b007200690076006e0069006e00670020006100660020006800f8006a0020006b00760061006c0069007400650074002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200076006f006e002000640065006e0065006e002000530069006500200068006f006300680077006500720074006900670065002000500072006500700072006500730073002d0044007200750063006b0065002000650072007a0065007500670065006e0020006d00f60063006800740065006e002e002000450072007300740065006c006c007400650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000410064006f00620065002000520065006100640065007200200035002e00300020006f0064006500720020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f00730020005000440046002000640065002000410064006f0062006500200061006400650063007500610064006f00730020007000610072006100200069006d0070007200650073006900f3006e0020007000720065002d0065006400690074006f007200690061006c00200064006500200061006c00740061002000630061006c0069006400610064002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f00620065002000500044004600200070006f0075007200200075006e00650020007100750061006c0069007400e90020006400270069006d007000720065007300730069006f006e00200070007200e9007000720065007300730065002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA <FEFF005500740069006c0069007a007a006100720065002000710075006500730074006500200069006d0070006f007300740061007a0069006f006e00690020007000650072002000630072006500610072006500200064006f00630075006d0065006e00740069002000410064006f00620065002000500044004600200070006900f900200061006400610074007400690020006100200075006e00610020007000720065007300740061006d0070006100200064006900200061006c007400610020007100750061006c0069007400e0002e0020004900200064006f00630075006d0065006e007400690020005000440046002000630072006500610074006900200070006f00730073006f006e006f0020006500730073006500720065002000610070006500720074006900200063006f006e0020004100630072006f00620061007400200065002000410064006f00620065002000520065006100640065007200200035002e003000200065002000760065007200730069006f006e006900200073007500630063006500730073006900760065002e>
    /JPN <FEFF9ad854c18cea306a30d730ea30d730ec30b951fa529b7528002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a306b306f30d530a930f330c8306e57cb30818fbc307f304c5fc59808306730593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020ace0d488c9c80020c2dcd5d80020c778c1c4c5d00020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken die zijn geoptimaliseerd voor prepress-afdrukken van hoge kwaliteit. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d00200065007200200062006500730074002000650067006e0065007400200066006f00720020006600f80072007400720079006b006b0073007500740073006b00720069006600740020006100760020006800f800790020006b00760061006c0069007400650074002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002000730065006e006500720065002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f0062006500200050004400460020006d00610069007300200061006400650071007500610064006f00730020007000610072006100200070007200e9002d0069006d0070007200650073007300f50065007300200064006500200061006c007400610020007100750061006c00690064006100640065002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f00740020006c00e400680069006e006e00e4002000760061006100740069007600610061006e0020007000610069006e006100740075006b00730065006e002000760061006c006d0069007300740065006c00750074007900f6006800f6006e00200073006f00700069007600690061002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d002000e400720020006c00e4006d0070006c0069006700610020006600f60072002000700072006500700072006500730073002d007500740073006b00720069006600740020006d006500640020006800f600670020006b00760061006c0069007400650074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create Adobe PDF documents best suited for high-quality prepress printing.  Created PDF documents can be opened with Acrobat and Adobe Reader 5.0 and later.)
  >>
  /Namespace [
    (Adobe)
    (Common)
    (1.0)
  ]
  /OtherNamespaces [
    <<
      /AsReaderSpreads false
      /CropImagesToFrames true
      /ErrorControl /WarnAndContinue
      /FlattenerIgnoreSpreadOverrides false
      /IncludeGuidesGrids false
      /IncludeNonPrinting false
      /IncludeSlug false
      /Namespace [
        (Adobe)
        (InDesign)
        (4.0)
      ]
      /OmitPlacedBitmaps false
      /OmitPlacedEPS false
      /OmitPlacedPDF false
      /SimulateOverprint /Legacy
    >>
    <<
      /AddBleedMarks false
      /AddColorBars false
      /AddCropMarks false
      /AddPageInfo false
      /AddRegMarks false
      /ConvertColors /ConvertToCMYK
      /DestinationProfileName ()
      /DestinationProfileSelector /DocumentCMYK
      /Downsample16BitImages true
      /FlattenerPreset <<
        /PresetSelector /MediumResolution
      >>
      /FormElements false
      /GenerateStructure false
      /IncludeBookmarks false
      /IncludeHyperlinks false
      /IncludeInteractive false
      /IncludeLayers false
      /IncludeProfiles false
      /MultimediaHandling /UseObjectSettings
      /Namespace [
        (Adobe)
        (CreativeSuite)
        (2.0)
      ]
      /PDFXOutputIntentProfileSelector /DocumentCMYK
      /PreserveEditing true
      /UntaggedCMYKHandling /LeaveUntagged
      /UntaggedRGBHandling /UseDocumentProfile
      /UseDocumentBleed false
    >>
  ]
>> setdistillerparams
<<
  /HWResolution [2400 2400]
  /PageSize [612.000 792.000]
>> setpagedevice


