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Abstract

This paper focuses on dynamics of systems of particles that allow interactions beyond binary, and their behavior
as the number of particles goes to infinity. More precisely, the paper provides the first rigorous derivation of a
binary-ternary Boltzmann equation describing the kinetic properties of a gas consisting of hard spheres, where
particles undergo either binary or ternary instantaneous interactions, while preserving momentum and energy. An
important challenge we overcome in deriving this equation is related to providing a mathematical framework that
allows us to detect both binary and ternary interactions. Furthermore, this paper introduces new algebraic and
geometric techniques in order to eventually decouple binary and ternary interactions and understand the way they
could succeed one another in time. We expect that this paper can serve as a guideline for deriving a generalized
Boltzmann equation that incorporates higher-order interactions among particles.
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1. Introduction

The Boltzmann equation, introduced by L. Boltzmann [11] and J.C. Maxwell [27], describes the time
evolution of the probability density of a rarefied, monoatomic gas in thermal non-equilibrium in R¢, for
d > 2. The Boltzmann equation accurately describes very dilute gases since only binary interactions
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between particles are taken into account. However, in certain situations, higher-order interactions are
much more likely to happen; therefore, they produce a significant effect in the time evolution of the
gas. A relevant example is a colloid, which is a homogeneous non-crystalline substance consisting
of either large molecules or ultramicroscopic particles of one substance dispersed through a second
substance. As pointed out in [29], multi-particle interactions, which are modeled by a sum of higher-
order interaction terms, significantly contribute to the grand potential of the colloidal gas. A surprising
result of [29], but of invaluable computational importance in numerical simulations, is that interactions
among three particles are actually characterized by the sum of the distances between particles, as
opposed to depending on different geometric configurations among interacting particles. The results of
[29] have been further verified experimentally (e.g., [16]) and numerically (e.g., [23]).

1.1. Previous work and the goal of this paper

Motivated by the fact that the Boltzmann equation is valid only for very dilute gases and by the
observations of [29] in [5], we suggested a kinetic model which goes beyond binary interactions
incorporating sums of higher-order interaction terms. In particular, we introduced a generalized equation,
which could serve as a toy model for incorporating higher-order interactions among particles and is of
the form

atf+v'vxf=ZQk(f’f7"' ’f)’ (I,X,V) € (07OO)XRdXRd’
k=2 Tf—’ (1.1
-times

£(0,x,v) = fo(x,v), (x,v) € R xR,

where, for k = 1, ...,m, the expression Qx(f, ..., f) is the k-th order collisional operator and m € N
is the highest order collisions allowed. Notice that for m = 2, equation (1.1) reduces to the classical
Boltzmann equation. We note that equations similar to (1.1) were studied for Maxwell molecules in the
works of Bobylev, Gamba and Cercignani [8, 7] using Fourier transform methods.

The task of rigorously deriving an equation of the form (1.1) from a classical many particle sys-
tem, even for the case m = 2 (i.e., the Boltzmann equation), is a challenging problem that has been
first settled for short times and hard sphere interactions in the pioneering work of Lanford [26], and
for short range potentials by King [25]. This program was revisited by Gallagher, Saint-Raymond,
Texier in [18], where important quantitative information on the convergence was provided. See also
[12, 28, 30, 31, 19] and the references mentioned in these papers. More recent works related to
derivation of the Boltzmann equation itself have been carried out using the notion of fluctuations
in, for example, [9, 10, 20]. Regarding longer times, the equation was derived for hard spheres for
long times originally only for initial data near vacuum in [24]. However, recently, a different deriva-
tion has been carried out by Deng, Hani and Ma [15] as long as the Boltzmann equation itself is
well-posed.

A relevant step towards rigorously deriving (1.1) for m = 3 has been recently obtained in [5],
where we considered a certain type of three-particle interactions that lead us to derive a purely ternary
kinetic equation, which we called a ternary Boltzmann equation. However, the derivation of (1.1)
for m = 3 has not been addressed yet, and that is exactly what we do in this paper. Furthermore,
we expect that this paper can serve as a guideline for rigorously deriving generalized Boltzmann
equation.

We start by describing challenges that we faced when introducing a framework that allows detection
of binary and ternary interactions, while also accommodating a decoupling of such interactions so that
it is clear which one is responsible for a creation of a binary or ternary collision terms in the nonlinear
equation (1.1).
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1.2. Challenges of detecting both binary and ternary interactions

The first challenge we face in deriving (1.1) for m = 3 is to provide a mathematical framework allowing
us to detect both binary and ternary interactions among particles. We achieve that by assuming the
following:

o Binary interactions are modeled as elastic collisions of hard spheres of diameter € (i.e., two particles
interact when the distance of their centers defined as

dy(xi,xj) = |x; — xj]

becomes equal to the diameter €). We call this an (i, j) interaction. As known, the relevant scaling to
observe binary interactions is the Boltzmann-Grad scaling [21, 22]

Ned 1 ~1, (1.2)

as the number of particles N — oo and their diameter € — 0*.

o Ternary interactions that we consider in this paper are going to be of an interaction zone type as in
[5], by which we mean a particle i interacts with the pair of uncorrelated particles (j, k) when the
non-symmetric ternary distance

d3(xi;xj, Xg) = \/|xi = xj 2+ |xi = x|?

becomes V2e. We call this an (i; j, k) interaction. The particle i is called the central particle of the
interaction, and the particles j, k are called adjacent particles.In terms of scaling, one could interpret
an (i; j, k) interaction of interaction zone € as a special hard sphere interaction of radius V2e in R24
since the collisional condition d3(x;; X, xx) = V2¢ can be equivalently written as

i — Tjkla = V2e,

X; X
where x;; = ( l) and zjx = ( J ) Then a 2d-particle with position x;; would span a volume of
Xi Xk

L
order €2¢7! in a unit of time. Assuming there are N-particles in the system, in order to observe O(1)
interaction per unit of time, there are N2 — 1 options for the 2d-particle positioned at x: 'j J - We obtain

that N2€29~! = O(1), or equivalently,
Ned™ 112 ~ 1, (1.3)

as the number of particles N — oo and the interaction zone € — 0%, which is the scaling used in [5]
to control ternary interactions.

Simultaneous consideration of both binary and ternary interactions brings the first crucial obstacle
which is of conceptual nature; the apparent incompatibility of the Boltzmann-Grad scaling (1.2) dictated
by binary interactions and the scaling (1.3) of ternary interactions, if both of them are of order €. This
incompatibility creates major difficulties even at the formal level. We overcome this scaling obstacle by
assuming that, at the N-particle level, hard spheres of diameter €, can participate in binary interactions
as well as in ternary interactions via an interaction zone €3. Imposing scalings (1.2) with € := e, and
(1.3) with € := €3, we obtain the common scaling

Ned™ = Nel V2 > 1, (1.4)
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Figure 1. Both binary and ternary interactions at the same time.

€
i

Figure 2. Binary interaction: 6% + /l% > 2632, Ay > 6.

A A2

i

Figure 3. Ternary interaction: /1% + /1% = 2532, Ay, A2 > 6.

as N — oo and €, €3 — 0*. Notice that the scaling (1.4) implies that for sufficiently large N, we have
€ << €3, (1.5)

which will have a prominent role in this paper.

The next challenge we address is the need to decouple binary and ternary interactions for a system
of finitely many particles. More precisely, our framework a-priori allows that particles i and j interact
as hard spheres:

dr(xi,x;5) = e,
while at the same time there is another particle k such that the particle i interacts with the particlesj and k:
d3(xisxj,xx) = V2e;.

Such a configuration is illustrated in Figure 1. Pathological configurations, including the one we just
described, are going to be shown to be negligible. This is far from trivial, and for more details on the
microscopic dynamics, see Subsection 1.3 and Section 3. In particular, we shall show that as long as
0 < e < €3 < 1, only the following two interaction scenarios are possible with nontrivial probability
under time evolution:

1. Two particles interact as hard spheres, while all other particles are not involved in any binary or
ternary interactions at the same time. This type of configurations generates the binary collisional
operator. It is illustrated in Figure 2.

2. Three particles interact via an interaction zone, while none of them is involved in a binary interaction
with either of the other two particles of the interaction zone at the same time. The rest of the particles
are not involved in any binary or ternary interactions. This type of configurations is responsible for
generating the ternary collisional operator. It is illustrated in Figure 3.
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m+ 1 m+2

A A backwards in time €2 m+2

i i
2 2 _n2
A1 +A5 = 263, A1, A3 > €

Figure 4.

Finally, since we will eventually let the number of particles N — oo, the main challenge we need to
address is the stability of a good configuration' under the adjunction of one or two collisional particles.
Assume, for a moment, that we have a good configuration of m-particles and we add o particles to the
system, where o € {1, 2}, such that a binary or ternary interaction is formed among one of the existing
particles and the o new particles. In general, under backwards time evolution, the system could run into
another binary or ternary interaction; see, for example, Figure 4, which illustrates the mathematically
most difficult case where the newly formed (m + 2)-configuration runs into a binary interaction. To the
best of our knowledge, this is the first time there was the need to address the possibility of a newly
formed interacting configuration running into an interaction of a different type (binary to ternary or
ternary to binary) backwards in time. However, in Section 8 and Section 9, we develop novel algebraic
and geometric tools which help us eliminate pathological scenarios, including the one described in
Figure 4, by showing that outside of a small measure set, negligible in the limit, the newly formed
configuration does not run into any additional interactions backwards in time. For more details on the
technical difficulties faced, see Subsection 1.6.

In the next subsection, we investigate more precisely what happens when a binary or a ternary
interactions occurs and describe the time evolution of such a system.

1.3. Dynamics of finitely many particles

Let us describe the evolution in RY, d > 2, of a system of N hard spheres of diameter €, and interaction
zone €3, where 0 < € < €3 < 1. The assumption €, < €3 is necessary for ternary interactions to be of
non trivial probability; see Remark 3.1 for more details.

1.3.1. Interactions considered
We first define the interactions considered in this paper.

Definition 1.1. Let N € N, with N > 3,and 0 < e, < €3 < 1. We define binary and ternary interactions,
also referred to as collisions, as follows:

o Consider two particles i, j € {1, ..., N} with positions x;,x; € R9. We say that the particles i, j are
in an (7, j) binary interaction if the following geometric condition holds:

dr(xi,xj) = |xi —xj| = &. (1.6)

o Consider three particles i, j, k € {1, ..., N}, with positions x;, x;, xx € R4, We say that the particles
i, ],k arein an (i; j, k) interaction? if the following geometric condition holds:

d3(xisxj,xi) = \/|xi—xj|2+|xi—xk|2=‘/§€3- (1.7

1By which we mean a configuration which does not run into any kind of interactions under backwards time evolution.
2We use the notation (i; j, k) because the interaction condition is not symmetric. The particle i is the central particle of the
interaction (i.e., the one interacting with the particles j and k, respectively).
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When an (i, j) interaction occurs, the velocities v;, v; of the i-th and j-th particles instantaneously
transform according to the binary collisional law:

Vi =vi+{w, v —vj)wi,
, (18)
Vi=vi—(wi,v; - viwr,

where
Xi—X;
wy =L (1.9)

€

Thanks to (1.6), we have w; € Sf". The vector w; is called binary impact direction and it represents
the scaled relative position of the colliding particles. Moreover, one can see that the binary momentum-
energy system

ViV =v+y,

1.10
v 2+ v 2 ( )
|

VP + v 2,

is satisfied.
When an (i; j, k) interaction happens, the velocities v;,v;, vy of the i-th, j-th and k-th particles
instantaneously transform according to the ternary collisional law derived in [5]

(W1, vj = Vi) + (w2, vi = Vi)

- + ).
Vv, =V 1+ (w1, a0) (w1 +wy)
(W1,vj = i) +{w2, vk = Vi)
t=v - 111
v] vj 1+<a)1,0_)2> (,Ul, ( )
Voo <w1,vj—Vi>+<w2,Vk—Vi>w
k= vk 1+ {wy,w?) 2
where
Xj—Xi Xp—X;
(w1, w2) :=( L, ) (1.12)
V2es  V2e

Thanks to (1.7), we have (w1, w;) € S%d‘l. The vectors (w1, wy) are called ternary impact directions,
and they represent the scaled relative positions of the interacting particles. Moreover, it has been shown
that the ternary momentum-energy system

ViRV H Vi = v 4 v +vo,
- *2] *5 2 2 2 (1.13)
(L o i A e ) i A I o N Y

is satisfied. In particular, expression (1.11) provides the unique solution to (1.13) equipped with the
extra condition

vy =Va+cwy, Vv3=Vvitcwy, cER.

We note that we had a choice in selecting the additional condition to uniquely solve (1.13). However,
the one we chose in this work expresses the uncorrelation of the adjacent particles since their velocities
are transformed uniformly with respect to the impact directions.

Remark 1.2. We note that both binary and ternary interactions are involutionary (i.e., reversible and
measure-preserving). For more details, see Proposition 2.2 and Proposition 2.5 for binary and ternary
interactions, respectively.
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1.3.2. Phase space and description of the flow
Let N e N, with N > 3, and 0 < e < e3 < 1. The natural phase space’ to capture both binary and
ternary interactions is

DN.ee = {Zn = (XN, VN) € RN 2 dy (x1,x;) 2 €, Y(i, J) € Tk,

(1.14)
and d3(x;5x7, xk) = \/553, V(i,j, k) € I,g’\,}

where Xy = (x1,x2,...,xn), VN = (v1,Vv2,...,vN), represent the positions and velocities of the N-
particles, and the index sets IJZV,I?V are given by

T3 ={(, ) e {l,.,NY¥ 1i<j}y, Ty ={G,j)e{l,.NP:i<j<k}.

Let us describe the evolution in time of such a system. Consider an initial configuration Zy €
DN, e, - The motion is described as follows:

1. Particles are assumed to perform rectilinear motion as long as there is no interaction
X =i, f/l':O, VlE{l,,N}

2. Assume now that an initial configuration Zy = (Xp,Vy) has evolved until time ¢ > 0, reaching

Zn (1) = (Xn (1), VN (1)), and that there is an interaction at time . We have the following cases:

o The interaction is binary: Assuming there is an (i, j) interaction, the velocities of the in-
teracting particles instantaneously transform velocities according to the binary collisional law
(vi(1),v;(1) — (vi(1), v}(t)) given in (1.8).

o The interaction is ternary: Assuming there is an (i; j, k) interaction, the velocities of the interacting
particles instantaneously transform velocities according to the ternary collisional law

(vi(0),v; (1), vi(1)) = (v; (@), v;(2), vy (1)),
givenin (1.11).

Let us note that (I)~(II) are not sufficient to generate a global in time flow for the particle system
since the velocity transformations are not smooth. In general, pathologies might arise as time evolves,
meaning more than one type of interactions happening at the same time, grazing interaction, or infinitely
many interactions in finite time. Although well-defined dynamics were shown to exist in [1] for hard
spheres and in [5] for the purely ternary case, those results do not imply well-posedness of the flow for
the mixed case, where both binary and ternary interactions are taken into account. The reason for that is
that a binary interaction can be succeeded by a ternary interaction and vice versa, a situation which was
not addressed in [ 1] or [5]. However, we are showing that a non-grazing interaction cannot be succeeded
by the same interaction. In other words, when two particles (i, j) interact, the next interaction could
be anything, binary or ternary, except a binary recollision of the particles (i, j). Similarly, when three
particles run into an (; j, k) interaction, the next interaction can be anything except a ternary (i; j, k)*
interaction. This observation allows us to define the flow locally a.e. and then run some combinatorial
covering arguments to geometrically exclude a zero Lebesgue measure set such that the flow is globally
in time defined on the complement.

Let us informally state this result. For a detailed statement, see Theorem 3.23.

Existence of a global flow: Let N € N and 0 < e, < €3 < 1. There is a global in time measure-
preserving flow (P!,)ier : DN.e,,es — DN e, e described a.e. by (1)-(1) which preserves kinetic energy
and and is time reversible. This flow is called the N-particle (e, €3)-interaction flow.

3Upon symmetrization, one could define the phase space without ordering the particles and obtain a symmetrized version of
ternary operator (see [2] for more details). For simplicity, we opt to work upon ordering the particles.

4Any other permutation of the particle i, j, k cannot form an interaction since i < j < k. In case one does not order the
particles, a subsequent (j; i, k) interaction, for instance, could possibly happen.
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The global measure-preserving interaction flow yields the Liouville equation® for the evolution fy
of an initial N-particle probability density fn o.

N
ath + ZviinfN =0, (l, ZN) € (0, 00) X bN’EZ’Q,
i=1

N Zy) = f(t,Zy), t€[0,00), Zy isasimple binary interaction®, (1.15)
IN@ Zy) = f(t,Zn), t€]0,00), Zy isasimple ternary interaction’,
N0, ZN) = fno(Zn), ZN € Dn e e

The Liouville equation provides a complete deterministic description of the system of N-particles.
Although Liouville’s equation is a linear transport equation, efficiently solving it is almost impossible
in the case where the particle number N is very large. This is why an accurate kinetic description is
welcome, and to obtain it, one wants to understand the limiting behavior of itas N — oo and €, €3 — 0,
with the hope that qualitative properties will be revealed for a large but finite N.

1.4. The binary-ternary Botzmann equation

To obtain such a kinetic description, we let the number of particles N — oo and the diameter and
interaction zone of the particles €;, 3 — 0* in the common scaling (1.4):

d-1

Neg_l ~Ne, *~1,

3

which will lead the binary-ternary Boltzmann equation

alf+v'fo:QZ(faf)+Q3(faf’f)’ (I,X,V) € (O’OO)XRdXRd’

fr=0) = folx,v), (x,v) e R?xRY. (1.16)

The operator Q,(f, f) (see, for example, [13]) is the classical hard sphere binary collisional operator
given by
0xf.0)= [\ B A~ ) dwrdn, (117)

1-1
S‘l X
where

bz = <u)1, V)1 — V), ; = max{bz,O},

f’:f(t,_x’v')’ f=f(x,t,v), fl’zfl(t’x»vi)> flzf(t,x,VI).

The operator Q3(f, f, f), introduced for the first time in [5], is the ternary hard interaction zone
operator given by

0:(s.5 = |

§2d-LxR:

y bY(f"fi 1y — ffif2) dwy dwy dvy dvy, (1.18)

where
b3y(wi, w2, vi =v,v2 = V) = (w1, v] —v) + (w2, v2 —v), b} = max{b3,0},

ff=rtxvy, f=fxtv), ff=f0xv), fi=f(txv),ie{l,2}.

5In case N = 2, the ternary boundary condition is not present in (1.15), while if N = 1, equation (1.15) is just the transport
equation.

By simple binary interaction, we mean the only interaction happening is an (i, j) interaction. In this case, we write Z};, =
(XN, V), where Vi = (Vi ooy Viel, V5 Vigls oo Vi1s vj’., Vitlsoes VN)-

7By simple ternary interaction, we mean the only interaction happening is an (i;j, k) interaction. In this case, we write
Z;V = (XN, V;,), where V;:, = (Vl, ey Vi—1, Vi*, Vitls --+> Vj-1, V;, Vi+ls --os V-1, VZ, Vicgls o+es VN).
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We should mention that in [3], global well-posedness near vacuum has been shown for (1.16) for
potentials ranging from moderately soft to hard in spaces of functions bounded by Maxwellian. In fact,
in [3], it is seen that the ternary collisional operator allows consideration of softer potentials that the
binary operator. In other words, the ternary correction to the Boltzmann equation does not behave worse
than the classical Boltzmann equation.

It is important to point out that, upon symmetrization of the ternary collisional operator (see [2], [4]),
the corresponding binary-ternary Boltzmann equation enjoys similar statistical and entropy production
properties, as well as conservation laws, as the classical Boltzmann equation. Inspired by this fact, in
collaboration with Gamba, Taskovi¢ [4], we studied the generation and propagation of polynomial and
exponential moments, as well as the global well-posedness, of the space homogeneous binary-ternary
Boltzmann equation. Interestingly, the results of [4] show that the co-existence of binary and ternary
collisions yields better generation properties and time decay than when only binary or ternary collisions
are considered. This suggests that such a model could potentially serve as a correction of the classical
Boltzmann equation.

Recently, in collaboration with Warner [6], based on ideas introduced in the current paper, we
were able to derive an equation of the type (1.1) for arbitrary order collisions based on a symmetric
distance/collisional law among the particles. In other words, unlike the asymmetry present in the
definition of the ternary distance (1.7), in [6] particles are fully interchangeable.

1.5. Strategy of the derivation and statement of the main result

In order to pass from the N-particle system dynamics to the kinetic equation (1.16), we implement the
program of constructing linear finite and infinite hierarchies of equations, pioneered by Lanford [26]
and refined by Gallagher, Saint-Raymond, Texier [18], and connecting them to the new binary-ternary
Boltzmann equation. In [5], we extended this program to include ternary interactions, which led to the
rigorous derivation of a purely ternary kinetic equation for particles with hard interaction zone in the
scaling (1.3). However, rigorous derivation of (1.16) does not follow from [26, 18] or the ternary work
[5]. As mentioned in Subsection 1.2, the first difficulty is the apparent incompatibility of scalings (1.2)-
(1.3), which we overcome by introducing the common scaling (1.4). The most challenging task is to
make the argument rigorous, though, is the analysis of all the possible recollisions® of the backwards
(€2, €3)-flow. In contrast to the binary or the ternary case where each binary or ternary interaction is
succeeded by a binary or ternary interaction, respectively, here we can have any possible interaction
sequence of binary or ternary interactions. We keep track of this combinatorics using the set

Sy ={o=(o1,....,01) : 07 € {1,2}, Vi=1,...,k}. (1.20)

In addition to more involved combinatorics, careful analysis of all the possible interaction sequences
requires development of novel geometric and algebraic tools, which we discuss in details in Subsec-
tion 1.6. For now, we continue to discuss the process of derivation.

More specifically, we first derive a finite, linear, coupled hierarchy of equations for the marginal
densities

IEJS)(ZS) :/ fN(ZN)]l’DN,EZ,Q(ZN)dxs+1~-de dvgy...dvy, se{l,..,N-1}
R2d(N=s) :

of the solution fx to the Liouville equation, which we call the BBGKY.® This hierarchy is given by

S
I+ D v Vo £ = CN T H N P, se{l L N =1 (1.21)
i=1

8By recollisions we mean the possible divergence of the backwards ( e, €3)-interaction flow from the backwards free flow.
9Bogoliubov, Born, Green, Kirkwood, Yvon
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For the precise form of the operators CSI\( 1’ Cﬁ 42> S€€ (4.15)—(4.16). Duhamel’s Formula yields that
the BBGKY hierarchy can be written in mild form as follows:

t
N (1. Z0) =T fvo(Zs) + /0 TN S +CN T (0 Z) dr, s e,
(1.22)

where for any continuous function g5 : Dy ., — R, we write T g5(Zs) := gs(¥;'Zs), and P! is the
(e, €3)-interaction zone flow of s-particles.

We then formally let N — oo and €, €3 — 0" in the scaling (1.4) to obtain an infinite, linear, coupled
hierarchy of equations, which we call the Boltzmann hierarchy. This hierarchy is given by

N
DS+ iV f = O SO+ 00 f O, s el (1.23)
i=1

For the precise form of the operators C° |, C° 5, see (4.28), (4.32), respectively. Duhamel’s Formula

yields that the Boltzmann hierarchy can be written in mild form as follows:
t
FON2Z0) = S fo(Zs) + / ST (CR SO+ C L f (1. Z dT, seN (124
) R 5,8

where for any continuous function gy : R>4* — R, we write S’ g,(Zy) = g,(®;'Z,), and @, is the
s-particle free flow of s-particles defined by S%Z; = (X, Vi) = (Xg — Vs, V).

It can be observed that for factorized initial data and assuming that the solution remains factorized
in time,'° the Boltzmann hierarchy reduces to the binary-ternary Boltzmann equation (1.16). This
observation connects the Boltzmann hierarchy with the binary-ternary Boltzmann equation (1.16).

To make this argument rigorous, we first show that the BBGKY and Boltzmann hierarchy are well-
posed in the scaling (1.4), at least for short times, and then that the convergence of the BBGKY hierarchy
initial data to the Boltzmann hierarchy initial data propagates in the time interval of existence of the
solutions. Showing convergence is a very challenging task, and is the heart of our contribution. We
describe details in Subsection 1.6.

Now, we informally state our main result. For a rigorous statement, see Theorem 6.8 and Corol-
lary 6.10.

Statement of the main result: Let Fy be initial data for the Boltzmann hierarchy (1.23), and Fy
be some BBGKY hierarchy (1.23) initial data which ‘approximate’ Fy as N — oo, € — 0% under the
scaling (1.4). Let Fy be the mild solution to the BBGKY hierarchy (1.21) with initial data Fy o, and F'
the mild solution to the Boltzmann hierarchy (1.23), with initial data Fy, up to short time T > 0. Then
Fn converges in observables? to F in [0,T] as N — oo, € — 0%, under the scaling (1.4). In the case of
Holder continuous C%Y,y € (0, 1] tensorized Boltzmann hierarchy initial data and approximation by
conditioned BBGKY hierarchy initial data, we obtain convergence to the solution of the binary-ternary
Boltzmann equation (1.16) with a rate O(€") for any 0 < r < min{1/2, y}.

1.6. Difficulties faced in the proof of the main result

The main idea to obtain convergence (Theorem 6.8) is to inductively use mild forms (1.22), (1.24) of
the BBGKY hierarchy and Boltzmann hierarchy, respectively, to formally obtain series expansions with

10This is typically called propagation of chaos assumption.
11See Section 6 for details.
2For a precise definition of convergence in observables, see Subsection 6.2.
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respect to the initial data:

I Zg) = TE (Zo)+

1.25)
} } t-tioN _ pht N t (Y+0') (
/ / / Ty ]CS S+ S-IF(T?..'CS‘*‘(?I{—I,S"'&I(TS-’:—O'A “(Zy) di... dn,

k=1 o €Sy

O, z5) = S (Zo)+

0 t t. 00 (s+0k) (126)
Z / / / St thS S+O’1 s1+()'2| CS+O'k 1,S+0'k A+(J'kf0s o (Z )dtk dtl’

=1 oSk

where Sy is defined in (1.20), and given o € Sg, € = 1,..., k, we write oy := Zle ;. We note that
the summation over S in (1.25)-(1.26) allows us to keep track of the possible interaction sequences
occurring by ‘adding’ one or two particles in each time step. For more details, see Section 7.

Comparing expressions (1.25)-(1.26), we expect to obtain the required convergence under the scaling
(1.4) as long as f (s) ‘approximates’ f; ) under the same scaling. However it is not possible to directly
compare (1.25)- (1 26) because of the p0551ble divergence of the backwards interaction flow from the
free flow, which we call recollisions. Although recollisions were also faced in [18] and [5], the mixed
case, where both binary and ternary interactions are considered, requires different conceptual treatment
in many instances and is not implied by the results of these works. The reason for that is that a binary
interaction can be succeeded by a ternary interaction and vice versa, a situation which was not addressed
n [18, 5]. The key to overcome these difficulties is that the diameter of the particles is much smaller
than the interaction zone, as implied by the common scaling (1.4). This fact allows us to develop certain
delicate algebraic and geometric arguments to extract a small measure set of pathological initial data
which lead to recollisions. On the complement of this set, expansions (1.25)-(1.26) are comparable and
the required convergence is obtained.

The main idea for eliminating recollisions is an inductive application in each time step of Proposi-
tion 9.2 and Proposition 9.4, which treat the binary adjunction, or Proposition 9.6 and Proposition 9.7,
which treat the ternary adjunction. More precisely, we face the following different cases:

1. Binary adjunction: One particle is added forming a binary interaction with one of the existing par-
ticles. The pathological situations that might arise under backwards time evolution are the following:
o The newly formed binary collisional configuration runs to a binary interaction under time evolution.

This pathological situation is eliminated using arguments inspired by [18]. This is actually the
only case which is similar to the cases covered in [18].

o The newly formed binary collisional configuration runs to a ternary interaction under time evolu-
tion. This pathological situation did not appear in any of the previous works since merely binary
or ternary interactions were studied. However, due to the fact that e, << €3, which comes from
the scaling (1.4), this pathological situation can be treated using techniques inspired by [5] and
adapting them to the binary case.

Proposition 9.2 and Proposition 9.4 are the relevant results controlling recollisions after a binary
adjunction.

2. Ternary adjunction: Two particles are added forming a ternary interaction with one of the exist-
ing particles. The pathological situations that might arise under backwards time evolution are the
following:

o The newly formed ternary collisional configuration runs to a ternary interaction under time
evolution. This case was studied in depth in [5]. We eliminate this pathological situation using
Proposition 9.5. For its proof, we refer to [5].

o The newly formed ternary collisional configuration runs to a binary interaction under time evo-
lution. This is the most challenging case to treat and is the heart of the technical contribution
because the scaling (1.4) does not directly help as in the case of the binary adjunction where
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one of the collisional particles enters an interaction zone. To treat this case, we need to use new
algebraic tools (see Proposition 9.6) to exclude sets of initial data which lead to these pathologi-
cal trajectories and develop elaborate geometric estimates to control its measure. The geometric
estimates needed are thoroughly presented in Section 8. In particular, Subsection 8.2 is devoted
to developing novel tools which rely on an appropriate representation of (2d — 1)-spheres (see
(8.1)). More specifically, in 8.2.1, we perform some initial truncations to the impact directions,
while in 8.2.2, we establish certain spherical cap and conic region estimates needed to control the
precollisional case, while 8.2.3 focuses on developing the necessary annuli estimates enabling us
to control the postcollisional case using precollisional arguments. After establishing the necessary
geometric tools, we employ them in Proposition 9.7 to show that the corresponding set constructed
in Proposition 9.6 is negligible.

1.7. Notation

For convenience, we introduce some basic notation which will be frequently used throughout the
manuscript:

d € N will be a fixed dimension with d > 2.

Given x,y € R, we write x < y if there is a constant C4 > 0 such that x < Cyy. Similarly, we write
x =y if there is a constant C4; > 0 such that x = Cygy.

Givenn € N, p > 0 and w € R", we write Bjj(w) for the n-closed ball of radius p > 0, centered at
w € R". In particular, we write B} := B} (0) for the p-ball centered at the origin.

o O

o

o Givenn € N and p > 0, we write S;‘,‘l for the (n — 1)-sphere of radius p > 0.
When we write x << y, we mean that there is a small enough constant O < ¢ < 1 such that x < cy.

o

2. Collisional transformations

In this section, we define the collisional transformations of two and three interacting particles, respec-
tively. In the two-particle case, particles will interact as regular hard spheres, while in the three-particle
case, particles will interact as triplets of particles with an interaction zone.

2.1. Binary interaction

Here, we define the binary collisional tranformation of two interacting hard spheres, induced by an
impact direction w; € S‘f‘l. This will be the law under which the velocities (v}, v;) of two interacting

hard spheres, with impact direction w; € S‘li‘l, instanteously transform. The impact direction will
represent the scaled relative position of the colliding hard spheres.

Definition 2.1. Consider a binary impact direction w; € Sf‘l. We define the binary collisional trans-
formation induced by w; € S{! as the map T, : (vi,v2) € R* — (v],v}) € R*, where

Vi = v+ {w,v2 = v, @
vy = vy — (W, V2 — Vw. '

Let us introduce some notation we will be constantly using. We define the binary cross-section
b o— d-1 d 2 2
2w, v1) =(w, ), (w1,v1) €S xR (2.2)
One can verify that the binary momentum-energy conservation system

v+ VS = v+,
712 2 2 2 (23)
Vi~ =+ [val= = [vi|= + |v2]
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is satisfied. Given a binary impact direction w; € Sf_l, the binary collisional transformation 7,
satisfies the following properties (see, for example, [13]).

Proposition 2.2. Consider a binary impact direction w1 € Sf’l. The induced binary collisional trans-
formation T,,, has the following properties:

1. Conservation of momentum
’ ’
Vi+tvy =vi+va. 2.4)
2. Conservation of energy

W2+ 517 = v + v 2.5)

3. Conservation of relative velocities magnitude
vl = vl =[vi —val. (2.6)

4. Micro-reversibility of the binary cross-section
by (w1, v = Vi) = =ba (w1, v2 = v1). (2.7)

5. Ty, is a linear involutio (i.e., T, is

measure-preserving.

1

is linear and T;! = T,,)). In particular, | detT,, | = 1, so Te,

2.2. Ternary interaction

Now we define the ternary collisional tranformation, induced by a given pair of impact directions, and
investigate its properties. The interaction considered will be an instantaneous interaction of three parti-
cles with an interaction zone (for more details, see [5]). This will be the law under which the velocities
(v1,v2,v3) of three interacting particles, with impact directions (wi, w,) € $397!, instanteously trans-
form. The impact directions will represent the scaled relative positions of the three particles in the
interaction zone setting.

Definition 2.3. Consider a pair of impact directions (w;, w;) € S%d_l. We define the ternary collisional
transformation induced by (w1, w) € S%d‘l as the map Ty, 0, : (V1,V2,Vv3) € R34 —, (vi,v3,v3) €

R34 where
w1, v2 — 1)+ {wr,v3 —V
v’f:v1+< 1, V2 = v1) + (w2, V3 1>(w1+w2),
1+ (wi, wy)
. (w1, v2 =vi) +{w2,v3 = vy)
vy =va— w1, (2.8)
1 + (w1, w2)
V= v — (w1, v2 —vi) +{w2,v3 — V)
3 1 +{w1, w2)

We also define the ternary cross-section as

bi(wi, w2, v1,v2) = (w1, V1) +{w2,v2), (Wi, w2) €SP, (vi,v2) € R*. (2.9)
Remark 2.4. Cauchy-Schwartz inequality and the fact that (w1, w;) € $797! yield
2 1
- — <2, 2.10
3_1+(w1,w2)_ ( )
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One can verify that the ternary momentum-energy conservation system

Vi+VyHVy =V v+, @.11)
i1+ 512+ V312 = i P + [val + vs

is satisfied. The main properties of the ternary collisional tranformation are summarized in the following
Proposition. For the proof, see Proposition 2.3. from [5].

Proposition 2.5. Consider a pair of impact directions (wi,w;) € S%d‘l. The induced collisional
transformation T,,, ., has the following properties:
1. Conservation of momentum
* * *
Vi+tvy+vy=vi+va+vs. (2.12)
2. Conservation of energy
2 2 2 2 2 2
VII7+ ol ™+ V317 = il ™ + [val” + vs . (2.13)
3. Conservation of relative velocities magnitude
[vi - v;|2 +v] - v§|2 +|v3 - v§|2 =i — a2+ vi = v3* + |va — v3)% (2.14)
4. Micro-reversibility of the ternary cross-section
b3y (w1, w2, vy =V, vy = v]) = —b3(w1, w2, V2 = V1, V3 — V). (2.15)
5. Tw,,w, is alinear involution i.e. T, ., is linear and T;}’wz =Tw,,w,- Inparticular, | detT,,, ,,| =1,

50 Ty, ,w, IS measure-preserving.

3. Dynamics of m-particles

In this section, we rigorously define the dynamics of m hard spheres of diameter o and interaction zone
o3, where 0 < 0» < 03 < 1. Heuristically speaking, particles perform rectilinear motion as long as
there is no interaction (binary or ternary) and they interact through the binary or ternary collision law
when a binary or ternary interaction occurs, respectively. However, it is far from obvious that a global
dynamics can be defined since the system might run into pathological configurations (e.g., more than
one type of interaction at a time, infinitely many interactions in finite time or interactions which graze
under time evolution). Although this problem was present is [1, 5] as well, here we need to decouple
binary and ternary interaction sequences since both types of interactions are allowed in each time step.
The goal of this section is to extract a set of measure zero such that on the complement a global in time,
measure-preserving flow can be defined.
Throughout this section, we consider m e Nand 0 < 0p < 03 < 1.

3.1. Phase space definitions

For convenience, we define the following index sets:

Form > 2: Tp, = {(i, j) € {1,....m}* :i < j}. (3.1
Form > 3:Z;, = {(i, j, k) € {1,...m}* i < j < k}. (3.2)
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Given positions (x,x2) € R24 we define the binary distance:
dr(x1,x2) = |x1 —x2], (3.3)

and given positions (x1, xp,x3) € R34 we define the ternary distance:

dy(x15x2,%3) = V|x1 — xa)? + xp —x3)2. 3.4

For m > 3, we define the phase space of m-particles of diameter o» > 0 and interaction zone o3 > 0,
with oy <03 < 1 as

Din,ors,ors = 1Zm = (Xoms Vin) € R2™ 2 dy (x1,x;) > 02, V(i, j) € T,

(3.5)
and d3(x;;x7, xk) > V203, V(i,j, k) € I,3n}

where X,, = (x1,...,x,) € R4 represents the positions of the m-particles, while V,,, = (v1,...,vp) €
R4™ represents the velocities of the m-particles. For convenience, we also define
2 2
D2,0'2,0'3 = {ZZ = (X29 V2) € R d : |x1 _x2| Z 0-2}9 Dl,o’z,0'3 = R d' (36)

For m > 3, the phase space Dy, ¢, decomposes as Dy, oy, 05 = DPm,oy,03 Y 0D, oy, 05, Where the
interior is given by

f)m,o'z,a"g = {Zm = (Xm, Vm) € Rde : d2(xi,xj) > 0—2’ v(l> ]) € Irzn’

and d3 (x;;x,xi) > V203, Vi, j, k) € I,i} e
and the boundary is given by
0D, 0y,05 = 0Dy, 05 Y 3D oy, 055 (3.8)
where 3Dy, oy, o, is the binary boundary
D, es = {Zm = (Xns Vin) € Do, ory = 3, J) € Tp, with do(x;,x;) = 02}, (3.9)

and 03Dy, ,, o, 1S the ternary boundary
aSDm,o'z,(r3 = {Zm = (Xm’ Vm) € Dm,a‘g,o’3 : 3(1, Js k) € Iy3n with d3(xi;xj,xk) = \/50-3} (3.10)

Elements of Dy, ., are called configurations, elements of Zo)m,az,@ are called noncollisional config-
urations, and elements of 0,D,,,, ,, o, are called collisional configurations, or just collisions. Elements
of 0D, r,, o, are called binary collisions, while elements of 33D, ,, -, are called ternary collisions.
When we refer to a collision, it will be either binary or ternary.

Clearly, the binary boundary can be written as Dy, oy, = U i jyez2, ij, where X7 -, are the binary
collisional surfaces given by

lej = {Zm € Dm,o’z,(f3 : d2(xi,xj) = 0-2}' (311)

In the same spirit, the ternary boundary can be written as 33Dy, ¢, 05 = U(i k)T, Z?j > Where Z?j X
are the ternary collisional surfaces given by

Z?jk = {Zm € Doy, 0 d3(Xi3 %), Xk) = \/50'3}. (3.12)

https://doi.org/10.1017/fms.2025.11 Published online by Cambridge University Press


https://doi.org/10.1017/fms.2025.11

Forum of Mathematics, Sigma 17

We now further decompose collisions to simple binary collisions, simple ternary collisions and
multiple collisions. In particular, we define simple binary collisions as

BZ,SC,Dm,O'z,(J’} :={Zm = (Xm’ Vm) € Dm,(rz,(rg : H(i’ ]) € Irzn with Zm € 21'2,', 313
‘ (3.13)
Zm ¢ Ziz'j” V(i/’ ]l) € I}i \ {(l’ ])}v Zm ¢ Z?’j'k” V(l.,, j,, k,) € IS'L}

We also define simple ternary collisions as
03,scDm,0'2,0'3 ::{Zm = (Xm’ Vm) € Dm,cz,63 : 3(15 j’ k) € Ir3n Wlth Zm € Z’?]k’ (3 ]4)
Zin & Zpy o0 Y3 k) € TN J K} Zin € 20, V(LG € TR

Remark 3.1. The assumption 0y < o3 made at the beginning of the section is necessary for
03,5¢Dm, oy, 0, to be nonempty. Indeed, let oo > o3 and assume that &3 4D, 0,0, # 0. Consider

Zm € 33.5¢Dm.ory. 05~ Then, by (3.14), there is (i, j, k) € Z;), such that
i =1 + xi — x| = 2¢3, (3.15)
and
lxi —xj| > €, |xi—xk| > e. (3.16)

By (3.15), at least one of |x; — x| or |x; — xi| has to be smaller than or equal to e3. Assume, without
loss of generality, that |x; — x;| < e3. Since €2 > €3, we obtain |x; — x| < e, which contradicts (3.16).
Therefore, if 0 > 03, we have 03 5Dy, oy, 03 = 0.

A simple collision will be a binary or ternary simple collision; that is,
6scDm,(rz,0'3 = 62,scDm,a'2,o‘3 ) a3,sc,Dm,0'2,a'3- (317)
Multiple collisions are configurations which are not simple; that is,

amqu,Uz,G3 = aDm,(Tz,(T3 \avc,Dm,o—z,o-y (3.18)

Remark 3.2. For m = 2, there is only binary boundary.
For the binary case, we give the following definitions:

Definition 3.3. Let m > 2 and Z,, € 02 5cDm,oy,04- Then there is a unique (7, j) € I,i such that
Zm € Zl.zj and Z,, ¢ E?,j,k,, for all (i’, j’, k’) € ... In this case, we will say Z,, is an (i, j) collision,
and we will write

Zl.zj’.“ ={Zy € Din,o\,0, : Zm is (i, j) collision}. (3.19)

Clearly, Zl.zj’.s" N 212;,‘ =0, for all (i, j) # (i’, j') € I, and 02 5 D, cry. o, decomposes to

02,S6Dm,0'2,0'3 = U Z?jsc~ (320)
(i) €Ty,

Remark 3.4. Letm > 2, (i, j) € T, and Z,, € £7:*°. Then

Xi— X
wy =L e sdl, (3.21)
o

Therefore, each (i, j) collision naturally induces a binary impact direction w; € Sf‘l and consequently
a binary collisional transformation 7, .
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Definition 3.5. Let m > 2, (i, j) € Z2, and Z,, = (X, Vi) € 21.2]2“'. We write Z/ = (X, V,,), where
Vi = (V1 s Vi1, Vi Vigls cos Vi1, v}, Vidls eees Vin)s

and (v}, v}) = To, (vi,v)), w1 € S¢-1is given by (3.21).

In the same spirit, for the ternary case, we give the following definitions:

Definition 3.6. Let m > 3 and Z,, € 03 3cDm. o,,05- Then there is a unique (i; j, k) € I,fl such that
Zn € Z?jk and Z,, ¢ Eiz,j,, for all (i/, j) € Iﬁl. In this case, we will say Z,, is an (i; j, k) collision, and
we will write

ijic = {Zm € Dm.ov.ors - Zm is (i5 ), k) collision}. (3.22)

Clearly, ijff N 213;2 =0, forall (i, j, k) # (i’, j’, k') € Z) and 33,5¢Dm, oy, 0, decomposes to

63,SCDWL,U'2,O'3 = U E?};f (3.23)
(i.j.k) €Ty,

Remark 3.7. Let m > 3, (i, j, k) € 73, and Z,, € zf]t;f. Then

1

7 (x; = xix — x;) € S37L (3.24)
g3

(w1, w) =
Therefore, each (i; j, k) collision naturally induces ternary impact directions (w;, w;) € Sfd‘l and
consequently a collisional transformation 7,, , e, -

Definition 3.8. Letm > 3, (i,j, k) € Ifn and Z,,, = (X,,,, Vi) € 213,; We write Z;, = (X,,,, V;,,), where

* * * *
Vm = (V], ces Vil vi’ Vitls ooy Vj*]? VJ-, Vj+l’ v V=1, vka Vi+ls ooy Vm)’

and (vi,vi,vi) =Tww, (Vis v ve),  (w1,w2) € S24=1 are given by (3.24).

3.2. Classification of simple collisions

We will now classify simple collisions in order to eliminate collisions which graze in time. For this
purpose, we come across the following definitions for the binary and the ternary case, respectively.
For the binary case:

Definition 3.9. Let m > 2, (i, j) € Z2, and Z,, € Zizj’.s. The configuration Z,, is called

o binary precollisional when b> (w1, v; —v;) <0,
o binary postcollisional when by (w1, v; —v;) > 0,
o binary grazing when by (wy,v; —v;) =0,

where w; € S¢7! is given by (3.21) and b, is given by (2.2).
Remark 3.10. Letm > 2, (i, j) € I,zn and Z,, € 2112]Y Using (2.7), we obtain the following:

1. Z,, is binary precollisional iff Z;, is binary postcollisional.
2. Zy, is binary postcollisional iff Z;, is binary precollisional.
3. Zn =2, iff Z,, is binary grazing.
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For the ternary case:
Definition 3.11. Let m > 3, (i,j,k) € ZJ, and Z,, € iji The configuration Z,, is called

o ternary precollisional when b3 (w1, w2, v; —vi, vk —v;) <0,
o ternary postcollisional when b3 (w1, w2, vj — vi, vk —v;) > 0,
o ternary grazing when b3 (w1, w2, v; = vi, vk —v;) =0,

where (w1, w)) € S%d_l

is given by (3.24) and b is given by (2.9).
Remark 3.12. Letm > 3, (i,j,k) € ZJ, and Z,, € Z?ﬂi Using (2.15), we obtain the following:

1. Z,, is ternary precollisional iff Z;, is ternary postcollisional.
2. Z,, is ternary postcollisional iff Z;, is ternary precollisional.
3. Zy = Z;,ift Z,, is ternary grazing.

We will just say precollisional, postcollisional or grazing configuration when it is implied whether a
simple collision is binary or ternary.
For m > 2, we refine the phase space defining

D, = ﬁm,o‘g,o@ U asc,ngz)m,(rz,o-p (325)

m,02,073

where 0s¢ ngDim, oy, o5 denotes the part of D, ,, o consisting of simple, non-grazing collisions — that
is, defined as

Osc.ngPm, oy, 0 = {Zm € 0s¢Dm, oy, 0y - L 18 non-grazing}. (3.26)
It is immediate that D’,"n’(,z,(,3 is a full measure subset of Dy, o, o, a0d ¢ ng D, 0, o 18 a full surface

measure subset of 0D, o, since its complement constitutes of lower dimension submanifolds of
0D, oy, 0, Which have zero surface measure.

3.3. Construction of the local flow

*

The next Lemma shows that the flow can be locally defined for any initial configuration Z,, € Dy, ., .

up to the time of the first collision.

Lemma 3.13. Let m > 3 and Z,, € D;, Then there is a time ‘rém € (0, o] such that defining

= m,02,03"

Zn() 10,7} ] — B2 by

(X + Vi, Vin) i Zy, is noncollisional or postcollisional,
Zn(t) = (X +tV,, V), if Zy, is binary precollisional,

m>"'m

(X +1V;,,, V2, if Zy, is ternary precollisional,

the following hold:

L. Zn(t) € Dy.oyorys V1 € (0,7 ).

2. if‘rém < o0, then Zm(‘rém) € 0D, 0y, 05-

3. IfZm € Zizjsc for some (i, j) € T2, then Zm(Tém) ¢ ij.
4. If Z,, € Z?ﬂ‘: for some (i, j, k) € T}, then Zm(Tém) ¢ Z?jk‘

An analogous statement holds in the case m = 2, where we just neglect the ternary terms.
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Proof. Let us make the convention inf () = +co. We define

inf {t >0:X,,+tV, € (9Dm,02,(,3}, if Z,,, is noncollisional or postcollisional,
Tém =qinf{r > 0: X, + 1V}, € 8Dp.¢y,0}»  if Zy, is binary precollisional,
inf{t >0: X, +1tV,, € ODM’UZ,(,S}, if Z,, is ternary precollisional.

Since Zo?m,(rz,ﬂ is open, we get Tém >0, VZ,¢€ Zc)m,(m@, and claims (i)—(ii) follow immediately for
Zm € 75,,1,(,2,03.

Assume Z,,, € Os¢,ngDm, oy, 0, Which yields that Z,, is non-grazing. Therefore, we may distinguish
the following cases:

o Zy is an (i, j) binary postcollisional configuration: For any ¢ > 0, we have

2 2 2 2
|x,-—xj+(v,-—vj)t| =|x,-—xj| +1 |Vi—Vj| +2t(xl-—xj,vl-—vj)

2

> 05 +2tho(x; — X, v — Vi)
2

> 05,

since by (w1, v; —v;) > 0. This inequality and the fact that Z,,, is a simple binary collision imply that

T%m > 0 and claims (i), (if), (iii) as well.

o Zn is (i, j) binary precollisional configuration: We use the same argument for Z,, which is (i, )
binary postcollisional.

o Zuyis an (i; j, k) ternary postcollisional configuration: For any 7 > 0, we have
i —xj+ (vi = v )t + i = xp + (v — vt
2 2,2 2 2
= | = o [7 + | — x| T + 1 (|Vi —vil7+ vi — vl ) + 26 ((xi = xj, vi = vj) + (X = xp, vi = Vi)

2
> 205 +2th3(xj — Xj, Xk — X, Vj = Vi, Vi = Vi)

> 20'3?,

since b3 (w1, w2, vj—v;, vi —v;) > 0. This inequality and the fact that Z,, is a simple ternary collision
imply that ‘rém > 0 and claims (i), (i), (iv) as well.

o Zy is an (i J, k) ternary precollisional configuration: We use the same argument for Z;, which is
(i; J, k) ternary postcollisional.

Let us make an elementary but crucial remark.

Remark 3.14. Clearly, for configurations with Tém = oo, the flow is globally defined as the free flow.

In the case where Tém < oo and Z,, (Tém) is a non-grazing (i, j) collision or non-grazing (i;j, k)

collision, we may apply Lemma 3.13 once more and get a corresponding time ‘r%m with the property

that Zm(‘r%m) ¢ Zizj or Z,, (T%m) ¢ Z?j 4> Tespectively, if T%m < o00. Therefore, in this case, the flow can

; 2
be defined up to time 7.

Remark 3.15. Note that Lemma 3.13 implies that given a non-grazing (i, j) collision, the next collision
(if it happens) will not be (i, j). Similarly, given a non-grazing (i; j, k) collision, the next collision (if
it happens) will not be (7; j, k). However, Lemma 3.13 does not imply that the same particles are not
involved in a collision of a different type. For instance, one could have the sequence of collisions (i, j)
and (i, k), or (i;j, k) and (i, j), etc. All these cases will be taken into account when establishing a
global flow in Subsection 3.4.

Remark 3.16. Similar results hold for the case m = 2 where there are no ternary interactions.

https://doi.org/10.1017/fms.2025.11 Published online by Cambridge University Press


https://doi.org/10.1017/fms.2025.11

Forum of Mathematics, Sigma 21

3.4. Extension to a global flow

Now, we extract a zero measure set from D;, . . such that the flow is globally defined on the

complement. For this purpose, we will first truncate positions and velocities using two parameters
1 << R < p and then perform time truncation with a small parameter ¢ in the scaling:

0<dR<<om<o3<1<<R<p. (3.27)

Throughout this subsection, we consider parameters satisfying the scaling (3.27).
Recall that given r > 0, we denote the dm-ball of radius » > 0, centered at the origin as B4"". We
first assume initial positions are in B;fm and initial velocities in B;ﬁm.

For m > 2, we decompose Dy, , -, N (Bg’” X B%’”) in the following subsets:

Ifree = {Zm = (Xm, Vi) € Dy, 5y oy N (B;]m x B&™) Tém > 6},
Leng ={Zm = (Xn.Vin) € D}, o, 0y N (BE™ X BE™) i 1) <6, Zi(1), ) € OsengDim.cryvors» T3, > 0},
Leg={Zm=Xn.Vin) € D}y oy s N (BI" X BE") : 7} <6, Zin(1} ) € 5D,y
and Zm(T%m) is grazing},
Lyt = {Zim = (X, Vin) € D}y iy 0 N (B X BE™) 2 7}, <6, Zin(7), ) € Oy Dim,cry. }+

Long ={Zm = X Vi) € D}y oy 5, N (BI" X BE™) 1 1) <6, Zin(1}, ) € OseongDim,cry.crs» T3, < 0}

We remark that there is a well-defined flow up to time 6 for Z,, € If,ce U IS'C’ng, since in such

cases, one has at most one simple non-grazing collision in [0, §]. We aim to estimate the measure of the

pathological set Iéc’ gYI 1. U Ifc’”g, with respect to the truncation parameters.

Before proceeding to the next result, let us note that conservation of energy (2.5), (2.13) imply the
following elementary but useful remark:
Remark 3.17. The following hold:

o Form > 2: Zy € 83,5cDm,y, 0, N (RI™ X BE™) & Z), € 02,5¢ D,y 05 N (RY™ x BE™).
o Form > 3: Zy, € 03,5cDpm,oy,05 N (RI™ X BE™) & Z7% € 03 5¢ D,y N (R™ x BE™).

Lemma 3.18. For m > 3, the following inclusion holds:
Iy, U Iszc,ng CUxp VU3 UUs U Uss, (3.28)

where

Un= | J Wnui), (3.29)
(i) # (', J") €Ty,

Ups = U (U N U ). (3.30)
(i) €Th, (i, k) €T3,

U := g (U3 U2, (3.31)
(i,J,k) €0, (i",j") €T,

Uss = U (U N U ) (3.32)
(64, K)£ (", k') €T,
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and given (i, j) € T2, (i, j, k) € T}, we denote

U = {Zm = (Xon. Vin) € BE" X BE" : 0 < dp(xi,x)) < 05+ 26R}. (3.33)

Uy = {zm = (X, Vi) € B X BE™ : 207 < d3 (xi3xj,x0) < (V2073 +45R)2}. (3.34)

0.

Form =2, we have I = I?c.,ng =

Proof. For m = 2, we have that 0,,,D>,,,, = 0, and hence, I}nu = 0. Also, since m = 2, we trivially

obtain 7, = {(1,2)}, and hence, Remark 3.14 implies that T%m = oo (i.e., Ifc,ng =0).

the inclusion for 7}, is similar but
simpler. We first assume that either Z,,, € ’lo)m,(fz,g3 or Z,, is postcollisional. Therefore, up to time Tém s
we have free flow (i.e., Z,,,(t) = (X,,, +tV,,,, V,y), forall ¢ € [0, Tém]). Remark 3.14 guarantees that

Assume now that m > 3. We prove the inclusion only for Ifc’ng;

1 2 2 2
{zm(rzm> €} = Zu(t} ) 2 27, (335)

Zn(ty )€ z:;.’f].k = Zn(ty ) 2%

ijk®

We claim the following:

Zn(t) ) €20, Zn(1y ) €2, = Zn € U N UL, VG, )), (' )) € T,

Zn(ty )€ zizj, Zn(15 ) €%} 00y = Zm € Ufj nuU3 V(i,j) eI, V(. j,k')ell.

1.

2. e H

3. Zu(ty ) €2} Zn(1] ) €20, = Zn €U, UL, V(i j k) €Ly, V(' j) €Iy,
4. Zpn(ty )€ Z?jk,Zm(T%m) € zf,j,k, = Zn € U} N U?,J.,k,, Y(i, j, k), (i',j' k') € T3,

By (3.35), proving claims (I)~(IV) imply inclusion (3.28) for I2

Without loss of generality, we prove claim (III). We have Z;,L(:im) € Z?j QN z2 -+ therefore,
d% (xl- (Tém);xj (T%m),xk (Tém)) = 20'32, d> (x,-r (Tém),xjv (Tém)) = o. (3.36)
Since there is free motion up to T%m, triangle inequality implies
i —x;] < iy, ) = x (15 ) +6lvi = vy| < |xi(77, ) —x;(75 )| +26R. (3.37)
Since there is an (7; j, k) ternary collision at Tém, we have
ey ) = xp(rh P+ Ixi(rh ) = xe(rh, P =207 = (e ) —x;(th ) < V203 (3.38)
Combining (3.37)—(3.38), we obtain
bxi —x;1% < ity ) —x;(1), )1 +4V2030R +46°R?. (3.39)

Using the same argument for the pair (Z, k), adding and recalling the fact that there is (i; j, k) collision
at T%m, we obtain

207 < d3(xi3xj, k) < 207 + 8V203R6 + 86R? < 207 + 8V203RS + 166R* = (V203 + 46R)>,

where the lower inequality holds trivially since Z,, € Dp,, &), Hence, Z,,, € Ul.3j K

We wish to prove as well Z,,, € Ul-2, Iz that is,

oy < do(xpr,xj7) < 02+ 20R.
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The first inequality trivially holds because of the phase space. To prove the second inequality, we
distinguish the following cases:

1. ', j" ¢ {i, j, k}: Since particles (i, j’) perform free motion up to T%m, triangle inequality and the

facts that Z,, (7} ) € X7, 75 < & imply

|xi — x| < Ixif(‘r%m) - Xif(T%m)l + ZT%mR < 0o +26R,

and thus, Z,, € Uy .

2. There is at least one recollision (i.e., at least one of i’, j" belongs to {i, j, k}): The argument is similar
to (i), the only difference being that velocities of the recolliding particles transform at Tém. Since the
argument is similar for all cases, let us provide a detailed proof only for one recollisional case — for
instance, (i, j') = (i, k). We have

2 1 2 1 1 2 1
x,-(TZm) = x,-(TZm) + (sz - TZm)v:f =xi+7z Vit (TZm - sz)vzf,

2 1 2 1 * 1 2 1
xk(17,) =xi(17, )+ (17, — 77 Wy =Xk +77 Vi + (17, —T7 )V,

SO
_ 2 2 1 2 1 * *
Xi = Xk = xi(sz) _xk(sz) ~Tz. (vi—vi) — (sz - sz)(vi - Vi)

Therefore, triangle inequality, conservation of energy and the facts that Zm(‘r% ) € 21.2 & ‘r% <0
imply
2 2 1 2 1 o
xi —xx| < |xi(sz) — Xk (sz)l +sz|Vi — Vil + (sz - sz)lvi Vi

2 2 1 2 1

< |xi(rz,) —xi(7z ) +27; R+2(t; —77 )R
2 2 2

= xi(rz,) —xx (77, )|+ 277 R

< 0, +26R,

and hence, Z,, € Ul.2 - All the other recollisional cases are proved similarly.

Therefore, Z,, € Ufjk nuU?

77> and claim (III) follows. The rest of the claims are proved in the same
spirit. We conclude that

I C Uy UUyp; UUsz U Uss. (3.40)

sc,ng

Assume now that Z,, is precollisional. Therefore, we obtain

Z,(1) = (X +tV., V), Vit e |0, T%m], if Zy € O2.5¢Dim.ory. 0
" (Xm + tV;v Vn*1)’ Vt € [O’ T%}ﬂ]? lf Zm € 63,SCDm,02,U37

where the collisional transformation is taken with respect to the initial collisional particles. The proof
follows the same lines, using Remark 3.17 for the initial collisional particles whenever needed. O

Now we wish to estimate the measure of / }C, ¢ Y I, U Ifc,ng in order to show that outside of a small

measure set, we have a well defined flow. Let us first introduce some notation.
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For m > 2, (i, j) € T2, a permutation x : {i, j} — {i, j} and Xn; € R4, we define the set
S (xn;) = {xm €R?: (x;.x7) € US} (3.41)
Form > 3, (i, j, k) € I, apermutation 7 : {i, j, k} — {i, j, k} and (xr,, Xx,) € R*, we define the set
S (Xrjs X)) = {xn, € RY : (xi,xj,xx) € Ufjk}. (3.42)
Lemma 3.19. The following hold
1. Letm > 2, (i,],k) € T2, a permutation 7 : {i,j} — {i, j} and X, € R Then
1S5 (xx,)la < Ca RS- (3.43)
2. Letm >3, (i, j, k) € T}, a permutation - {i, j, k} — {i, j, k} and (x5 %m,) € R4, Then
1S (Erys Xl < Ca RS- (3.44)

Proof. For proof of estimate (3.44), we refer to Lemma 3.10. in [5].
Let us prove (3.43). Consider (i, j) € Z2, and assume without loss of generality that 7 (i, j) = (i, j).
Let x; € R, Recalling (3.41), we obtain

Si(xj) = {x,- eRY: 0 < |x; -xj| < 0'2+25R},

and thus, S;(x j) is a spherical shell in R of inner radius o» and outer radius o + 26 R. Therefore, by
scaling (3.27), we obtain

d-1
1S;(x)|a = (02 +26R)? — ol = 26R Z(o-z +26R) ol < Cyro.
=0

O

Remark 3.20. Estimates of Lemma 3.19 are not sufficient to generate a global flow because ¢ represents
the length of an elementary time step; therefore iterating, we cannot eliminate pathological sets. We
will derive a better estimate of order 62 to achieve this elimination.

Lemma 3.21. Letm > 2, 1 < R < pand 0 < 6R < 03 < 03 < 1. Then the following estimate holds:
se. Ul Y Lo gham < Conarp® "2 8. (3.45)

Proof. We first note that I,  is of zero measure since it is covered by lower codimension submanifolds
of the phase spase; therefore, it suffices to estimate the measure of I} U Ifc’ng. For m = 2, the result
comes trivially from Lemma 3.18. For m > 3, we have

Iy U Ifc,ng = U UUy; UUs UUss,

where Uy, Uz, Uy, Usz are given by (3.29)—(3.32). Therefore, it suffices to estimate the measure of
Uz, Usz, Usy, Usz. We will strongly rely on Lemma 3.19.
o Estimate of Uy;: By (3.29), we have

Uy = U (Ulzj N Uizlj/).
(i)', j) €T},
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Consider (i, j) # (i, j) € I?,. We distinguish the following possible cases:

1. i, j" ¢ {i, j}: By (3.33), followed by Fubini’s Theorem and part (i) of Lemma 3.19, we have

U7 0 U laam < R p" =Y /3451 L2 (xj)ns? () i doxir dixj dixjr
)

< pdm d(m-4) 1 R . 1 i i
< R""p 5 Jea S2(x)) dx; dx 5 Jea S (x;1) dxyr dx

S Cd’de(n’l*Z) 62.

2. Exactly one of i/, j" belongs to {i, j }: Without loss of generality, we consider the case (i’, j') = (J, j’),
for some j’ > j, and all other cases follow similarly. Fubini’s Theorem and part (i) of Lemma 3.19
imply

|U,~2j N Uj2-j1|2dm < RImpd(m=3) /Bw 11sf(xj)msj.(x_,.,) dx; dxj dx;
)

<Rdmd(m—3)/ ‘/]1 di/]l dx | dx:
s p s\ Jra 52(x;) 4X e 82, (xj) X | 4K

S Cd’de(M*Z) 62.

Combining cases (I)—(II), we obtain

d(m-2) 52

|U22l2am < Cm,a,rP (3.46)

o Estimate of U,3: By (3.30), we have

_ 2 3
U = U (Ui N Uz joger)-
(i) €T, (i, ) k') €T3,

Consider (i, j) € Z2,, (i’, j', k') € T.),. We distinguish the following possible cases:
1. i, j’, k" ¢ {i, j}: By Fubini’s Theorem and parts (i)—(ii) of Lemma 3.19, we obtain

J

dm _d(m-5) . R - - ,
<R"p (-/B:,‘f </Rd ]IS_%(XI,) dx; dxj)(~/B:ﬁ><B;f ./R:d ]lSil(xi/,Xj/) dxir dx jr dxy

d(M*Z) 62.

2 3 dm _d(m-5) . - dx: .
U N U jrleam < RE™p /35‘1 1S>§(xl-)05,3<,(xw,x-f) dx; dx; dxy dxj dxp
0

< Cqrp

2. Exactly one of i’, j’, k’ belongs in {7, j }: Without loss of generality, we consider the case (i’, j/, k') :=
(i’,i, k"), for some i’ < i < k’, and all other cases follow similarly. Using Fubini’s Theorem and
parts (i)—(ii) of Lemma 3.19, we obtain

U7, 0 Upiteloam < RO p? "~ / L2 (x)ns3 (xyxie) X ey dxie dxe

4d
B

<Rdmd<m—4>//11 d-//n, dxy dxgr | dx;
B P B \JR4 SHED) * Bd JR4 S5 (xixi) i @Xk | A

< Cd,de(m‘”(Sz.
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3. Exactly two of i’, j', k’ belongs in {i, j}: Without loss of generality, we consider the case (i’, j/, k') =
(i’,1, j), for some i’ < i, and all other cases follow similarly. Using Fubini’s Theorem and parts (i)—
(ii) of Lemma 3.19, we obtain

\UZ U3 iloam < R p?0"™Y) / L2 (xj)ns3 (xi,xy) i X docir

1 B?)d
(/Rd sz Ls3 (xioxy) dxi’) dx; dx;

- Rptr /B o V53 (/Rd L5 () i) i d;
p XBp

< Cd,de(m_3)6_/Bd '/Rjd ]lSi(x_,») dx; dx
)

d(m-2) 52

< Rdmpd(m—3)/

d d
B xBY

< Cqrp
Combining cases (I)—(III), we obtain
|Unsam < Con,a,rp? " 28, (3.47)
o Estimate of Usz,: We use a similar argument to the estimate for U3 to obtain
Uszam < Con,a,rp? "8, (3.48)
o Estimate of Usz3: We refer to Lemma 3.11 from [5] for a detailed proof. We obtain
|Ussham < C,a,rp? "2 6%. (3.49)
Combining (3.46)—(3.49), we obtain (3.45), and the proof is complete. |

We inductively use Lemma 3.21 to define a global flow which preserves energy for almost all
configuration. For this purpose, given Z,, = (X, V,,) € R?4™, we define its kinetic energy as

1 m
En(Zn) =5 ) Ivil*. (3.50)
i=1

For convenience, let us define the m-particle free flow:

Definition 3.22. Let m € N. We define the m-particle free flow as the family of measure-preserving
maps (®);cg : R?4™ — R24™ given by

DL Zop = DL (Xons Vin) = (X + Vi, Vi). (3.51)

We are now in the position to state the Existence Theorem of the m-particle (o7, 03)-flow.

Theorem 3.23. Let m € N and 0 < oo < 03 < 1. There exists a full measure subset Iy, o) &, C
Dy, oy, 04 Which is a countable intersection of dense open sets, and a measure-preserving family of dif-

feomorphisms (¥!)ier : Um.oy.0s = Um. oy, o5 SUCh that

WS Zm = (Pl 0 W0 ) (Zm) = (W5, 0 Vo) (Z), ae. inTy ooy, Vi, SER, (3.52)
Em(‘Pi,lZm) =E.(Zy), ae. inly, o 05, VtER, whereE,, is given by (3.50). (3.53)
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Moreover, the flow is defined a.e. on I'y, o N Osc ngDm, o With respect to the induced measure do
and preserves energy; that is,

vz =W Zn, o-—ae onlm o030 0.5¢Dmor.on VEER, (3.54)

Wz =W Zn, o—aeonlpyooN85Dmoyoy VEER, (3.55)

This family of maps is called the m-particle (0, 073)-flow. For m = 1, the flow is just the free flow.

Proof. The proof follows the same steps as the proof of Theorem 4.9.1 in [2], using the corresponding
estimates. For an outline of the proof, see Theorem 3.14 in [5] as well. ]

3.5. The Liowville equation

Here, we introduce the flow operators used throughout the paper and formally derive the Liouville
equation for m > 2.

Definition 3.24. For r € R, we define the o-interaction zone flow of m-particles operator T}, :
L®(Dm,o) = L= (Do) as

Tizgm(zm) = gm(T;thm)~ (3.56)

Definition 3.25. For¢ € Rand m € N, we define the free flow of m-particles operator §%, : L™ (R24™) —
L® (RZd m) as

Singm(zm) = gm(q);fzm) = 8m(Xm = tVin, V). (3.57)

Given a symmetric with respect to the particles initial probability density fy, 0 in Dy, or,, -, We define
its evolution as fy, (¢, Zy,) := T, fin.0- Clearly, f,, is symmetric and by Theorem 3.23 it formally satisfies
the m-particle Liouville equation

m
Ofm+ ) Vi Vaifn =0, (1:Zm) € (0,00) X Dy ry o,

i=1
fm(t7Zr’n) zfm(t’zm)a (t’Zm) € [07 OO) XaZ,SCDm,Uz,G37 (358)
fm([’ Z;fkn) = fm([’ Zm)7 (t’ Zm) € [0’ 00) X 83,.\‘(;Dm,0'2,0'3,
fm(oa Zm) = fm,O(Zm), Zn € Dm,0'2,0'3'

Let us note that in the case m = 2, the equation has only binary boundary conditions.

4. BBGKY hierarchy, Boltzmann hierarchy and the binary-ternary Boltzmann equation
4.1. The BBGKY hierarchy

Consider N-particles of diameter 0 < € < 1 and interaction zone 0 < €3 < 1, where N > 3 and e, < €3.
For s € N, we define the s-marginal of a symmetric probability density fx, supported in Dy ¢,, ¢, as

/ IN(ZN) dxgey...dxy dvgyp...dvy, 1 < s <N,

(S) _ R2d(N~-s)

N (Zs) = fn. s=N, 4.1)
0, s >N,
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where for Z; = (X, Vy) € R25, we write Zy = (X, X541, ..., XN, Vss Vsals ..., VA ). One can see, for all
1 < s < N, the marginals flff) are symmetric probability densities, supported in Dy ¢, ., and

“)(Z)—/ ATV (XN VN) diger dvgy, VI<s<N-1

Assume now that fj is formally the solution to the N-particle Liouville equation (3.58) with initial
data f 0. We seek to formally find a hierarchy of equations satisfied by the marginals of fj.Fors > N,
by definition, we have

N = fy,and £ =0, fors > N 42)

We observe that 8Dy e, ¢, is equivalent up to surface measure zero to £X x RN where

U z2seX Y U sz;;X, 4.3)

(i,)) €T3, (i.j.k) €T3,

22 SCX {X € RdN d2(-xl’xj) - 629 dz(xl ’xj ) > 62’ V(i/’j/) 6112\] \ {(lsj)}
and d3 (x5, x50, xpr) > V2e;, V(') k') € 113\,},

ijicx = {Xn e R™N a3 (xisxj,x0) = V26, do(xi,xp) > €, V', j") eIy

and d3(.X[’; axj'7xk') > \/5639 V(i,’ j,, k/) € IIS\]} \ {(la j9 k)}}
Notice that (4.3) is a pairwise disjoint union.

Remark 4.1. The assumption €; < €3 made at at the beginning of the section is necessary for the ternary
contribution to be visible. Indeed, if €, > €3, Remark 3.1 and (3.23) would imply that E?};(‘X = () for

all (i, j, k) € T, and therefore, there would not be a ternary collisional term.

The hierarchy for s < N will come after integrating by parts the Liouville equation (3.58). Consider
1 < s < N — 1. The boundary and initial conditions can be easily recovered integrating Liouville’s
equation boundary and initial conditions, respectively; that is,

f(S)(t Z, ) = f(S) (t, Zs), (t’ Zs) € [O, 00) X az,SCDS,€2,E37 s =2,
f(”(t 7:) = f(”(t Z), (,Zs) € [0,00) X 335Dy cr.c50 8 2 3, (4.4)
f“)<o Z,) = f“> (Zy), Zs€Dyerer.

Notice that for s = 2, there is no ternary boundary condition, while for s = 1, there is no boundary
condition at all.

Consider now a smooth test function ¢ compactly supported in (0, 0) X Dg ¢, ¢ such that the
following hold:

o Forany (i, j) € I with j < s, we have

65 (1, PsZiy) = ¢s (1, psZN) = 65 (1, Zs), (1, Zy) € (0,00) X 272, 4.5)
o Forany (i, j, k) € Z3, with j < s, we have

bs(1,PsZi) = b5 (1, psZN) = b5(1,Z), V1, ZN) € (0,00) X E]57, 4.6)

where p, : R24N — R?45 denotes the natural projection in space and velocities, given by p,(Zy) = Zj
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Multiplying the Liouville equation by ¢ and integrating, we obtain its weak form

N

/ (a, fn(t,ZNn) + Z ViV fn (8, ZN))¢s(t, Zy) dXn dVy dt = 0. 4.7)
(0,00)XDN 5, 65 i=1

For the time derivative in (4.7), we use Fubini’s Theorem, integration by parts in time, the fact that fj is
supported in (0, 00) X Dy ¢, ¢, and the fact that ¢ is compactly supported in (0, 00) X Dy , ¢, to obtain

/ O fn (£, ZN) s (t, Zs) dXn dViy dt = / 8 f(1, Zs) s (1, Zy) dX dV dt.
(O’OO)XDN,Ez,E (O,OO)X'DS’EZ,Q
(4.8)

For the material derivative term in (4.7), the Divergence Theorem implies that

N
DT (1200120 Xy dVy = [ divi Ui (. Z3)V 16401, 20) X dV

‘/DN’fz’fs i=1 DN.ey.e3

= —/ Vn - Vxp&s(t, Zs) fn (t, Zn) dXn dVn+ 4.9)
DN,€2,€3
Lo AN - Vi i (0,218, (0,20) Vi o
ZXXRdN

where XX is given by (4.3), A(Xy) is the outwards normal vector on X at Xy € XX and do is the
surface measure on XX . Using the fact that fy is supported in DN, e, e, Divergence Theorem and the
fact that ¢, is compactly supported in (0, 00) X Dy ¢, ,, We obtain

S

/ Vi Vo b5t Z0) fi (1 Zi) dXn dViy = - / ViV £ (1 Z0) b4 (1, Z4) dXy Vs,
DN,52,53 ’Ds,sz, 1

3 i=

(4.10)

Combining (4.7)—(4.10), and recalling the space boundary decomposition (4.3), we obtain

/ SN (4. Z5) + D vV fo)) (1. Z5) | (1, Z5) dX Vs dt

(0,00)XDs, 65, € i=1

_ _/ AXN) - Viv i (1, Zn) s (1, Z) dViy do dt,
(0,00) XEX xRAN

:;/Om Z CL() + Z Cly (0 dt, 4.11)

(i,)) €T3, (i.j.k) €T3,

where for (i, j) € Z%,, t > 0, we denote
Ch0 == [ ) Vit 261, Z0) Vi o, (4.12)
S280X RN
for (i, j, k) € I3,,t > 0, we denote

== [ O Vi (2040, 22) dVi dor @.13)
S
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and ﬁ2 (Xn) is the outwards normal vector on ZZ’SL"X at Xy € ZZ’SL"X do-2 is the surface measure

on 22 sex , while A n + (Xn) is the outwards normal vector on 23 se.X at Xy € 23 se-X and do-?j.k is the

surface measure on Z?.SC X

Following similar calculations to [18] which treats the binary case, and [5] which treats the ternary
case, we formally obtain the BBGKY hierarchy:

D LN DS (1,Z) € (0,00) X Dy 6,

§,842

<v>+zv V. =N

s,s+1

f(v)(f Z’) = (S) (t,Zs), (t,Zs) € [0,00) X 32.5¢Ds, e,,e;» Whenever s > 2, (4.14)
f<‘)(t Zr) = f(‘)(t, Zs), (1.Zs) € [0,00) X 83.5¢Ds.¢,.c;» Whenever s > 3,
f(‘)(O, Z) = [y 0(Zs),  Zs € Ds.cresn

where
N N N,—
Cs s+l T Cy s-tl - Cs s+1° 4.15)
N.+ N,-
Cs s42 = Cs s+2 Cs s+2° (416)

and we use the following notation:
o Binary notation: For 1 < s < N — 1, we denote

K
(s+1) 2
:lf ; (t Z ) - AN,EZ,SZ‘/S;FI
i=1 1

Cla ™ (1,20 = Ay, QSZ/“ b3 (@1, vsrt =V I3 (6 Zor ) dor dvens,  (4.18)

xRd

by (w1, Vse1 = Vi )f(Hl)( il l) dwydvey,  (4.17)

xR4

where

bo(w1,Ver1 = Vi) = (W1, Ver1 = Vi),
3 = max{b,,0},

A%V 05 =(N=9)e ™, (4.19)

ZS+1,Ez,i = (-x17 ey Xiy ey Xgy Xi — €QW1, V1, o Vi-1,Vis Vitls ""VS’VS+1)’

7 ’ 7
Zieoi= (X1 ey Xy oy X, X+ €W, VI, Vi1, Vi Vidls ooy Vs Vigp)-

For s > N, we trivially define CY 1 =0.
o Ternary notation: For 1 < s < N — 2, we denote

] 3 . by (w1, w2, Vil = Vis Vg2 = Vi)
C (t,Zy) = AN s "

5,542 -~y R2d \/m (4.20)

% (s+2) (l 7+ ) d(l)] d(l)Z st+1 st+2,

s+2,€3,0

+
(5+2) (t Z ) A3 Z b3 ((L)l, W2, Vs4l — Vi, Vg2 — Vi)
s s+2 ~ “"N,e&,s 2d !

xR2d V1+{wi,ws) (4.21)

2
X (S+ )(l‘, Zsi2,6,i) dwi dwy dvgiy dvgsa,
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where

AN =27 (N=s)(N -5 -1’ ",

b3(w1, W2, Vsr1 = Viy Vss2 = Vi) = (W1, Vsl — Vi) + (W2, Vss2 = Vi),

b} = max{bs,0}, (4.22)
Zsid,e,i = (X1, ooy Xy ooy X, Xy — \/563w1,xi - \/§ng2, Vs eoViels Vis Viels vees Vs Vstls Vst2),
Z;+2,e3,i = (X1, ey Xy evny Xg, X + \/563(1)1,361' + V26302, V15 o Vie 1, Vi Vigls coes Vs Vg Vi) -

For s > N — 1, we trivially define CN 2 =0
Duhamel’s formula implies that the BBGKY hierarchy can be written in mild form as follows:

O)(1,2,) = T! £ (Z)+/ Ti- T(CN (s41) 4 oN
0

s,5+1 S,5+2

“*2)) (t.Z)dr, seN,  (423)
where T? is the s-particle (€, €3)-flow operator given in (3.56).
4.2. The Boltzmann hierarchy

We will now derive the Boltzmann hierarchy as the formal limit of the BBGKY hierarchy as N — oo
and €, e3 — 0* under the scaling

Ned™ = NelV2 > 1. (4.24)
This scaling implies that e;,e3 satisfy
el ~ 72 (4.25)

N —oo 2 N-oo

=N 0, g NET 0, (4.26)
and thus,
£ o Ny 2. 4.27)
€

Therefore, for N large enough, we have e, << €3.

Remark 4.3. The scaling (4.24) guarantees that for a fixed s € N, we have
A%\,Eﬂz(N—s) 1 — 1, asN — o,
A3 =29 (N-s)(N-s-1)e¥' — 1, asN — .

N,e,s —

Formally taking the limit under the scaling imposed, we may define the following collisional opera-
tors:
o Binary Boltzmann operator:

C®.., =CF —C%7 (4.28)

s,5+1 s,5+1 s,s+1°
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where

By vse =) [0 (1,20, ) X doydven,  (429)

s+1,i

S
Contt (1. 24) = Z ./(s
P

N
Coafo @z =) /( by (1,502 = vi) X fOD (1, Zoor i) X dwrdvgy,  (4.30)
=17 (8

-IxRd)

d=IxRd)

ba(w1,ver1 — Vi) = W1, Vo1 — Vi),
by = max{0, by},

4.31)
ZS+],i = (xla ey Xy ey Xgy Xis Vs oo Vie15 Vis Vigls -0 Vs, VS+])7
Z;+1,i = (X015 ey X ooy Xy Xy VI Vi, Vi Vil oy Vi, Viey )
o Ternary Boltzmann operator:
(eS8} _ (%t _ »70,—
CS,A‘+2 - Cx,s+2 Cs,s+2’ (4.32)
where
N + _ . _ .
Coo’+ f(‘H—z) ([ 7 ) _ b3 ((t)], W2,Vs+l = Vi, Vs42 vl)f(s+2) (75
5,5+2 s 2d-1p2d »TsH2
i=1 ¥ (5797 Ixr2) V1+{wi, w2) (4.33)

Xdw| dwy dvey dvsy,

S + _ . _ .
ez =Y, [ Plonen v W 200 ) 7,,,)
’ o7 J(S3IxR2) V14w, wr) (4.34)

X dwy dwy dvgyy dvgy,

b3 (w1, W2, Vsr1 = Vi, Vss2 = Vi) = (W1, Vsl — Vi) + (W2, Vss2 = Vi),
b} = max{b3,0},

Zsi2,i = (X150 Xiy ooy Xy Xiy Xy VI, oo Vie D, Vis Vils ooy Vs, Visals Via2),s

(4.35)
* * * *
ZS+2’1' = (xl’ ces Xiy ey Xy X, Xy V1, "'V[—]’vi7v[+la cee VS,VS+17VS+2)'

Now we are ready to introduce the Boltzmann hierarchy. More precisely, given an initial probability
density fp, the Boltzmann hierarchy for s € N is given by

O f©) + Z ViVx[f(S) = C‘;X,)sﬂf(ﬁl) + C:,js+2f(s+2)’ (1. Z) € (0,00) x X, (4.36)

i=1
£90,20) = £9(Z,),  VZ, € R¥,

Duhamel’s formula implies that the Boltzmann hierarchy can be written in mild form as follows:
t
O, 2) = SLES (24) + / St (C;f’m O se f(‘”z))('r, Z)dr, seN, (437
0

where S% denotes the s—particle free flow operator given in (3.57).

5. Local well-posedness

In this section, we show that the BBGKY hierarchy, the Boltzmann hierarchy and the binary-ternary
Boltzmann equation are well-posed for short times in Maxwellian weighted L -spaces. To obtain these
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results, we combine the continuity estimates on the binary and ternary collisional operators, obtained
in [18] and [5], respectively.

5.1. LWP for the BBGKY hierarchy

Consider (N, €, €3) in the scaling (4.24), with N > 3.
For 8 > 0, we define the Banach space

XN,,B,S = {gN,s € Loo(Dm,Ez,E3) and |gN,S|N,/3,s < 00}’

with norm |gn s|n.g.s = SUPZ, cpads lgn.s(Zs)|ePEs (%) where Eg(Zy) is the kinetic energy of the
s-particles given by (3.50). For s > N, we trivially define X g := {0}.

Remark 5.1. Given ¢ € R and s € N, conservation of energy under the flow (3.53) implies that the
s-particle of (€, €3)-flow operator T} : Xy g — Xn g5, given in (3.56) is an isometry; that is,

ITign sINg.s = lgnsIngss YEN.s € XN pos-

Proof. Letgn s € Xn p,s and Z; € R4S If Z, ¢ D; , ,, the result is trivial since gy 5 is supported
in Dy, ¢,,¢;- Assume Zg € Dy ¢, ¢,- Then Theorem 3.23 yields

_ —t _
PEZTl gy (| = PEs P |(gn s 0 W) (Z)] = B (52 gy (W Z0)] < lgn sl s o

and hence, |T!gn s|n.s.8 < 18N sIN,s,5- The other side of the inequality comes similarly using the fact
that Z; = V1 (P! Zy). O

Consider as well u € R. We define the Banach space
Xn g ={GNn = (gn.s)sen : IGNIIN pu < 0},
with norm [|Gn ||v g, = SUPger €#° 18N, sIv p.s = MaxXseqr,.. Ny e*°lgn sIN B.s-
Remark 5.2. Given 7 € R, Remark 5.1 implies that the map 7* : Xy g, — Xn g, given by
T'Gn = (Tign ) sen .1

is an isometry; that is, ||T’GN||N’/;,,, =||GNnIIvpg,u forany Gy € Xy g p-

Finally, given T > 0, 8o > 0, o € R and B, : [0,T] — R decreasing functions of time with
B(0) = By, B(T) > 0, u(0) = up, we define the Banach space

Xn g = CU0,TL XN (). u(r))»

with norm [|[|GN|lIv.8,u = supsejo,r) IGN(D)lIN,B(r),u(r) - Similarly as in Proposition 6.2. from [2],
one can obtain the following bounds:

Proposition5.3. LetT > 0, 8y > 0, o € Rand B, p : [0,T] — Rdecreasing functions with 8y = 3(0),
B(T) > 0 po = p(0). Then for any Gn = (8N ,s) cpy € XN Bo.uo» the following estimates hold:

1 1GN g < IGN N o
t
> / TG d|||ng.p < TGN IIN o0
0

From Proposition 5.3.1. in [18] and Lemma 5.1. in [5], we have the following continuity estimates
for the binary and ternary collisional operators, respectively:
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Lemma 5.4. Letm € N, 8 > 0. For any Z,, € Dy, ,,e, and k € {1,2}, the following estimate holds:
m

C,},\L],m+ng,m+k (Zm)‘ < ﬁ_kd/z (mﬁ_l/z + Z [vi |)e_'8Em(Zm) |g N, m+k |N,ﬁ,m+k-

i=1
Let us now define mild solutions to the BBGKY hierarchy:

Definition 5.5. Consider T > 0, By > 0, po € R and the decreasing functions 3, s : [0,7] — R with
B(0) = Bo, B(T) > 0, u(0) = o. Consider also initial data Gn,0 = (gn.5.0) € XN go.uo- A Map
GN = (gn.s),an € XN .8, is a mild solution of the BBGKY hierarchy in [0, 7], with initial data
G n 0, if it satisfies

t
GN(I) = TtGN’() +/ Tt_TCNGN(T) dT,
0
where, given 8> 0, y € Rand Gy = (gn s)sen € XN g u, WE Write

CNGy = (Cy +C3)GNn, CrGy = (Ci]mgzv,m)seN, CYGN = (Cs]\,[s+ng,s+2)S€N,

and 77 is given by (5.1).
Using Lemma 5.4, we obtain the following a-priori bounds:

Lemma 5.6. Let By > 0, up € R, T > 0and A € (0, By/T). Consider the functions B4, : [0,T] - R

given by
Ba(t) = Bo—At,  pa(t) = po — At. (5.2)
Then for any F(t) C [0,1] measurable, GN = (gn.,s) e € XN.Ba.p, and k € {1,2}, the following
bounds hold:
H‘/( : T e G (D) dr|||v g < ChrllIGNIIN B was (5.3)
F
Chnt = Crn (A o, 0, T, 2) = Cad ™™D g2 (T) (14 87(T) ). (5.4)

Proof. For the proof of (5.3) for k = 1, see Lemma 5.3.1 from [18], and for the proof for k = 2, see
Lemma 6.4 from [2]. a

Choosing A = By /2T, Lemma 5.6 implies well-posedness of the BBGKY hierarchy up to short time.
The proof follows similar steps to the proof of Theorem 6 from [18] and Theorem 6.4.1 from [2].

Theorem 5.7. Let By > 0 and uy € R. Then there is T = T(d, Bo, o) > 0 such that for any initial

datum Fy o = (flfls)o)seN € XN Bo.uo there is unique mild solution Fry = (flfjs))seN € Xn.g,u to the
BBGKY hierarchy in [0, T] for the functions 3, . : [0,T] — R given by

_g _Po == B
B(1) =Po - 55t pult) = po—ort. (5.5

The solution Fn satisfies the bound

HENIIN,B,1 < 2I1FN 0llN .o, uo- (5.6)
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Moreover, for any F(t) C [0, t] measurable and k € {1,2}, the following bound holds:

- 1
H'Honwﬁ“GNﬁyh M@HSEEMGNMM@W V6N € XN g (5.7)
The time T is explicitly given by
-1 -1
T:m&wﬁﬁ%rm+fMﬁﬂ%”)(ud%*ﬂ . (5.8)

5.2. LWP for the Boltzmann hierarchy

Similary to Subsection 5.1, here we establish a-priori bounds and local well-posedness for the Boltzmann
hierarchy. Without loss of generality, we will omit the proofs since they are identical to the BBGKY
hierarchy case. Given s € N and 8 > 0, we define the Banach space

Xoo,ﬁ,s = {gs € LW(RZdS) : |gS|00,B,S < 00}9

with norm |gsleo,g,s = SUPz, cp2ds 185(Zs) |ePEs(Zs) where E,(Zy) is the kinetic energy of the s-particles
given by (3.50).

Remark 5.8. Given r € R and s € N, conservation of energy under the free flow implies that the
s-particle free flow operator S : Xoo s — Xwop,s, given in (3.57), is an isometry; that is,

|S§gs|oo,,8,s = |gs|oo,,8,s’ Vgs € Xoo,ﬁ,x-
Consider as well u € R. We define the Banach space
Xoo g = {G = (gs)sen : ”G”oo,,B,;t < 00}7

with norm ||G|le 8,1 = SUPgen €4 185100, 8.5

Remark 5.9. Given r € R, Remark 5.8 implies that the map S’ : Xe g ;i — Xoo g, given by
S'G = (Si8s) s (5.9

is an isometry; that is, [|S*Gleo g, = |G llco,g,u» for any G € X g 1.

Finally, given T > 0, Bp > 0, uo € Rand B, : [0,T] — R decreasing functions of time with
B(0) = By, B(T) > 0, u(0) = up, we define the Banach space

X = C*([0.T], Xeo 8(1).1a(1))

with norm [[|G/|[leo,8. = 8Upsef0.7] |G () lleo,8(1) (1) -

Proposition 5.10. Let T > 0, Bp > 0, uyp € R and B, : [0,T] — R decreasing functions with
Bo = B(0), B(T) > 0 uo = p(0). Then for any G = (gs)sen € Xoo, By, the following estimates hold:

LG lleo.. < 1|Glleo,go.p10-

2 H/OSGdH
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Similarly to Lemma 5.4, we obtain the following:

Lemma 5.11. Let m € N and 8 > 0. For any Z,, € R*™ and k € {1,2}, the following continuity
estimate holds:

m

IC52 s 8mec (Zm)| < B7F (mﬁ‘”2 > |w|)e-ﬁEm<Zm> |gmek loo.me- (5.10)

i=1
Let us now define mild solutions to the Boltzmann hierarchy:

Definition 5.12. Consider T > 0, 8y > 0, yp € R and the decreasing functions 3, : [0,7] —» R
with B(0) = Bo, B(T) > 0, u(0) = po. Consider also initial data Gy = (g5,0) € Xoo,gy.u0- A Map
G = (8s)sen € X8, is a mild solution of the Boltzmann hierarchy in [0, 7], with initial data G, if
it satisfies

t
G(1) =8'Gy +/ 8" TCG(1) dr,
0

where, given 8 > 0, u € R and G = (8s)sent € Xoo g, u» WE Write
(2 3 2 o (poo 3~ (oo
CuG 1= (CR4CLG, (LG = (Clugon) o CLG = (Clungon)

and S’ is given by (5.9).
Using Lemma 5.1 1, we obtain the following a-priori bounds:

Lemma5.13. Let By > 0, up € R, T > 0and A € (0, Bo/T). Consider the functions By, uy : [0,T] - R
given by (5.2). Then for any F(t) C [0,t] measurable, G = (gs)sen € Xoo,8y,u, and k € {1,2}, the
following bound holds:

H'/( )S’_TCfOHG(T) dt||[eo,B10a < CrrtlllGlloo,B1, 100> (5.11)
F(t

where the constant Ciy1 = Cry1(d, Bo, 1o, T, A) is given by (5.4).

Choosing A = B¢/2T, Lemma 5.13 directly implies well-posedness of the Boltzmann hierarchy up
to short time.

Theorem 5.14. Let By > 0and o € R. Then thereisT = T(d, Bo, o) > 0 such that for any initial datum

Fy = (fo(s))seN € Xoo By, there is unique mild solution F' = (fS))gen € X8, to the Boltzmann
hierarchy in [0, T] for the functions 3, . : [0,T] — R given by (5.5). The solution F satisfies the bound

NE oo, 8,10 < 2l FollooBo.pa0- (5.12)

Moreover, for any F(t) C [0, t] measurable and k € {1,2}, the following bound holds:

. 1
S"TTCHG (1) dr||wopp < E|||G|||m,ﬁ,“, VG € Xoo s (5.13)

7.

and the time T is explicitly given by (5.8).

5.3. LWP for the binary-ternary Boltzmann equation and propagation of chaos

Now, we show local well-posedness for the binary-ternary Boltzmann equation and that, for chaotic
initial data, their tensorized product produces the unique mild solution of the Boltzmann hierarchy.
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Therefore, uniqueness implies that the mild solution to the Boltzmann hierarchy remains factorized
under time evolution, and hence, chaos is propagated in time.
For 8 > 0, let us define the Banach space

Xp = {g e L*(R*?) : Iglg,u < oo},

with norm |glg ;= Sup(y ,)er2a (%, v)|e“+g‘v|2. Notice that for any ¢ € [0, T], the map S| : Xg ,, —
X, is an isometry.

Consider B8y > 0, up € R, T > 0and 3, p : [0,T] — R decreasing functions of time with 3(0) = By,
B(T) > 0 and p(0) = pgy. We define the Banach space

Xp.u = C[0.T]. Xp(0).u0r))-
with norm [|gllg, . = sup,ejo.r119(?)|8(1)..u(r)- One can see that the following estimate holds:
Remark 5.15. Let T > 0, 8y > 0, o € Rand 3, o : [0, 7] — R decreasing functions with 8y = 3(0),
B(T) > 0 uo = p(0). Then for any g € Xg, ., the following estimate holds:
Igllg.ee < 18180.10-

To prove LWP for the binary-ternary Boltzmann equation (1.16), we will need certain continuity
estimates on the binary and ternary collisional operators. The binary estimate we provide below is the
bilinear analogue of Proposition 5.3.2 in [18]. For the ternary operator, continuity estimates have been
derived in [2], Lemma 6.10. Combining these results, we derive continuity estimates for the binary-
ternary collisional operator Q; + Q3:

Lemma 5.16. Let 8 > 0, u € R. Then for any g, h € Xg , and (x,v) € R24, the following nonlinear
continuity estimate holds:

|[Q2(g’ g) + Q3(g> 8 g)] (.X', V) - [QZ(h» h) + Q3(h» h, h)] (.X', V)|
< (7272w e g7 ) (5712 4 o e T (gl p + V) (1 + I8l + il g0l = B

We define mild solutions to the binary-ternary Boltzmann equation (1.16) as follows:

Definition 5.17. Consider T > 0, B9 > 0, o € R and 3, o : [0,T] — R decreasing functions of time,
with 3(0) = Bo, B(T) > 0, u(0) = po. Consider also initial data go € Xg, ,,. Amap g € Xg, isa
mild solution to the binary-ternary Boltzmann equation (1.16) in [0, T'], with initial data go € Xg, ., if
it satisfies

t
g(t) = S'go + /0 ST [02(g,9) + 03(g.9.9)] (7) dr. (5.14)

where S| denotes the free flow of one particle given in (3.57).
A similar proof to Lemma 5.6 gives the following:

Lemma5.18. Let 8y > 0, up € R, T > 0and A € (0, Bo/T). Consider the functions By, p 2 [0,T] —» R
given by (5.2). Then for any g, h € Xg, ,.,, the following bounds hold:

H/O STT[02(g ~ hog — h) + 03(g — h.g — hug - )] (7) dr

Baspa
= C(|g|ﬁ/1,u/1 + |h|,3/l,uzl)(1 + |g|,3/1,lm + |h’|,31,lu)|g - h|,3/1,u/1’

where C = C(d, Bo, o, T, ) = C + C3 and Cy, C3 are given by (5.4) for k = 1,2, respectively.
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Choosing A = By/2T, this estimate implies local well-posedness of the binary-ternary Boltzmann
equation up to short times. Let us write Bx, , for the unit ball of Xz ,,.

Theorem 5.19 (LWP for the binary-ternary Boltzmann equation). Let By > 0 and po € R. Then there
is T =T(d, Bo, no) > 0 such that for any initial data fy € Xg, 1o With | folgy,ue < 1/2, there is a unique
mild solution f € Bx, , to the binary-ternary Boltzmann equation in [0, T] with initial data fo, where
B, 1 : [0,T] — R are the functions given by (5.5). The solution f satisfies the bound

11l < 41 folggso- (5.15)

Moreover, for any g, h € Xg ,,, the following estimates hold:

H‘/Ov S'i—T[Qz(g—h,g—h) +Q3(g—h,g—h,g—h)](7)d7

B.p

< —(lgllg.pe + 1Rllg.) (1 +19la.u + |Blg.u)llg — Blig.u- (5.16)

0| —

The time T is explicitly given by (5.8).

Proof. Choosing T as in (5.8), we obtain C(d, Bo, uo, T, Bo/2T) = 1/8. Thus, Lemma 5.18 implies
estimate (5.16). Therefore, for any g € Bx, ,, using (5.16) for h =0, we obtain

! 1 1
H/U 517 102(9.9) + 03(9.9.9)1(7) dr < 2 (1+llglls.wllgll,, < gl .17

o]

Baspa

Let us define the nonlinear operator £ : Xz, — Xg_, by

Lg(r) =S fo+ /0 S T0(g.9.9)(7) dr.

By triangle inequality, the fact that the free flow is isometric, Remark 5.15, bound (5.17) and the
assumption | folgy u, < 1/2,forany g € Bx, , and t € [0, 7], we have

1 1 1 1 1 3
I£g131).m(t) < 1S5 fola@).ue) + 7 gllg.n = 1olaw.ww + ZIgllg.u < 1folgguw + =llgllgu < 5+ ===,
4 4 4 2 4 4
Thus, L : Bx,, — Bx, . Moreover, for any g, h € Bx, . using (5.16), we obtain
1 3
ILg - Lhllg,, < g(llgllg,u +hllg.n) (1 + lglig,. + IRl..)llg = Rllg,. < leg = hllg.u-
(5.18)

Therefore, the operator £ : Bx,,, — Bx, , is a contraction, so it has a unique fixed point f € Bx, ,
which is clearly the unique mild solution of the binary-ternary Boltzmann equation in [0, 7'] with initial
data fjp.

To prove (5.15), we use the fact that f = L£f. Then for any ¢ € [0, T], triangle inequality, definition
of L, estimate (5.18) (for g = f and g = 0), free flow being isometric, and Remark 5.15 yield

3
IFla).u) = 1LFlaw),m@) < 1L01a@),wa) + ILF = LOlg),uiry < 151 folae),mer) + 71 f s

3 3
=1folg@),pe) + Z”f”ﬁ,u < | folgg.po + Z”f”ﬁ,u,

3
and thus, || fllg, . < |folgy,u0 + Z”f”’a’“’ and (5.15) follows. m|
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We can now prove that chaos is propagated by the Boltzmann hierarchy.

Theorem 5.20 (Propagation of chaos). Let By > 0, up € R, T > 0 be the time given in (5.8), and
B, : [0,T] — R the functions defined by (5.5). Consider fy € Xg, u, With | folgy,uy < 1/2. Assume
f € Bx,,, is the corresponding mild solution of the binary-ternary Boltzmann equation in [0, T], with
initial data fy given by Theorem 5.19. Then the following hold:

1. FO = (f0®S)SEN € Xoo,ﬁ(),,uo-
2. F = (f®S)S€N € Xm,g’y.
3. F is the unique mild solution of the Boltzmann hierarchy in [0, T], with initial data Fy.

Proof. (i) is trivially verified by the bound on the initial data (5.15) and the definition of the norms. By
the same bound again, we may apply Theorem 5.19 to obtain the unique mild solution f € Bx, , of
the corresponding binary-ternary Boltzmann equation. Since || f|g,,, < 1, the definition of the norms
directly implies (ii). It is also straightforward to verify that F' is a mild solution of the Boltzmann
hierarchy in [0, 7], with initial data Fj. Uniqueness of the mild solution to the Boltzmann hierarchy,
obtained by Theorem 5.14, implies that F' is the unique mild solution. [

6. Convergence Statement

In this section, we define an appropriate notion of convergence — namely, convergence in observables
— and we state the main result of this paper. While our convergence result is valid for a general type of
Boltzmann initial data and approximation by BBGKY hierarchy initial data (see Definition 6.1), we also
provide a rate of convergence in the case of chaotic Boltzmann initial data and initial approximation by
conditioned BBGKY hierarchy initial data (introduced in Definition 6.4).

Throughout this section, we consider (N, €;, €3) in the scaling (4.24). We will also use the phase
space Dy, ¢, of m-particles of radius e, and of interaction zone e given by (3.5) and the functional
spaces of Section 5.

6.1. Approximation of Boltzmann initial data

This subsection focuses on introducing relevant types of initial data. First, we define the general
notion of BBGKY hierarchy sequences approximating Boltzmann hierarchy initial data. Then we show
that chaotic initial data produced by tensorized probability densities are approximated by conditioned
BBGKY hierarchy sequences in the scaling (4.24).

Definition 6.1. Let Sy > 0, up € R and Go = (g5,0)sen € Xoo gy, 10- A sequence Gy o = (gN,5,0)seN €
XN By,u is called a BBGKY hierarchy sequence approximating Gy if the following conditions hold:

L. sup |G .olIN.gy.ue < ©0-
N eN

2. For any s € N, there holds I\}im llgn,s,0 = &s.0llL=(D 0.

S,EZ,E:;) =

Remark 6.2. Every Go = (g5,0)sev € Xoo gy, 10 has a BBGKY hierarchy approximating sequence. In-
deed, it is straightforward to verify that the sequence G n o = (gn.s.0)sen given by gy 5.0 = ]lDS.ez.q 85,0
satisfies the properties stated above in the scaling (4.24).

Especially meaningful initial data, corresponding to initial independence between particles, are given
below:

Remark 6.3. Let g9 € Xg, ,,+1 be a positive probability density, that is, go > 0 ae. and
fde go(x,v)dxdv = 1 and assume that ||gollgy,uo+1 < 1. Then one can easily see that the chaotic
configuration Gy = (gff’s )seN € Xoo B pi0+1 S Xoo, By, uo- This type of initial data, corresponding to ten-
sorized initial measures, will lead to the binary-ternary Boltzmann equation (1.16). In fact, we will see
that one can approximate tensorized initial data in the scaling (4.24) by conditioned BBGKY hierarchy
initial data which are defined below.
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Definition 6.4. Let g0 € Xpg, ,,+1 be a positive probability density and denote Go = (gf)z’s )seN €
Xoo gy, u0+1- We define the conditioned BBGKY hierarchy sequence Gy o = ( gg\‘;)o)x e of G as

-1 N V.
ZN /Zd(N ) ]l'DN‘éz’ﬂgO (XS’xS+19""xN’ 5o Vst+lseees VN)
R2d(N-s ’

g}(\j)o(xs’vs) — dxsi1 dvsyy...dxy dvy, 1<s<N 6.1)
ZMopy 8N (ZN), s=N,
0, s>N.

where the normalization is preserved by the introduction of the partition function

Zm = / g 1D, 0, 080" (Xims Vin) dXpn AV, m € N.
R m

Notice that since g is a.e. positive and integrates to 1, we have 0 < Z,,, < 1 for all m € N.

In fact, for tensorized initial data, the conditioned BBGKY hierarchy sequence is an approximating
sequence (according to Definition 6.1). This will be important to obtain a rate of convergence to the
solution of the binary-ternary Boltzmann equation (1.16) (see Corollary 6.10 for more details). For the
binary Boltzmann equation, such a result was proved in, for example, [18], obtaining an O(e;) rate of
convergence, where ¢; is the radius of the hard spheres. In [5], a similar result with rate of convergence

1/2 . . . . .
0(63/ ) was proved when merely ternary interactions of interaction zone €3 were taken into account.

We note that the slower convergence rate of the ternary model is due to the scaling N €92 ~ | which is
different that the Boltzmann-Grad scaling N eg’l =~ 1 of the hard spheres. In this paper, where binary and
ternary interactions coexist in the scaling (4.24), we are able to deduce the slower rate of convergence
0(631/2). The absence of e, in the estimates is due to the fact e, << €3.

Proposition 6.5. Let g0 € Xg, ;o+1 be a positive probability density with |golg,,up+1 < 1 and Go =
(g(a)aAs)SeN € Xoo By uotl S Xoopo,po- Let GNo = (gl(\}Y?O)SEN be the conditioned BBGKY hierarchy
sequence of the tensorized initial data G given in Definition 6.4. Then Gy o is a BBGKY hierarchy
sequence approximating G (in the sense of Definition 6.1) in the scaling (4.24). In particular, for
all (N, €) in the scaling (4.24) with N large enough (or equivalently € small enough), there holds the
estimate

||g1($?0 - g(()X’S”Lm(Ds,ez,eg) < Cd»S,ﬁo,,UOE;/QHGO||00,,Bo,/40~ (6.2)
Proof. The proof comes by following a similar argument as in Section 6 of [5] to estimate first the
partition functions and then the rate of convergence. The only difference is that one has to incorporate
binary interactions in the phase space, which is achieved by decomposing the phase space as

Ipy . (2ZN) =1p, ., ., (Zs) l_[ Lxi—x; 1> e (Xis X) l_[ Ty P i 25262 (i X5 X))

1<i<s<j<N I<i<j<s<k<N
H ]llxi—xj|2+|xi—xk [2>2€2 (xi’xj’xk) l—l ]llxi—Xj\2+\xi—xk|2>2632 (xi’xj’xk)’
1<i<s<j<k<N s+1<i<j<k<N
and using scaling (4.24). O

6.2. Convergence in observables

Now, we define the convergence in observables. Given s € N, we use the space of test continuous and
compactly supported functions in velocities C.. (R%*).
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Definition 6.6. Consider T > 0, s € N and g; € C°([0,T], L*(R??5)). Given a test function ¢, €
C.(R%), we define the s-observable functional as Iy gs(t)(Xs) = / os(Vs)gs(t, X, V) dVs.
Rds

Before giving the definition of convergence in observables, we start with some definitions on the
configurations we are using. Given m € N and o > 0, we define the set of well-separated spatial
configurations

AX(0) = {Xpm eR™ : [7; =X >0, Vi<i<j<m}, m=2, A¥(s)=R¥, (6.3)
and the set of well separated configurations
An(o) = AX (o) x RI™, (6.4)

Definition 6.7. Let T > 0. For each N € N, consider Gn = (gn s)sen € [152, CO([0,T], L® (R?45))
and G = (gy)sen € [152, C([0,T], L™ (R??)). We say that the sequence (Gn)nen converges in
observables to G, and write

Gn — G,
if forany o > 0, s € N, and ¢ € C, (Rd“'), we have

Aim 11p,8N.s(1) = 19,85 (D)l Lo (a¥ (o)) =0, uniformly in [0, T].

6.3. Statement of the main result
We are now in the position to state our main result.

Theorem 6.8 (Convergence). Let By > 0, o € R and T be given by (5.8). Consider the Boltzmann
hierarchy initial data Fy = (fO(S))SgN € Xoo, By, o and let (FN,O)NEN be a BBGKY hierarchy sequence
approximating Fy. Assume that

o For each N, Fn € Xy g, is the mild solution of the BBGKY hierarchy (4.14) with initial data
Fnoin [0,T].

o F' € X g,y is the mild solution of the Boltzmann hierarchy (4.36) with initial data Fy in [0, T].

o Fy satisfies the following uniform continuity condition: There exists C > 0 such that, for any { > 0,
there is ¢ = q(£) > O such that for all s € N, and for all Zs, Z! € R* with |Z; — Z.| < q, we have

5720 = 7 (Z)1 < C7e 65)

Then Fn - F.

Remark 6.9. To prove Theorem 6.8, it suffices to prove
1IN (1) = 12 (D)o (a% (o) — 0, uniformly in [0,7],

for any s € N, ¢; € C.(R?) and o > 0, where

1Y (1)(Xs) = Lo, £ (0(X,) = /R sV f) (1. X Vo) Vs, (6.6)
POX) =1, fVOX) = /R L B VOF (X, V) Vs ©67)

The following Corollary of Theorem 6.8 justifies the derivation of the binary-ternary Boltzmann
equation from finitely many particle systems.
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Corollary 6.10. Let By > 0, ug € R, and T be given by (5.8). Let fy € X, uy+1 be a Holder continuous
C%, y € (0, 1] probability density with | folgo.po+1 < 1/2. Let us write Fy = (f0®s)seN € Xoo, By, o1

and let Fnop = ( fIE]S)O)sEN be the conditioned BBGKY hierarchy sequence given in Definition 6.4

approximating the tensorized data Fy. Then for any o > 0, s € N and ¢ € C.(R%), we have the rate
of convergence

g, £ (1) = 16, £ (Dll o (a% (o) = O(€"),  uniformly in [0, T], (6.8)

for any 0 < r < min{1/2,y}, where Fn = (flgf))seN € Xn g, is the mild solution of the BBGKY
hierarchy (4.14) in [0,T] with initial data Fy o and f is the mild solution to the ternary Boltzmann
equation (1.16) in [0, T], with initial data f.

7. Reduction to term by term convergence

In this section, we reduce the proof of Theorem 6.8 to term by term convergence after truncating the
observables. After introducing the necessary combinatorial notation to take care of all the possible
collision sequences occurring, the idea of the truncation is essentially the same as in [18, 2], and it relies
on the local estimates developed in Section 5. For this reason, we illustrate the similarities by providing
the proof of the first estimate and omit the proofs of the rest of the estimates.

Throughout this section, we consider By > 0, uo € R, the functions 3, : [0,7] — R defined
by (5.5), (N, &, €3) in the scaling (4.24) and initial data Fn 0 € Xn gy, > F0 € Xoo gy, 10- Let Fv =

(F)ser € Xn g F = (f)serr € Xeo 5, be the mild solutions of the corresponding BBGKY
and Boltzmann hierarchies, respectively, in [0, T], given by Theorems 5.7 and Theorem 5.14. Let us
note that by (5.5), we obtain

B(T) = % w(T) = po - %0 (7.1)

and thus, 3(T), p(T) do not depend on T.
For convenience, we introduce the following notation. Given k € N and ¢t > 0, we denote

Te(®) = {(t1,ntr) ERF 10 <t < .. <1y <t} (7.2)

Since the collisions happening can be either binary or ternary, we will introduce some additional notation
to keep track of the collision sequences. In particular, given k > 1, we denote

Sy ={o=(o1,....,0%) 0y €{1,2}, Vi=1,..,k}. (7.3)
Notice that the cardinality of Sy is given by
ISk =2%, Vk>1. (7.4)

Given k € Nand o € S, forany 1 < £ < k, we write
¢

o = Z oy (7.5)
i=1

We also write oy := 0. Notice that

k <ox <2k, VkeN. (7.6)
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7.1. Series expansion

Now, we make a series expansion for the mild solution Fy = ( fIE,S))SeN of the BBGKY hierarchy with
respect to the initial data Fjy o. By Definition 5.5, for any € N, we have Duhamel’s formula:

(1) =71 1)+ / 711 [CSNM (s+1) | oN
0

s, s+2

(‘+2)](t ) di.

Let n € N. Iterating n-times Duhamel’s formula, we obtain

@ = Z S @+ R (@), (7.7)
k=0
where we use the notation
(s.k) p oy (s.k,0) (5,0) (o . it £(5)
@) = ;S SR for L <k <, £ = TR, 78)
o €Sk
(s,k,07) _ t—t1 N th AN -t ti-1—tk PN (s+0k)
iy (1) = /ﬁ(;)T ICS 43 s+(rfCS+m s+<rsz2+aZ ..Ts’i(}'k_fcﬂm L5 SHka K dte...dty,
(7.9)
(s,n+1) o (s,n+1,0)
RU™ V(1) = ; RY (1), (7.10)
O €dp+1
(s,n+l,07) ._ t—t N tr AN tr—t
RN (t) = '/7';!+1 ® T le s+07 s+o—?cx+a'1 s+0’2T\i—o'; o (71])

th-1—th PN th—tns1 PN (s+0n41)
Ts+5-,,,1 Cs+5-,,,1,s+5-nTs+5-n Cs+5-n,s+5-,,+1f (t'“']) dinyy dty... dt

One can make a similar series expansion for the Boltzmann hierarchy. By Definition 5.5, for any € N,
we have Duhamel’s formula:

FO@ =8+ /0 gt [c;°s+ FE e L (1) diy.

Iterating n-times Duhamel’s formula, we obtain

n
O =Y RO+ RO @), (7.12)
k=0
where we use the notation
FOR@ = T fRD @), fort <k <n, FO0@) = 81AY (7.13)
oeSk
(s,k,0) - t—t) P t ty—t: t i poo (s+0%)
FEka) (4 = ‘/T(t) SL ‘CX s SH;]CHEI,H@S;%...S;(‘U’;CWH e s+o‘kf dty...dty,
k
(7.14)
(s,n+1) — (s,n+1,07)
R 0= ), R @), (7.15)

T ESu+1
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,n+l, . - 00 1 — T, 0o 1 —13
R(s nl, o) (I) = /;_ 0 Si“ n Cs,s+5'1 Ssl+5-2| CS+5'1,S+5'ZSSZ+5}2"' (7 16)
S;’:oi;i’]! ngn_l,Av+5n Si’j;at_z*'lC‘:ig_ms"_&'”lf(s‘*a'nﬂ) (tn+1) dtn+1 dtn dtl .
Given ¢ € C.(R%) and k € N, let us denote
200 = [ arg e x. v av. .17
R s
12 (0(Xy) = / s (Vo) f &) (1, Xy, Vi) V. (7.18)
i Rds

We obtain the following estimates:

Lemma 7.1. For any s,n € Nandt € [0,T], the following estimates hold:

n
N N -
1Y (8) = >IN Dl < CopouollDslig, 47 N 0lln s
k=0

n
1756y = D IOl < Copouollbslis, 4™ 1 Follo o s
k=0
where the observables IN, I are defined in (6.6)—(6.7).

Proof. Fix Z; = (X,,Vs) € R2s ¢ ¢ [0,T] and o € S,+1. We repeatedly use estimate (5.7) of
Theorem 5.7, for k = 1 if o; = 1 or for k = 2 if o; = 2, to obtain

ePOEZ s REM D (1, X, V)| < 87| Fivllly o,
so adding for all o € S,41, using (7.4), (5.6) and the definition of the norms, we take
|65 (VORG ™V (2, X, Vi)l £ 47D e 2O g o (IIFN Iy g, e P05 2
< 4_n€_SH(T)”¢s”L$S I Fn ol o, o P Es(25),
Thus, integrating with respect to velocities and recalling (7.7), (7.17), (7.1), we obtain

|I§v (t)(Xv) - Z Ii]k(t)(XsN < CS,,uo”¢s”L§’/°s 4_n||FN,0”N,ﬁ0,p0 /Rd e_'B(T)ES(ZS) st
k=0

< Cs,ﬁo,yo”(ﬁs”Lt,‘; 47 Fn olln 8o o -

For the Boltzmann hierarchy, we follow a similar argument using estimates (5.13) and (5.12) instead. O

7.2. High energy truncation

We will now truncate energies, so that we can focus on bounded energy domains. Let us fix s,n € N
and R > 1. As usual, we denote Bf{l to be the 2d-ball of radius R centered at the origin.

We first define the truncated BBGKY hierarchy and Boltzmann hierarchy collisional operators. For
¢ € N, we define

Cé\f[?flgm = Cpppr (81111 k., <r2))- Cé\jéfzgm = Cp (8121, <r2))- 7.19)

©,R . (O oo, R . 0
Cf,[+1gl+1 = Ct’,t’+l(gl+1]llEf+1 stJ)’ Ct,£+2gl+2 = Ct’,t’+2(gl+2]llEz+zsR2])'
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For the BBGKY hierarchy, we define

“’%Z)_Z ISR Z), for 1 <k <n, fi0R (0. Zs) =T (fwv ol g, <re) (Zs)s

o €Sk

where given k > 1 and o € S, we denote

IR (. Zy) ::/ TR e oK AT Z) dt... d1.

S,5+07] S+O'] S+O0 -1, S+0’k S+0’k
T (1)
For the Boltzmann hierarchy, we define

R zy = Y 0wz, for L sk s £ Z0) = SY(foll g, <re) (Zs),

o eSk

where given k > 1 and o € S, we denote

FERO (1,2, = / Snes R s ek fy T2y di..d.

s,5+01 " s+0 S+Ok-1,5+0 S+(Tk
Tic (1)

Given ¢ € C.(R%) and k € N, let us denote

N g (D(Xy) = /R (VSR (1. X V) Ve = /B B VOSNR (LX Vo) dVe,  (7.20)

I3 r(D(Xs) = /R sV S (X V) Vs = /B VIS XV ave (12D

Recalling the observables / ;V o I‘ji’k, defined in (7.17)—(7.18), we obtain the following estimates:

Lemma 7.2. Forany s,n € N, R > 1 and t € [0,T], the following estimates hold:

Bo p2
N -=R
Z||IYkR(r>—Is,k<z>||L;s < Cy posuo. 05l € FNEN olln go.sao

n
_®R2
DS R0 =I5 Dlleg, < Copopio.r Isllig, €™ B 1 Follos 0,10

Proof. For the proof, we use the same ideas as in Lemma 8.4. from [2], and we also use (7.4) to sum
over all possible collision sequences. O

7.3. Separation of collision times

We will now separate the time intervals we are integrating at, so that collisions occuring are separated
in time. For this purpose, consider a small time parameter § > 0.
For convenience, given ¢ > 0 and k € N, we define

Te.s(@) :={(t1,....tx) € Te(t): O0<tiyy <t; -6, Viel0k]}, (7.22)

where we denote 141 =0, 19 = ¢.
For the BBGKY hierarchy, we define

IorstZ) = D fomes (6.2, for L <k <n, ) s(,20) = TH(fu ol i, <r2) (Zs),

o eSk
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where, given k > 1 and o € Si, we denote

RN, Z) —/r ()Tf NeNR i eNR gt fSST0 (70 dy, i
ks (1

N R,6 s,5+07] s+(rl S+O0k—1,5+0 s+o‘k
In the same spirit, for the Boltzmann hierarchy, we define

15]{’1];,)5(1‘, Zs) Z 15;1]; g-) (t, Zs), forl <k < n, f(A 0) (ts Zs) = Sé(fO]l[ESst])(Zs),

oeSk

where, given k > 1 and o € Si, we denote

f(s .k, U)(I,Zs) ::/ St tlcooR i ..CDOR Sim f()(5+0'k)(z ) dty, ... dt

s,5+07] A+()‘1 S+0-1, A+0’k .S+0'k
Tk,s (1)

Given ¢; € C.(R%%) and k € N, we define

IV g (D(X) —/ s (Vo) fa s (1. X5, V) dV; = / b (Vo i m s (1. X5, Vo) Vs, (123)

skM(t)(X)—/ S5 (V) 53 (1. X, Vi) dVs = /¢(V)f(3k)(tXwV)dV (7.24)

Remark 7.3. For 0 < ¢t < 4, we trivially obtain 7 s(#) = 0. In this case, the functionals
Iﬁvk R 5(t),1°°k R, (1) are identically zero.

Recalling the observables N g defined in (7.20)—(7.21), we obtain the following estimates:

.k, R L
Lemma 7.4. Forany s,n € N, R > 0,6 > 0and t € [0,T], the following estimates hold.:

anskmm 1N kOl < 6slles, Cl o gy oz 1EN 1IN 0,100

n
DU k6O = 12w Ollg, < 818sllg Ch s gy o 1 Follo gonso-

Proof. For the proof, we follow similar ideas as in Lemma 8.7. from [2], and we also use bound (7.6)
to control the combinatorics occurring. O

Combining Lemma 7.1, Lemma 7.2 and Lemma 7.4, we obtain the following:

Proposition 7.5. Forany s,n e N, R > 1,8 > 0and t € [0,T], the following estimates hold:

Bo p2
N - -2R
17N () - Zlvkm(on% < Copoput Islli, (27 + 5K +8C5 o JIFN 0lIN, g

. B
INGE Zlqkmmu% < Copppntldsllig (27 + K +6C5 o )IFollo s

Proposition 7.5 implies that, given 0 < k < n, R > 1,6 > 0, the convergence proof reduces to
controlling the differences 1 KR, NOEY N KR (1), where the observablesl R, 5 I3 .5 are given by
(7.23)—(7.24). However, thls is not 1mmed1ate since the backwards (e, €3)- ﬂow ‘and the backwards free
flow do not coincide in general. The goal is to eliminate some small measure set of initial data, negligible
in the limit, such that the backwards (e, €3)-flow and the backwards free flow are comparable.
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8. Geometric estimates

In this section, we present some geometric results which will be essential for estimating the measure
of the pathological sets leading to recollisions of the backwards (e, €3) flow (see Section 9). First, we
review some of the results we used in [5] which are useful here as well. We then present certain novel
results — namely, Lemma 8.3, Lemma 8.6, Lemma 8.7 and, most importantly, Lemma 8.8 — which
crucially rely on the following symmetric representation of the (2d — 1) sphere of radius r > 0:

s2d-1 ={(w1,w2) € B! x B : wy € §91 }={(w1,w2)63f><3f1w1 € s } ®.1)

Vri-lw 2 Vri=lw|?

Representation (8.1) is very useful when one wants to estimate the intersection of S2¢~! with sets of the
form § x R or R4 x S, where S C R is of small measure.

8.1. Cylinder-Sphere estimates

Here, we present certain estimates based on the intersection of a sphere with a given solid cylinder.
These estimates were used in [5] as well. Similar estimates can be found in [14, 18].

Lemma 8.1. Let p,r > 0 and Kg C R4 be a solid cylinder. Then the following estimate holds for the

(d = 1)-spherical measure:
%
/ Tga dwsrd’l min{l,(/—)) }
gd-1 7F r

Proof. After re-scaling, we may clearly assume that » = 1. Then, we refer to the work of R. Denlinger
[14], p.30, for the rest of the proof. O

Applying Lemma 8.1, we obtain the following geometric estimate, which will be crucially used in
Section 9.
Corollary 8.2. Given 0 < p < 1 < R, the following estimate holds:
d-1

|BENK4la < Rp™T .

Proof. The co-area formula and Lemma 8.1 imply

R
B N KSla :/O /Sd?l g dwdr

R
< / rd_lmin{l,(g)%}dr
0 r

- /p di d-1 /R a (82)
< r 7 dr+p? rz dr
0 0

8.2. Estimates relying on the (2d — 1)-sphere representation

Here, we present certain geometric estimates relying on the representation (8.1). In particular, up to our
knowledge, Lemma 8.3, Lemma 8.6, Lemma 8.7 and, most importantly, Lemma 8.8 are novel results.
Lemma 8.4 is a special case of a result proved in [5].
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8.2.1. Truncation of impact directions
We first estimate the intersection of S%d‘l with sets of the form Bg x R4 or RY x Bff.

Lemma 8.3. Consider p > 0. We define the sets

Mi(p) = By xR? = {(w1,w2) € R : |w1] < p}, (83)

Ma(p) =R? x B = {(w1,w2) € R* : |wa| < p}. (8.4)

Then, the following holds:
/ ]lMl(p) dwi dwy = / ﬂMz(p) dw dwy < min{l,pd}.
S%d71 8%6171
Proof. By symmetry, it suffices to estimate the first term. Using (8.3) and representation (8.1), we obtain

. d
/ 1ps, (p) dwy dwy = / 1payga dwi dws < / dwy dwy < min{l, p}.
S%d_l S%d_l P B;)lﬂBfl Sd_l

1-lwy 2
O
The following result is a special case of Lemma 8.4. from [5]. For the proof, see Lemma 9.5. in [2].

Lemma 8.4. Consider p > 0. Let us define the strip
Wit = {(wr,w2) € R* w1 - wa] < p}. (8.5)

The’l, lhef()ll()wlng estimate h()lds.
/ ]l dw d(,l)z < mir {1 ﬂ 2 }.
WZd 1 ~ s

Proof. For the proof, see Lemma 9.5. in [2]. The main idea is to first use representation (8.1) and then
apply Lemma 8.1. O

8.2.2. Conic estimates
Now we establish estimates related to conic regions. We first present a well-known spherical cap estimate.

Lemma 8.5. Consider 0 < a < 1 and v € R% \ {0}. Let us define
S(a,v) = {w e R : [{w, V)| > elwlv]}. (8.6)

Then, for p > 0, the following estimate holds:
2 arccos a
/ Is(ayv) dw = rd-1 |Sf_2| / sin?™2(0) d6 < r?" arccos .
s 0

Proof. After re-scaling, it suffices to prove the result for » = 1. Notice that Sf’l N S(a, v) is a spherical
cap of angle 2 arccosa and direction v # 0 on the unit sphere. Therefore, integrating in spherical
coordinates, we obtain

2 arccos @
/d 1 Is(a,v) dw = |S§’_2|/ sin?™2 6 do < arccos a.
S 0
1
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We apply Lemma 8.5 to obtain the following result:
Lemma 8.6. Consider 0 < a < 1 and v € R? \ {0}. Let us define

N(a,v) = {(wl,wz) c R . (W] —wy, V) > a|lw; — w2||v|}.

Then, we have the estimate
/ 1IN (a,v) dwi dwy < arccos a.
SZd—]
1

Proof. Recalling (8.6)—(8.7), we have
N(a,v) = {(w1,w2) € R*? : w) —ws € S(a,v)}.
Let us define the linear map T : R?¢ — R?? by
(ur,uz) =T(w1, w2) := (w1 + w2, W1 — W).
Clearly,
|1 |* + [ua]? = w1 + w2 + |01 — w2? = 2| [P +2]wal* =2, V(wi,w)) €

and hence, T : §797!

\/>
/ Iy () (W1, w2) dwi dwy = / LIs(a,v) (w1 — w2) dwi dwy
S%d71 S%d71

= ‘/S‘M-l ]ls((l,v)(”2) duy dus

2

:/d /d—l ]ls(‘Y,V)(MZ) du2 du1
B Js

2-Juy |2

< arccos a,

- SZ‘;". Therefore, using (8.8) and changing variables under 7, we have

49

8.7)

(8.8)

(8.9)

(8.10)

where to obtain (8.9), we use the representation of the sphere (8.1), and to obtain (8.10), we use

Lemma 8.5.

8.2.3. Annuli estimates

We present some estimates based on the intersection of the unit sphere with appropriate annuli.

Lemma 8.7. Let 0 < 8 < 1/2, and consider the sets

I ={(wrw2) € B |1 =2l ] < 2},

L ={(w1,wp) € R* : |1 - 2|ws|?| < 28}.

There hold the estimates

/Zd ] ]111 dwi dwy = /2d 1 ]l[2 dw;dw;y < B.
ST ST
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Proof. By symmetry, it suffices to prove the estimate for /;. Since 0 < 8 < 1/2, we may write

I = {(wuwﬁ esil \/% —B <o < \/%w}.

Using the representation (8.1) of the (2d — 1)-unit sphere, we obtain

1; dwidws < / dwy dw
/S%‘“ l Vi-B<lwil<|3+8 S‘”

lwwwz

< l+I8d/2_ 1_Bd/z
~\2 2

a2 1 1 d-1 Jjl2 1 3

2 [5o-13- ﬂ),z( ¢ (3-4)
28 ‘“(1 )1/2(1 )

- N(:4p] [5-8

,/%+,8+,/%—,BJZ=:0 2 2

d-1 i d-1-j

ot 1o

7=0

S ﬂ9
since 0 < 8 < 1/2. The proof is complete. O

Lemma 8.8. Consider 0 < 8 < 1/4. Let us define the hemispheres

St = {(wr,w) € S 1wy < |wal}, (8.13)
So1 = {(w1,w2) € ST 1 |wa| < |wi ]}, (8.14)
and the annuli
Iip = {(w1,w2) € R* : || + 2{w1, w2)| < B, (8.15)
L1 = {(w1,w2) € R* : ||wa]? + 2{wy, w2)| < B} (8.16)

Then, there holds
/ ]111’2 dwi dwy = / 1112,1 dwidwy < B.
31,2 32,1
Proof. By symmetry, it suffices to prove
/ ]l[LI dwydwy < B. (8.17)
S
Recalling notation from (8.3)—(8.4), let us define

= ME(24/B) N M5 (24/B) = {(w1, w2) € R* : |w;| > 2+4/B and |ws| > 24/B}.
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Clearly, UE = M, (2VB) U M>(2+/B). Writing A := I, ; N Ug, we have

/ 1z, da)ldeS/ 1ye dwldw2+/ 14 dw dmzsﬁd/2+/ 1adw, dws, (8.18)
S, S, ’ S0 S0

where to obtain (8.18), we used Lemma 8.3. Notice that we may write

A={(w,wr) € R4 . lwi| > 2\/5, |ws| > 2\/Eand VIwi|? =B < |lwi +ws| < +f|w1]? + ).
(8.19)

By (8.18), the representation of the sphere (8.1) and (8.19), we have

/ 1p, widwsy < B? +/ / L4, (2)dw:dwr, (8.20)
Sa1 2VB<|wi |1 4S8,

,],ml
where given 24/B < |w1| < 1, we denote

Sty = {wa € Sh wa| < i}, (8.21)

Ay, ={wr € RY: (w1, w) € A} (8.22)

={wy e RY : |wy| > 2\/Eand NIwi? =B < lwi + wa] < 4f|lw1]? + B}

Since B < 1/4, it suffices to control the term:

I/ = / / ]lAwl (w2) da)z dwl. (8.23)
2\/[?<|0)1|S] SZ,L&)]

Now we shall prove that, in fact,

I = / / 14, (w2)dwrdw. (8.24)
WB<VT- w1 P<|w; <1 Jsd-! _ !
1= |
Indeed, assume w; does not satisfy
248 < V1 = |w1|? < |w]. (8.25)

Since we are integrating in the region 24/8 < |w;| < 1, exactly one of the following holds:

lwi] < V1 = w12, (8.26)
VI —Jwi]? < 2/B. (8.27)

Recalling (8.21), condition (8.26) implies that S»1,.,, = 0, while recalling (8.22), condition (8.27)
implies $2.1,, N Aw, = 0. Therefore,

L4, (w2)dws dw,

A
2VB<Vl-|wiP<|wi|<1 I 81,0,

and (8.24) follows from (8.21).
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(04) = (0B) = /I=[arl, O = —u,

(AC) = V]wi[? + 8, (CD)=/|wi|> - B.

Figure 5.

Fix any w; satisfying (8.25). We first estimate the inner integral:

/d \ ]lAwl (a)z) da)z. (8.28)
-

Vi-lw; 2
Notice that (8.25) also yields

1] = |- B = A <P

1 1
< —VB < V1 -|w 2
il + Vo P-g  lwil 2 4

(8.29)

Condition (8.25) guarantees that the vector’> —w; lays outside of the sphere S¢-! , while con-

nee ’ P NTTon
dition (8.29) guarantees that the sphere is not contained in the annulus A, . Therefore, the projec-
tion of §4-! N A, on any plane containing the origin and the vector —w; can be visualized as

m Wi y p g g w1
follows:

We conclude that
sl NnA, =572
Visap

ViToF N (S(cos By, —wi) \ S(cos by, —wy)),
- 1

(8.30)
where recalling the notation introduced in (8.6),

6\1/_11—|Tl\2 N S(cosby, —wy), gé-1

N S(cos by, —w1),
Vi-lw 2 ( 1)
are the spherical shells on $97!

, of direction —w; and angles 26, 26, respectively, where
Vi-|w 2

61 =A0C, 6,=BOC.

3Understood as a point in R,
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Therefore, by (8.30), we have

/ L4, (w2)dw; = / L5 (cos 61,-w1)\S (cos 62,- ) (W2) dw
Sd—l Sd_l

Vi-lw; 2 Vi-lw 2
. 26,
=(1- |w1|2)%|sf—2|/ sin?"2 9 do (8.31)
26,
<0, — 0, (8.32)

where to obtain (8.31), we use Lemma 8.5, and to obtain (8.32), we use the fact that d > 2.
Let us calculate @y = cos 61, @y = cos 6,. By the cosine law on the triangle AOC, we obtain

_ (042 +(0C) - (AC)? _ 1-|wil*-B

a); =cosf) = = , (8.33)
2(04)(0C) 2lw1 V1= Jwi 2
and by the cosine law on the triangle BOC, we obtain
OB)>+(0C)>-(CB)*>  1—-|w|*+
azzcos(%z( )"+ (00)" - (CB)” _ jwiP+8 (8.34)
2(0B)(0C) 2w [\1 = w2
Then, expression (8.33) implies
V1- 2 5
lay| < lrl® | B <2, (8.35)
Al 2o T =jwr? 8
since by (8.25) we have |w;| > v/1 — |w1|* > 2+/B. In the same spirit, expression (8.34) yields
5
las| < 3 (8.36)

The inverse cosine is smooth in (-1, 1), so it is Lipschitz in -3, 2]; thus, by (8.35)~(8.36) and (8.25),
we have

| arccos @ — arccos az| S |a) — ag| = ———————.
lwi[V1 = |wi]?
Therefore, (8.32) implies

/ ]lAwl (wy2) dwy < 01 — 0y = arccos @y — arccos @y < # (8.37)
d-1

lwi V1 = |w ?
I-w 2

Using (8.37), and recalling (8.24), we have
]lAw1 (w2) dwy dw

"= g
2VB<VI-|wi Plwi|<1 Jsd7!

1-w; 2

1
Sﬁ/ —dw
B |wi|y1 = |wi[?

1 pd=2
~ d 8.38
B /0 = 9" (8.38)
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dr (8.39)

B, (8.40)

where to obtain (8.38), we use integration in polar coordinates, and to obtain (8.39), we use the fact that
d > 2. Using (8.20) and (8.40), we obtain

/ ]lIZ,l dwidw; < ,Bd/z +B <6,
Sa1

since 8 < 1/4. The proof is complete. O

9. Good configurations and stability
9.1. Adjunction of new particles

In this section, we investigate stability of good configurations under adjunctions of collisional particles.
Subsection 9.2 investigates binary adjunctions, while Subsection 9.3 investigates ternary adjunctions.
To perform the measure estimates needed, we will strongly rely on the results of Section 8.

We start with some definitions on the configurations we are using. Consider m € N and 6 > 0, and
recall from (6.3)-(6.4) the set of well-separated configurations

Am(0) = {Zn = (X, Vi) €R®I™ %, =% >0, VIi<i<j<m), m=>2, A(f) =R,

Roughly speaking, a good configuration is a configuration which remains well-separated under back-
wards time evolution. More precisely, given 6 > 0, o > 0, we define the set of good configurations as

Gm(0,10) = {Zn = (Xpn, Vi) € R¥™ : Z,,(1) € Ap(6), Vit 210}, 9.1)
where Z,,(t) denotes the backwards in time free flow of Z,,, = (X, V,n), given by
Zn(t) = (X (1), Vi (0) = (X =tV Vi), t 2 0. 9.2)
Notice that Z,,, is the initial point of the trajectory (i.e., Z,,(0) = Z,,). In other words for m > 2, we have
Gm(0,10) = {Zm = (Xon, Vin) € R2™ 1 xi(1) —=x;(0)| > 6, Vt =19, Vi<je{l,..,m}}. (9.3)
From now on, we consider parameters R >> 1 and 0 < 6,1, €y, @ << 1 satisfying
a << g << nd, Ra <<ne. 9.4

For convenience, we choose the parameters in (9.4) in the very end of the paper; see (11.23), (11.24).
Throughout this section, we will write K’ g for a cylinder of radius 7 in R¥.

The following Lemma is useful for the adjunction of particles to a given configuration. For the proof,
see Lemma 12.2.1 from [18] or Lemma 10.2. from [2].

Lemma 9.1. Consider parameters a, €y, R, n, 6 as in (9.4) and €3 << a. Let 1, > € R?, with |y, —¥,| >

€ and vy € Blde' Then there is a d-cylinder K¢ C R such that for any y; € BL(3), y2 € B4(3,) and

vy € B% \K,‘f, we have

7

L (y1,y2,v1,2) € G2(V2e3,0),
2. (yl,yz,vl,vz) € G2(60,5).
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9.2. Stability under binary adjunction

The main results of this subsection are stated in Proposition 9.2, which will be the inductive step of
adding a colliding particle, and Proposition 9.4, which presents the measure estimate of the bad set that
appears in this process. The proofs of the Propositions presented below are in part inspired by arguments
in [18] and [5] with a caveat that the new scenario needs to be addressed, in the case when the binary
collisional configuration formed runs to a ternary interaction under time evolution.

9.2.1. Binary adjunction
For convenience, given v € R4, let us denote

.
(Sf—l % B;'g) ) = {(w1v1) €S9 x BL : by(wy, vy —v) > 0}, 9.5)

where by(w)1,v) —v) = (wy, v —v). Recall from (9.2) that given m € N and Z,,, = (X;,, Vi) € R2dm,
we denote the backwards in time free flow as Z,,,(¢t) = (X;;, — tVin, Vi), t > 0. Recall also the notation
from (3.7)

ﬁm+1,62,53 = {Zm+1 = (Xim+1, Vine1) € R2(m+D) d2(xi»xj) > e, Y(i,j)€ Z,Z,H_l,

and d3(x;3xj,x¢) > V2e3, V(i k) € b

where 72 ., 73  are given by (3.1)—(3.2), respectively.

m+1° “m+1

Proposition 9.2. Consider parameters «, €y, R,1,0 as in (9.4) and e << €3 << a. Let m € N,
Zm = (Xn, Vi) € Gum(e0,0), € € {1,....m}, V,y € BE™ and X,,, € BI™ (X,,). Then there is a subset

a/2
B?(Zm) c (Sf‘] X B§)+(\75) such that

1. For any (w1, Vm+1) € (Sfl‘1 X B%)J’(W) \ B%(Zm), one has

Zne1 (1) € Dyster0 V20, (9.6)
Zint1 € Gmy1(€0/2,6), 9.7
Zm+1 S Gm+1(€0,6). (98)
where
Zini1 = (X1, s X0, ooy Xy Xt 1 V1 o0y V8, ooy Vs Vimad),
Xm+l = X¢ — w1, 9.9)

Zm+1 = (-f17 "',ffv ~~-»Xm»-fms\715 (RE] ‘75’ ""vm’ Vm+1),

2. Forany (w1, V1) € (Sf_l X B‘Ié)J’(\'}[) \ B?(Zm), one has

Z! (1) € Distereyr V120, (9.10)
Z:n+] € Gm+1(60/2’ 6)a (911)
Z .1 € G (€,0), 9.12)
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where

’ = =/ - ’
Z1 = (X0 s X5 ey Xy Xy 1> V1 ves Vi oo Vs Vi 1),

Xm+l = X¢ + €201, 9.13)
7/ = = = Y = = ’ .
Z = (X1, Xy s Xy Xy V1 ey Vs ooy Vs Vi 1)

(\_)éa V;n+]) = Tw1 (‘7{’3 Vm+1)'

Proof. By symmetry, we may assume that £ = m. For convenience, let us define the set

Fur1 ={G, j) e {l,...om+ 1} x{1,...,m+ 1} :i <min{j,m}}.
Proof of (i): Here, we use notation from (9.9). We start by formulating the following claim, which will
imply (9.6).
Lemma 9.3. Under the assumptions of Proposition 9.2, there is a subset B2Y"(Zm) C S‘lj_l X B;ie such

that for any (w1, Vius1) € (Sf‘l X B%)J“(\'/m) \ B,%;O"(Zm), there holds

do (xi (1), xj(1)) > V2e3, Yt 20, V(i,)) € Fsi, (9.14)

dy (X (1), Xme1(2)) > €, VYt =0. (9.15)

Notice that (9.14)—(9.15) trivially imply (9.6), since e, << €3.

Proof of Lemma 9.3

Step 1: The proof of (9.14): We distinguish the following cases:

o j < m: Since Z,, € Gp(€0,0) and j < m, we have |¥;(¢) — X,;(1)| > €, for all # > 0. Therefore,
triangle inequality implies that

€
|xl-(t)—xj(t)|=|xl~—xj—t(17i—\7j)|2|)E,»—)Ej—t(\7i—\7]»)|—a260—a>EO> 263, (916)
since €3 << @ << €.
o j =m+1:Since (i,m+1) € F,41, we havei < m—1.Since Z,, € G,,(€,0) and X,,, € Bd LX),
we conclude

o [07
I)zi_xm|>60’ |xi_)_ci|35<a" Ixm+l_xm|Slxm_fm|+€2|wl|sz+f2<a',

since e << a . Applying part (i) of Lemma 9.1 for 1 = X;, y2 = X, Y1 = Xi5 Y2 = X1, We may find
a cylinder Kn such that for any v, € BR \ K& we have |x; (1) — xma1 (£)] > V2es3, for all ¢ > 0.

Hence, the inequality in (9.14) holds for any (w1, vy+1) € (Sd I'x Bd)+(vm) \ Vm+1, where
Vi =S{T x Kb (9.17)

We conclude that (9.14) holds for any (w1, vme1) € (8971 x B&) \ U] ! Vi
Step 2: The proof of (9.15): We recall notation from (9.9). Considering t > 0 and (w;, Viu+1) €
(4! x BL)*(9,). Using the fact that (w1, Vims1) € (S{7! x BE)* (V). we obtain
P (1) = Xiat (D17 = |€w1 = t(Fm = Vist)* 2 € w1 > + 2€2tb2 (1, Vst — ) > €. (9.18)

Therefore, (9.15) holds for any (wi, vi41) € (S‘lf‘l X B‘f\,)*(\'/m).
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Defining
m—1
BE(Zm) = | Vi (9.19)
i=1

the claim of Lemma 9.3 follows.

Now we go back to the proof of part (i) of Proposition 9.2. We will find a set B2% " (Z,,) C S4-1x B4
such that (9.7) holds for any (w1, vu+1) € (Sf‘1 X B%) \ B,Z,;‘S’_(Zm).

Letus fixi,j € {1,...,m+ 1} with i < j. We distinguish the following cases:

o j < m: We use the same argument as in (9.16), to obtain |x;(¢) —x; ()| > 3, forall 7 > 0.

o(i,J) € Fms+1, j =m+1:Since (i,m+1) € F,;41, we have i < m — 1. Applying a similar argument
to the corresponding case in the proof of (9.14), using part (ii) of Lemma 9.1 instead, we obtain that the
inequality |x; (1) — X1 ()| > €, for all ¢ > 6, holds for any (w1, Vms1) € (S¢' x BE) \ VI . where
V! .1 is given by (9.17). Notice that the lower bound is in fact €.

oi=m,j =m+ l: Triangle inequality and the fact that e, << €y << nd imply that for any r > ¢
and (w1, vie1) € S9! X B with vyt — V| > 7, we have

|xm(t) _xm+l(t)| = |62w1 - t(‘_}m - Vm+1)| 2 |‘_)m - Vm+1|6 —€ >nd—e > €.

Therefore, the inequality [x,, () = Xn41(1)| > €9, forall # > &, holds for any (w1, Vis1) € (S¢71 X BE) \
Vin,m+1, where

Vinnet = 8771 X B (9m). (9.20)

Notice that the lower bound is € again.
Defining

B® (Zn) = By (Zn) U Vinms 0.21)

we conclude that (9.7) holds for any (w1, v+1) € (S‘f‘1 X Blde) \ 8,2,;6’_ (Z).

Let us note that the only case which prevents us from having Z,,;1 € Gp41(€p,6) is the case
1 <i < j < m, where we obtain a lower bound of €y/2. In all other cases, we can obtain lower bound .

More precisely, for (wy, vin+1) € (S‘f‘l X Bi) \ B,%;‘S"(Zm), the inequality |x;(¢) — X (#)| > o, for
allr > 6,holds forall 1 <i < j <m+ 1exceptthecase 1 <i < j < m. However, in this case, for any
1 <i<j<m,wehave |5 (1) — X;(1)| > €, forall r > 0, since Z,, € G, (e, 0). Therefore, (9.8) holds
for (w1, vyme1) € (8§71 % B\ B1i® ™ (Zpn).

We conclude that the set

B2 (Zu) = (897 x BL)* (5,) N (B,%;O’-(Zm) U Bf,;‘;"(Zm)) (9.22)

is the set we need for the precollisional case.

Proof of (ii): Here, we use the notation from (9.13). The proof follows the steps of the precollisional
case, but we replace the velocities (Vy,, vim+1) by the transformed velocities (v,,v’ ) and then pull-
back. It is worth mentioning that the m-th particle needs special treatment since its velocity is transformed
to v,,. Following similar arguments to the precollisional case, we conclude that the appropriate set for
the postcollisional case is given by

m—1

Vst U | (Vir U Vi)
i=1

B2 (Zy) = (ST x BY) (5,0) N , (9.23)
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where
Vi = {(w1,vme1) € S x B 1 ), € KT, (9.24)
Vi = {(w1,vmen) € ST X BE v € K3 (9.25)
Vinnst = 8771 X BE(9m). (9.26)
The set
Bo(Zm) = By (Zu) U By (Zun) 9.27)
is the one we need to conclude the proof. O

9.2.2. Measure estimate for binary adjunction

We now estimate the measure of the pathological set Bg(Zm) appearing in Proposition 9.2. To control
postcollisional configurations, we will strongly rely on the binary transition map introduced in the
Appendix (see Proposition 12.2).

I_’roposition 9.4. Consider parameters @, €, R,n,0 as in (9.4) and e << €3 << a. Let m € N,
Zm € G(€,0), € € {1,...,m} and B%(Zm) the set given in the statement of Proposition 9.2. Then the
following measure estimate holds:

- d-1
|B?(Zm)i < mRp2a
where | - | denotes the product measure on S‘f’l X B;‘é.

Proof. Without loss of generality, we may assume that £ = m. By (9.27), it suffices to estimate the
measure of B2 (Z,,) and B2 (Z,,).
Estimate of Bf,;_(zm): Recalling (9.5), (9.22), (9.21), (9.19), we have

m—1

Vinm+1 U U Vrln+l
i=1

B (Zm) = (ST x B&)Y (,0) N , (9.28)

where V,;, 41 is given by (9.20) and Vr‘;l L1 are given by (9.17). By sub-additivity, it suffices to estimate
the measure of each term in (9.28).

o Estimate of the term corresponding to V,;, j+1: By (9.20), we have V,,; 41 = Sf‘l X Bﬁg(\'zm), and
therefore,

(77! X BR)* (W) N Vit | < 18771 % (B N B ()| < 1817 |sa1 1By (Fu)la s 1. (9.29)

o Estimate of the term corresponding to V’il +1- BY (9.17), we have VVZ = Sf‘l X Kg’i; therefore, by
Corollary 8.2, we obtain

_ _ . _ . _ . ﬂ
(S X BRY* (Fm) X Vi | < I8{7 x (B N Ky D) = 1S |sa1|BR N K5y 'la < R™T . (9:30)
Using (9.28)—(9.30), subadditivity, and the fact that << 1, m > 1, we obtain
B2 (Za)| < mRIps 9.31)

https://doi.org/10.1017/fms.2025.11 Published online by Cambridge University Press


https://doi.org/10.1017/fms.2025.11

Forum of Mathematics, Sigma 59

Estimate of B2 (Z,,): Recalling (9.23), we have

m—1

Virnet U | (V;;; U v;','m)

i=1

B2t (Zm) = (8971 x BE&)* (9n) N , (9.32)

where V,,, n+1 is given by (9.20) and V,’;, V,i; 1 are given by (9.24)—(9.25). By subadditivity, it suffices

to estimate the measure of each term in (9.32). The term corresponding to V,, ,,+1 has already been
estimated in (9.29). We have

(ST X BE)* (Fm) O Vimar| < 1. (9.33)

To estimate the measure of the remaining terms, we will strongly rely on the properties of the binary
transition map defined in Proposition 12.2. We first introduce some notation. Given 0 < » < 2R, let us
define the r-sphere, centered at v,,:

Sil_l(‘_’m) = {Vm+1 eR?: Vi = V1| = r}'
Also, given v;,41 € R4, we define the set

St ={wr €S by(wi, v — ) > 0} = {w1 € ST (w1, vimat) € (ST X BE) () }-
(9.34)

Since v, € B;ie, triangle inequality implies B;é c B;’R (¥m). Under this notation, Fubini’s Theorem, the

co-area formula, and relations (9.32)—(9.33) yield

B2 (Zyn)| = / L ) deor v
(SEIXBE)* (Dim)
= ]l + (5
/B /s:m,w o3 2 €001 A0 (9.35)
J 2R
< j |- i’ i .
- )7 * ‘/0' '/;;’1_1 (Gm) '/‘\tm,vm-;.] Ui:ll(vm Uvmﬂ) (wl) dwl dvm+1 dr

Let us estimate the integral

1

+
VmsVim+1

i i (wr) dw
U;':’]I(VJ; UVr:[+1)( 1) 1

for fixed 0 < r < 2R and v,,41 € S;"l(ﬁm). We introduce a parameter 0 < S << 1, which will be

chosen later in terms of 7, and decompose S‘J_j v as follows:
s Vm+l
+ _ col+ 2,+
Sﬁm’vm-*l - S‘jmanH U S\jm»VmH’ (9'36)
where
St ={w €St 2 by —m) > B — Pl } (9.37)
S (2 Sovmet - 02(O1 Vel = Vi) > Blvmet — Vil s .
and
e =01 €85, b = Pm) < BlVms1 = Vml} (9.38)
Vs Vel 1 VsVl * P2 W1, Vm+l = Vm) = PlVm+l — Vmly- .
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Notice that S§’+V ., is the union of two unit (d — 1)-spherical caps of angle /2 — arccos 8. Thus,
integrating in spherical coordinates, we may estimate its measure as follows:

/2
/Sd?l ]lS§,+ 1 (wy)dw < / sin?72(0) do < g — arccos 8 = arcsin .
: m->Vim+ aj

rccos 8
Thus,
. HU?;I‘(V,;;'UV;,'H)(““) dw; < arcsin S. (9.39)
Vim Vg4l
We now wish to estimate
./s"* ﬂU;n:Tl(V’;-:Uvrgﬂ)(wl) dw. (9.40)
VsV
We will use the binary transition map J5,,,m,.. : Sg,, . = = S‘li‘l, which is given by
Vi = Topvm (@1) = 77 (00 =V ), (9.41)

to change variables in the above integral. For details on the transition map, see Proposition 12.2 in the

Appendix. By Proposition 12.2, for w; € S;m vy » the Jacobian matrix of the transition map is

Jac(jﬁm,vmu)(wl) = Vﬁdbﬁl(wuvmﬂ - V) > 0.

Therefore, for w; € Sé* ., we have
m s Vm+1

-1 dy—d - d p-d - -d
JaC (j\')m,vm+1)(wl) =r b2 (‘Ul’vm+l - Vm) <r ,8 |Vm+1 - vml S ﬁ 5 (942)
since |Vl — V| = 1.
For convenience, we express v,,,, v;n 41 in terms of the precollisional velocities v, v;+1 and v; given

by (9.41). Since |v,u+1 — V| = r, expressions (2.1) yield

o Vim + Vsl r

= (9.43)
P +
Vo= % - %vl. (9.44)

We are now in the position to estimate the integral in (9.40). We first estimate for the term corresponding
to VI': Recalling (9.24), we have Vi = { (@1, vme1) €S9 x BL 7, € K,‘;} By (9.43),

P € KB o vi = Tgp v (1) € Eg;/r, (9.45)

where Eg;]i/r is a cylinder of radius 2n/r. Therefore, we obtain

/] 1, (w)dw = /l 1, cgai(wr)dw
s+ m St m 25

Vm,Vim+l Vms Vil
= (ﬂEd,i o jgm,vmﬂ)(a)])dw] (9.46)
L+ 2n/r
Vm V41
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< B / Lzai (v)dv (9.47)
S(llfl 2n/r
d-1
sﬁ-dmin:L(ﬂ) ’ } (9.48)
r

where to obtain (9.46), we use (9.45), to obtain (9.47), we use part (iv) of Proposition 12.2 and estimate
(9.42), and to obtain (9.48), we use Lemma 8.1.
Hence, for fixed v,,41 € S;‘H (Vm), we have

/1,+ L (w1) dwy 5 min{l, (2)2} (9.49)

Vit

Recalling also V}i; 41 from (9.25), we obtain in an analogous way the estimate

d-1
1y (w1)dw sﬁ—dmin{L(ﬂ) } (9.50)
{,+ m+1 r
Vm,>Vim+1

Combining (9.49)—(9.50) and adding fori = 1, ...,m — 1, we obtain

d-1

—d . n\ >

/w L ity (@) dor < mp mln{l,(;) } 9.51)
Vm>Vim+]

Therefore, recalling (9.36) and using estimates (9.39), (9.51), we obtain the estimate

d-1
<. ]luggjl(v,;',’uvyjl’ﬂ)(‘”l)dwl < arcsin 8 + mB ¢ min{l, (g) ’ } (9.52)

Vm,>Vimm+]

Hence, (9.35) yields
2R -1
\B2(Zw)| < n? +/ /d . arcsinf3 +mp min{l, g) ’ }dvm+1 dr
0 SE (V)

2R %
< nd + / rd-1 (arcsinﬁ + m,B_d min{l, (2) }) dr
0 r

< nd +mR? (arcsinﬁ + ﬁ‘dn%)

s mR4(p+ 50" ),

(9.53)

after using an estimate similar to (8.2) and the fact that n << 1, m > 1, 8 << 1. Choosing 8 = r]%,

we obtain
B2 (Z)| < mRInias. 9.54)
Combining (9.27), (9.31), (9.54), and the fact n << 1, we obtain the required estimate. O

9.3. Stability under ternary adjunction

Now, we prove Proposition 9.6 and Proposition 9.7 which will be the inductive step for controlling
ternary adjunction of particles. To derive Proposition 9.6 and Proposition 9.7, in addition to results from
[5], we develop new algebraic and geometric techniques, thanks to which we can treat the newly formed
ternary collisional configuration runs to a binary collision under time evolution.
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9.3.1. Ternary adjunction
For convenience, given v € R4, let us denote

.
(Sfd_l X B%ed) (v) = {(@1,02,v1,v2) € ST X B by (wi, w2, vi = v,va—v) > 0}, (9.55)

where b3 is the ternary cross-section given in (2.9).
Recall from (9.2) that given m € N and Z,, = (X, V;n) € R??" we denote the backwards in time
free flow as Z,,(t) = (X;, = tVir, Vin), £ 2> 0.

Proposition 9.5. Consider parameters «, €y, R,n,8 as in (9.4) and €3 << a. Let m € N, Z,, =
(X Vi) € Gu(€,0), £ € {1,...,m}, and X, € Bi'/"z()_(m). Let us denote

FLo =1, ) e{l,com+2} x {1,..om+2} :i # £, i <min{j,m}}.

Then there is a subset E?(Zm) - (S%d_l X B%ed)J’(\'/m) such that

L. For any (w1, 2, Vi1, Vins2) € (S0 X BY)* (9,) \ B}(Z,n), one has

do(x:(1),x;(1)) > V2e3, V(i) € FL,, Vi=0,
d3(x (£); X1 (), Xmaa (1)) > V2e3, Vi 20,

(9.56)
Zms2 € Gmi2(€0/2,0),
Zns2 € Gmi2(e, 6),
where
Zm+2 = (x17 ...,X[, ~~wxm»xm+1axm+2; ‘71a LR \7[, ceey ‘7m’ Vm+17 Vm+2)a
Xmai = X0 + V2e3w;, Vi€ {1,2},
Zm+2 = (Xl’ s Xy ooy Xy Xty Xy, Vs coes Vs ey Vi Vi1 Vm+2)-
2. F S24-1 % B+ (5,) \ BX(Z h
. or any (w]awZ»Vm+],Vm+2) € ( 1 X R ) (Vf})\ f( m)) one nas
da(x; (1), x;(1)) > V2e3, V(i) € FL Vi >0
i sAJ > > m+2° =Y,
d3(xf(t);xm+l(t)’xm+2(t)) > \/5635 Vt Z O’ (9 57)
Z;’;1+2 € Gm+2(60/2’ 6)7
Z:;H.Q € Gm+2(EOs 5),
where
Z:’;’L+2 = (‘x17 e Xy oo Xy Xt 15 Xt 2 ‘713 (S 1_);5 ceey ‘7ms V;’l+1’ v:;,H_Z),
Xmsi = Xp + \/563wi, Vi e {1,2},
Zn = (Rhs s Xy oy Tomy Koy Ko Vs vy Vs oy Vs Vi1 Vi)
(‘7?9 V:;H_]’ V:,«H_z) = Twl,wz(‘_’f, Vm+l1, Vm+2)‘
There also holds the measure estimate
—~ - d-1
B (Zm)| < mR* i, (9.58)

where | - | denotes the product measure on S%d_l X B%ed.

Proof. This Proposition follows from the statement and the proof of Proposition 9.2 and the statement
of Proposition 9.4 from [5]. O
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We rely on Proposition 9.5 to derive Proposition 9.6 and Proposition 9.7. Recall the notation from

3.7
Disrares = {Zmr2 = Xims2, Vimsa) € R 2 dy(xi,x)) > e, V(i j) € T,
and d3(xi;xj,x¢) > V2es,  V(i, ], k) € L)
where 72 ,.I°  are given by (3.1)=(3.2), respectively.

Proposition 9.6. Consider parameters «, €9, R,n,0 as in (9.4) and €; << 7]263 << a. Let m € N,
Zm = (X, Vi) € Gule,0), € € {1,...,m} and X, € Bi’/”z()?m). Then there is a subset Bg(Zm) c
(S%d_l X B%{l)*(f/g) such that

1. For any (w1, w2, Vime1, vims2) € (ST971 X BE)* () \ BY(Zyn), one has

Zm+2(t) € ,Zojm+2,62,53, vVt > 0, (959)
Zms2 € Gur2(€0/2,0) (9.60)
Zm+2 € Gm+2(607 6)’ (961)

where

Zm+2 = (-xla s Xl coos Xims Xt 15 Xm42 \71’ ceey ‘_)f’ [RRX} ‘7m’ Vim+l1, Vm+2),
Xmai = Xe = V2ew;, Vi€ {1,2), (9.62)

Zm+2 = (x_17 -”’xf7 ~--,~7zm~fm’im’ ‘_)17 s ‘765 s ‘_)m’ Vim+l, Vm+2)'

2. For any (w1, W2, Vinsl> Vi) € (S%”l_l X B%ed)J'(ﬁg) \ Bg(zm), one has

Z5 (1) € Doy ey V120, (9.63)
Z' 0 € Guin(€0/2,6), (9.64)
Zr 12 € Gmia(€0,6), (9.65)

where

% - =% = * *
Zm+2 = (‘xls "'5-x€, "'7-erL7-xm+1,xm+27 V], ceey Vf? ceey Vm» Vm+19 Vm+2),
Xmei = X¢ + \/§E3wi, Vi e {1,2},

Z* _ /= - - - - - —% - * *
i = (X1 s X ooty B Xy Koy V1 s Vi s Uy Vi 5 Viin)»

(9.66)
(‘7;7 v;*n+1’ an+2) = Tw| LWy (‘_}fa Vim+1, Vm+2)'
Proof. By symmetry, we may assume that £ = m. Recall the set Efn(zm) from Proposition 9.5 satisfying
(9.56)—9.57).
We will construct a set Ay, (Z,) € (27! x BX)*(,,), such that for any (w1, w2, Vims1, Vims2) €
(S241 X B3 (5) \ A (Zin).
o Using notation from (9.62) for the precollisional case, we have
|xi (1) =x; ()| > €, Vt=20, Vi,je{mm+1,m+2}withi<j. (9.67)

o Using notation from (9.66) for the postcollisional case, we have

|xi (1) =x;(t)| > e, V=0, Vi,je{mm+1,m+2}withi<j. (9.68)
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Then thanks to Proposition 9.5 and (9.67)—(9.68), the set
Bo(Zin) = By (Zin) U A (Zin)

will satisfy (9.59)—(9.61), (9.63)—(9.65). Let us introduce the following notation:

y = 2 < 7%, since e << 17263, by assumption, (9.69)
€
and
y\1/2
y = (1—5) <1 (9.70)

Construction of the set satisfying (9.67): Here, we use notation from (9.62). We distinguish the
following cases:
o Case (i, j) = (m,m + 1): Consider ¢ > 0. We have

i (1) = X ()% =[x (£) = Xma ()2
= [V2&301 + (Va1 — P)t]? (9.71)

= 2532|“)1 |2 + 2‘/553(0)1, Vel = V)t + Vi1 — ‘_’m|2t2-
We define the sets
Q1 = {(@1, w2, Vims1, Vi) € ST X BY < lwi| < v} 9.72)
_ 2d-1 2d . - , -
Apm+t = {(@1, 02, Vins1, Vins2) € S197 X BR" 1 w1, Vst = V)| 2 Y |01 |[Vinar = Vil }. (9.73)
Consider the second degree polynomial in #:
P(t) = 2 = )&l * + 2V2e3(w1, Vins1 = Pt + Vst — £ (9.74)
Let (w1, w2, Vi1, Vims2) € (ST971 % B3) \ (Q1 U Apyma1). The polynomial P has discriminant

A = 8e[ (w1, Vst = V) > = 42 = M| Vst = Vil

= 863%'(‘01’ Vinel — ‘7m>|2 - 87,2532|‘U1 |2|Vm+1 - ‘7m|2

2 = 2 2 2 = 12
=86 (11, v = B = Y2101 Pyt = 7l

<0
since (w1, W2, Vinsl, Vims2) € Am.m+1. Since y << 1, we obtain P(¢) > 0, forall ¢ > 0, or in other words,
26§|w1 |2 + 2\/563(0)1, Vel — V)t + [Vl — \7m|2t2 > 7632|w1 |2. (9.75)
Since (w1, W2, Vi1, Vins2) € Q1, expressions (9.71), (9.75) yield
(1) = Xt (D > yeflon* > v?€; = 6. (9.76)
Therefore, for any (w1, w2, Viuil, Vini2) € (S%d‘1 X B%ed) \ (1 U Ay me1), we have

|xm (£) = Xpms1(8)| > €2, V£ 2 0.
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o Case (i, j) = (m,m +2): We follow a similar argument using the sets
Q) = {(w1, W2, Vi1, Vins2) € S%d_l X Bfed :wa] < Ay} (9.77)
Amansz = (@1, 02, Va1, Vins2) € ST X BE (@2, Vinsz = Fn)| 2 ¥ |2l [Vinaz = Tl } - (9.78)
to conclude that for all (wy, w2, Vit1, Vine2) € (S%d_1 X B%d) \ (22 U Ay me2), We have
[Xms2 () = x(2)] > €2, Vit =0.
o Case (i, j) = (m + 1,m +2): We follow a similar argument using the sets
Q2 = {(@1, w2, Va1, Vims2) € ST X BR : wr — w2l < VY, (9.79)

2d-1 2d .
Bm+1,m+2 = {(wl’(’-)Z, Vm+1, Vm+2) € Sl X BR :

w1 = w2, Vims1 = vima2)| 2 V|01 = 0a|[Vins1 = Vinsal} (9.80)
to conclude that for all (w1, w2, Vime1, Vims2) € (S2471 X B2) \ (Q12 U Bjyst ms2), We have
X1 (1) = Xma2()] > €, Vi 2 0.
Defining
A (Zy) = Q1 UQ UQ 12U Apmst U A mi2 U Bt msas (9.81)

we obtain that (9.67) holds for (w1, w2, Vime1, vims2) € (ST971 X BE) \ AL (Zon).

Construction of the set satisfying (9.68): Here, we use notation from (9.66). We distinguish the
following cases:

o Case (i, j) = (m,m+ 1): We follow a similar argument to the precollisional case, using the set Q;,
defined in (9.72), and the set

At = {@1,02, Vi1, vins2) € ST X BR (01, vy = )| 2 V01|V — TlE (9.82)

to conclude that for all (w1, w2, Vine1, Vins2) € (ST X BEH) \ (2, U A% ir)s We have

[Xmr1 (1) = X (1)| > €, Vi 20.

o Case (i,j) = (m,m +2): We follow a similar argument to the precollisional case, using the set Q,,
defined in (9.77), and the set
Afn’m+2 = {(Cl)], W2, Vin+l, Vm+2) € S%d7] X B%Qd : |<w2’ V;kn+2 - ‘7:jn>| 2 'y’|a)2||V:<n+2 - vjnl} (983)

to conclude that for all (w1, w2, Ve, Vins2) € (ST x BE) \ (Q, U Al ia)s We have

[Xms2 (1) = Xm(0)| > €, V1 20.

o Case (i,j) = (m+ 1,m +2): We follow a similar argument to the precollisional case, using the set
Q 2, defined in (9.79), and the set

2d-1 2.
B:jn+],m+2 = {(‘Ul,wz, Vim+l, Vm+2) € Sld X BRd : (984)
w1 = w2, vy = Vi) 2 Vw1 —w2llvy,y = Vil (9.85)
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to conclude that for all (w1, w2, Vit1, Vine2) € (S%d_1 X B%Qd) \ (QU B:n+1,m+2)’ we have

[Xm+1(2) = Xma2(0)| > €, V1> 0.
Defining

A (Zn) =QUQUQLUAS  UAY UB (9.86)

m,m+ m,m+ m+1,m+2°

we obtain that (9.68) holds for (w1, w2, Vi1, Vins2) € (S%d_l X B%Qd) \ A" (Z,y).
Defining

A (Z) = (ST X BEY () 0 (A (Zin) U AL (Z)), (9.87)

(9.67)—(9.68) hold for any (w1, w2, Vi1, Vins2) € (S%d‘l X B%ed)"(f)m) \ A (Zp).
The set

By (Zim) = By (Z) U A (Zin) (9.88)
satisfies (9.59)—(9.61), (9.63)—(9.65); thus, it is the set we need to conclude the proof. O

9.3.2. Measure estimate for ternary adjunction
We now provide the corresponding measure estimate for the set Bg (Z;n) appearing in Proposition 9.6.
To estimate the measure of this set, we will strongly rely on the results of Section 8.

Proposition 9.7. Consider parameters «, €9, R,1,0 as in (9.4) and €; << 7]263 << a. Let m € N,
Zm € Gpu(€,0), € € {1,...,m} and Bg (Zn) be the set appearing in the statement of Proposition 9.6.
Then the following measure estimate holds:

- d-1
B} (Z)| < mR* i,
where | - | denotes the product measure on S%d_l X B%ed.

Proof. By symmetry, we may assume £ = m. Recall that
Bo(Zu) = Byy(Zin) U Aui(Z). (9.89)
where E;(Zm) is given by Proposition 9.5 and A,,(Z,,) is given by (9.87). Estimate (9.58) yields
B3, (Zm)| < mR* i, (9.90)
so it suffices to estimate the measure of A,,(Z,). By (9.87), it suffices to estimate the measure of

A, (Z,,) and A}, (Z,,) which are given by (9.81), (9.86), respectively.
Let us recall the notation from (9.69)—(9.70):

y=2<<172, vy = 1-Z
€3 2
Estimate of A, (Z,,): Recall from (9.81) that
A (Z) = Q1UQ UQ 2 U Ay mit U Apmsz U Bt ma2, 9.91)

where Q1, A, m+1 are given by (9.72)—(9.73), Qa, Apy a2 by (9.77)—(9.78) and Q1 2, Byn+1,m+2 are given
by (9.79)—(9.80).
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o Estimate for Q1, Q,: Without loss of generality, it suffices to estimate the measure of ;. Recalling
notation from (8.3), Fubini’s Theorem and Lemma 8.3 yield

Q] = / g / Dt dwr dwr dviey dvines < R¥y412, (9.92)
BR Sl N

A symmetric argument yields
Q| s R*y4/2. (9.93)
o Estimate for € »: Recalling notation from (8.5), (9.79) yields
Ql,Z = (S%d_l N Wf;;) X B%ed.

Therefore, Fubini’s Theorem and Lemma 8.4 imply
Q5] = / / 1yy2a dwy dwy dvpey dvme < R¥yT . (9.94)
B%d S%d—l NG

o Estimate for A,, ,+1: Recalling notation from (8.6), the set A,; m+1, which was defined in (9.73), can
be written as

Am,m+l = {(‘UI,UJZ, Vm+l1, Vm+2) € S%d_l X B%zd Sw) € S(y/’vm+l - vm)}

Therefore, the representation of the (2d — 1)- unit sphere (8.1) and Lemma 8.5 yield

|Am, me1] < / / / Ls(y vpei =) W1 AW AVii1 dVipy2
BZd Bd Sd*l
R 1

1-|ay

< R*% arccos y’

= R*@ arccos 4 [1 - % (9.95)

o Estimate for A, ,,+2: We follow a similar argument as in the previous case to obtain

| Apemz] < R arccos |1 - % (9.96)

o Estimate for B,,+1,m+2: Recalling notation from (8.7), (9.80) yields

Bt me2 = {(W1, 02, Va1, Vims2) €S2 X BE 1 (w1, w2) € N(Y/, Vinsl = Vims2) }-

Therefore, using Lemma 8.6, we obtain

|Bitt,me2| = / / LN ver=visn) (@1, W2) dw1 dws Vi1 AV
B%zd S%d_l

< R*@ arccos y’

= R*® arccos A /1 - % 9.97)
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Using (9.91) and estimates (9.92)—(9.97), we obtain

|A- (Z)| < R?[y92 + 95" + arccos 41 - %) (9.98)

Estimate of A’ (Z,,): Recall from (9.86) that
A (Zn) =QUQUQI2 VAL UAS S UB L s 9.99)
where Qi, Qa, Qi A%, L AL LB are given by (9.72), (9.77), (9.79), (9.82)~(9.85),

respectively. We already have estimates for Q1, €25, Q1 > from (9.92)—(9.94); hence, it suffices to derive

. * * *
estimates for Am,m+l’ Am’m+2, Bm+1,m+2.

For the rest of the proof, we consider a parameter 0 < 8 << 1 which will be chosen later in terms of
n, see (9.149).
o Estimate for A} . : Recall from (9.82) the set

2d-1 2 = =
A% et = {(@1 02, Vi1, Vi) € ST X B (w1, v = )] 2 Y @i |V, = Phl}. (9.100)

But for any (w1, W2, Vintls Vims2) € S%d‘l X B%d, the ternary collisional law (2.8) implies

* =% -5 _ _ _ _
Vinel =V = Vm+l = Vm zcwlsWZanva+l»Vm+2wl C w1, W2,V Vims1,Vims2 W25
where

_ (w1, Vi1 = V) + (W2, Vins2 = Vm)

C w1, 02,V Vil >Vme2 — 1+ <0_)1,U)2> (9101)
For convenience, we denote
C = Cwi,wa, T, Vinel s Vims2 *
Therefore, by (9.100), we may write
A;kn,m+1 = {(whwz’ Vm+1,Vm+2) € S%d_l X B%{'d :
w1, Vine1 = Vi = 2cwi = cw)| 2 YoVt = Vi = 2cw1 = cwal}.
By Fubini’s Theorem, we have
|A:Fn m+1| < / / ]lvm,m+1 (Vm+]) AV dwy dwy dv iy, (9.102)
> S%d_IXB;é Bg W1>W2: V42
where given (w1, w2, Vins2) € S%d‘l X B%, we write
Vo v = {Vmt1 € Bt (@1, @2, Vins1, Vins2) € Ay} (9.103)
Recall from (8.11) the set
I = {(w1, w2) € R¥|1 - 2]w; *| < 28}. (9.104)
Using (9.102), we obtain
ALy | =T+ 1], (9.105)
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where
7= / o / Myt ) v doy doz dvmes, (9.106)
(S¥-'nn)xBE JBE OO vms
7= / o / STy () dvi doy dw; dvmes, 9.107)
(S¥-N\I)xBg JBE T @2V

We treat each of the terms in (9.105) separately.
Estimate for I1: By (9.106), Fubini’s Theorem and Lemma 8.7, we obtain

I < R /M A dwydwy < R*p. (9.108)
§2d-
Estimate for I~;: Letus fix (w1, w2, vins2) € (ST97'\ 1) x B%. We define the smooth map F,, .,
B4 — RY, by
Fi)l’mz,vm+2 (Vimt1) = Voo = Vo = Vgl — ¥ — 2¢c01 — cwy, (9.109)

where c is given by (9.101).

We are showing that we may change variables under F ,}Jl, Wy vy S long as (w1, w2, Vms1) €
(S2°1'\ I}) x B (i.e., we are showing that F), ., . has nonzero Jacobian and is injective). In,
particular we will see that the Jacobian is bounded from below by .

We first show the Jacobian has a lower bound 8. Differentiating with respect to v,,,+1, we obtain

OF!
W =1+ (—Za)] - wz)meHc.
Vm+1
Recalling (9.101), we have
1
r o .__ 1 7
V1 € = 1+ <w1’w2>wl .

Using Lemma 12.1 from the Appendix, we get

Jac F! (Vins1) = det| Iy + (2w — wz)wlT)

W1, W2,Vm+2 1 + (wla a)2>
14 2w > = (w1, w2)
1+ (w1, w2)

12wy ?

1+ (L w)

Since (w1, wy) € I, we have |1 - 2|a)1|2| > 2, and hence,
1= 2w |? 2 4
PacFL o0 (Vimer)| = | | > P %, (9.110)

l+(w,w)  1+{wi,w) ~ 3
. 1 3
since 3 <l+{wi,wy) < 3 by (2.10). Thus,

Pac FL v s Ve[ < B Youir € BS. (9.111)
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We now show that F }ul .y 1S IDjECIVE. For this purpose, consider vy;41,&m+1 € B% such that

1 1
Fa)l,a)z,vm+2 (vn’t+l) = le,a)z,v,m,z (§m+l)

Vsl = Emel, 01)

m+l — Sm+l = 2 5 9.112
S Vil — Emsl 1+ (@1, 02) Qw1 + wy) ( )
thanks to (9.101). Therefore, there is A € R such that

Vsl — Ema1 = A2w1 + w2), (9.113)

so replacing v,,,+1 — Em+r in (9.112) with the right-hand side of (9.113), we obtain
A(1 =2|w ) =0,

which yields 2 = 0, since we have assumed (w;, wy) € I;. Therefore, v,,41 = &my1, thus Fclu],wz,vm+2 is
injective.

Since (w1, w2, Viny2) € S%d‘l X B% and v,, € B%, Cauchy-Schwartz inequality yields that, for any
Vinel € B;{,, we have

1| (Avms1] + [Vm]) + @2 ([Vim] + [Vins2])

2 + < 26R
T+ (@1 02) Qlw1] + |wal) < ,

|Fm1,a)2,vm+2(vm+l)| < st + [Vl +

by the fact that (w1, w2, vims2) € S397! x B% and (2.10). Therefore,

F} [B%] € BSr. (9.114)

W1, W2, Vim42
Additionally, recalling (9.103), (9.100) and (9.109), we have

,m+1 _ d .
Vu",ll,nzl:rz,vmﬁ = {Vim+1 € Bi : {01, Fooy 3,9 (Vint1)) 2 Blot|F o wy v Vi) [}

and thus,
Vit € VI S Fl v Vmit) € Uy, (9.115)
where
Uy, = {v eRY: (wy,v) > y'|w1||v|}. (9.116)
Hence,
Lymamt (V1) = L0y, (o g s (Vme1))s - Vomer € B, (9.117)
Therefore, performing the substitution v := F Llu 1’wz’vmﬂ(vmﬂ), and using (9.111), we obtain

[t Gwed v = [ G0, (Pl s Gme) vt <57 [ 0, () av
5 2 5 B

d W],W), V.
R
Recalling notation from (8.6) and (9.116), we have

1y, (v) = Ls(y ) (w1), Ywi € Bf, Vve Bj,. (9.118)
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Therefore, using (9.107), (9.118), Fubini’s Theorem and (9.118), we obtain

I <p! 1y, (v)dvdw; dws dvpss
1 2d-1 d d “1
(Sl \Il)xBR B

26R
-1
<pB /
Bd

Ls(y, dwidwydv dvye
4 R XB% /B]d ‘/S‘d—l (') (1) .

1-lan|?

< R¥B larccosy’ (9.119)

= RZdﬁ_l arccos 4 /1 - %, (9.120)

where to obtain (9.119), we use Lemma 8.5. Combining (9.105), (9.108), (9.120), we obtain

AL ] < RZd(ﬁ + arccos {1 — %) 9.121)

o Estimate for A* : The argument is entirely symmetric, using the set
m,m+2

m,m+2 _ d . *
lestanH - {Vm+2 € BR . (wl’w27 vm+1avm+2) € Am’m+2}7

for fixed (w1, w2, Vins+1) € S7971 x B and the map

2 _ _
Foo i Vm2) = Vins2 = Vi — cw1 = 2cwy.

AL, ol S de(ﬁ + B arccos 4|1 — %) (9.122)

o Estimate for B) ., ., The estimate for B, , ., is in the same spirit as the previous estimates;
however, we will need to distinguish cases depending on the size of the impact directions. The reason
for that is that we rely on Lemma 8.8 from Section 8 which provides estimates on hemispheres of the
(2d — 1)-unit sphere.

Recall from (9.85) the set

We obtain the estimate

Bt miz = {@1, 02, Vi1, vini2) € ST x B (9.123)

*

Ko = w2, vy = Vi) | 2 Vw1 = wallvy, = v l)

*

The ternary collisional law (2.8) yields v} | —

(9.101). Thus, we may write

vy o = Vimtl — V2 — €(w1 — w2), where c is given by

Bt i =01, 02, Vi1, Vine2) € St x BR!

w2 = 01, Vims2 = Vi1 = ¢(w2 — w1))| 2 Y02 = 01]|[Vims2 = Vi1 — ¢(w2 — w1) ]}
Recall from (8.13)—(8.14), the sets

2d-1
Sy

Sia={(w,w) €SP wi] < |wnl}, Soi = {(wr,w2) € Cwal < lwil}

We also recall from (8.15)—(8.16) the sets

Lip = {(w1, @) € R¥|Jw1* + 2w, w2)| < B}, D1 = {(w1, w2) € R*||wa|* + 2(w1, w))| < B}
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We clearly have

* = *
1Byist maa] = ./SdeleZd Lg: s A1 dwr dVinsy dvisa
1 R

= / ]13* da)] da)z dvm+] dvm+2 +/ ]13* dw] da)z dvm+1 dvm+2
81’2><B%3d m+1,m+2 SZ,IXB’Z{I m+1,m+2
=lho+1,+ 5L +1},, (9.124)
where
Tia= / s doy dws dvas: dvaes, (9.125)
(31,2011‘2)><Béd m+1,m+.
I, = / Ig:  dwydwy dvmei dvms, (9.126)
(S12\112)xB3! ’
L= / Ig:  dwydwydvmei dvms, (9.127)
(S2,10D, 1) xBY! b
Ié,l = / ]lB;an ne2 da)l da)2 dvm+1 dvm+2. (9128)
(S2,1\I,1) xB3! ’
We treat each of the terms in (9.124) separately.
Estimate for I, »: By (9.125), Fubini’s Theorem and Lemma 8.8, we obtain
I, < R¥ / 11, dwy dwy S R*B. (9.129)
Si2
Estimate for 1~2,1: Similarly, we obtain
L < R¥p. (9.130)
Estimate for I ,: From (9.126), we obtain
]I s < / / / ]1Vm+1,m+2 (Vins2) AV dviper dwy dw, (9.131)
’ Sio\hp JBE JBE T msl
where given (w1, w2, Vim+1) € (S12\ 112) X B2 we denote
Vzll-tl‘l’);rf:rznﬂ = {Vm+2 € B;iQ : (wl’w2’vm+1’ vm+2) € B;kn+]’m+2}- (9132)
Let us fix (w1, w2, vime1) € (S12 \ 11,2) X B4. We define the map FS o B¢ — R? by
F52 o (Vms2) = Vo = Vit — c(w2 — 1)),
where ¢ is given by (9.101).
In a similar way as in the estimate of of IA:‘n’m+1 |, for any (w1, wy) € 112, we have
w1 %+ 2(w, w2)] B 28
Jac Fl? = | > > =, 9.133
| W1, W2, Vsl (Vm+2)i 1+ (w1, 1) 1+ (w1, 1) 3 ( )
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Thus,

3 -1
[Jac F;? (V)| ! < ﬁ—, VVme2 € B%. (9.134)

W1, W2, Vm+l 2

%
m,m+

Since (w1, w2, Vme1) € S9! x B4 and ¥,,, € B, Cauchy-Schwartz inequality yields that, for any
Vms2 € B, we have

Similarly to the estimate for |A |, we show also that F, i,lz wa.vme 18 iNjECtive.

1| (vmei| + [Vm]) + @2 ({Vims2] + [Vi])

152 i Ome2)| < Vinia| + [Vt | + (lwa] + lw1]) < 18R,

1+ (w1, w2)
since % <1+ {wi,wr) < % Therefore,
F52 v [BR] € Br. (9.135)
Additionally,
Viaz €V o FL2 L (Vims2) € Uy s
where
Ui = {v €RY 2 {wr — w1,v) 2 ¥/ |ws — wi|v]}. (9.136)
Hence,
Tymame (Vms2) = 1oy, o (FSE wpvma (Vms2))s Yvimi2 € B (9.137)

W1,W2, V4]

Therefore, performing the substitution v := F’ (1012 w1 (Vm2), and using (9.134), we obtain

1,2 —1
/B Lyt (Vms2) dVnsa = /B Ly F 5 s Oe2)) Vs < B /B ., () dv.
R 18R

d W1>W2> V4]
R

(9.138)

Recalling the set N(y’, v) = {(a)],wz) e R . (W) —wy,v) =y |w) — wzllvl}, from (8.7) and (9.136),
we have

1, 0, (V) = In (@1, w2),  Y(wi,w)) € ST, Wy € By (9.139)

Therefore, using (9.131), (9.138), Fubini’s Theorem and (9.139), we obtain

I{,Z < ﬁ*l . /d ]lle,mz (v) dvdwi dwy dv,y
(S12\12)xBR ¢ Bigp

-1
<pB / / ]lN('y/,v) (w1, wr) dwy dwy dv dv,e
BdXBd S2d71
RXP1gr >

< R* B 'arccosy’ (9.140)

= Rz‘lﬁ_1 arccos 4 /1 - %,
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where to obtain (9.140), we use Lemma 8.6. Therefore,
I}, < R arccos |1 — % (9.141)
Estimate for 15,1: The argument is entirely symmetric, using the set
VZ};'LZ":?M = {vm+1 € B% S (W1, W2, Vinsl, Vingn) € B:n+],m+2}'

for given ((1)1, w?, Vm+2) € (52’1 \12,1) )(B;ie and the map Fz)’ll,wz,vmg(vmﬂ) = Vim+l —vm+2—c(a)1 —(,4)2).
‘We obtain
I, < R arccos |1 — % (9.142)

Recalling (9.124) and using (9.129)—(9.130), (9.141)—(9.142), we obtain

1BL o1 maal < R (,3 + B arccos 41 — %) (9.143)

Recalling (9.99) and using (9.92)—(9.94), (9.121), (9.122), (9.143), we obtain

|AY (Zn)] < R2d(yd/2 +yT + B+ arccos |1 - %) (9.144)

Recalling (9.87), using (9.98), (9.144) and using the fact that y << 1, we obtain

| Ap (Zn)] < RZd(ydﬂ + B+ B " arccos 4 [1- %) (9.145)

Choice of f3: Let us now choose f in terms of 77. Recalling that e; << 7%€3 and (9.69), we have

Yy o<<nz. (9.146)
Moreover, since n << 1, we may assume
L <sinnp < 7. (9.147)
V2
Since y << 72, (9.147) implies
y << 2sin’np = arccos\/q <n. (9.148)
Choosing
B=n"?<<1, (9.149)
estimates (9.145)—(9.146), (9.148) imply
| Am(Zm)| < R“(n% + n“z) < R¥ypian, (9.150)
since 7 << 1 and d > 2. The claim comes from (9.89)—(9.90) and (9.150). ]
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10. Elimination of recollisions

In this section, we reduce the convergence proof to comparing truncated elementary observables. We
first restrict to good configurations and provide the corresponding measure estimate. This is happening
in Proposition 10.2. We then inductively apply Proposition 9.2 and Proposition 9.4 or Proposition 9.6
and Proposition 9.7 (depending on whether the adjunction is binary or ternary) to reduce the convergence
proof to truncated elementary observables. The convergence proof, completed in Section 11, will then
follow naturally, since the backwards (e, €3)-flow and the backwards free flow will be comparable out
of a small measure set. Throughout this section, s € N will be fixed, (N, €, €3) are given in the scaling
(4.24) with N large enough such that e, << €3, and the parameters n, R, €y, @, 17, ¢ satisfy (9.4).

10.1. Restriction to good configurations

Inductively using Lemma 9.1, we are able to reduce the convergence proof to good configurations, up
to a small measure set. The measure of the complement will be negligible in the limit.
For convenience, given m € N, let us define the set

Gul(es, €,0) := Gples,0) NG (e, o). (10.1)

For s € N, we also recall from (6.3) the set AX (€y) of well-separated spatial configurations.

Lemma 10.1. Let s € N. Let s € N, «, €, R, 1,8 be parameters as in (9.4) and €y << €3 << a. Then
for any X, € AX(€y), there is a subset of velocities M (Xs) C Bgs of measure

M, (Xo)las < CasR®n T, (10.2)

such that
Z; € Gy(e3,€0.0), YV € BE\ M(X;). (10.3)
Proof. We use Proposition 10.1. from [5] for € = €3. m]

For s € Nand X, € A¥ (&), let us denote MS (X) = BE \ M (X;). Consider 1 < k < nand let us
recall the observables I;V r.o Lok r s defined in (7.23)—(7.24). We restrict the domain of integration
to velocities giving good configurations.

In particular, we define

Pers®x)= [ VDR K V) s, (10.4)
Frs®)= [ a0 o av. (10.5)
M (Xs)

Let us apply Proposition 10.1 to restrict to initially good configurations. To keep track of all the
possible adjuctions, we recall recall the notation from (7.3)—(7.5): given k € N, we write

Sy ={o=(o1,....,0%) : 07 € {1,2}},
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and given o € Si, we write

4
’&fzzai, l<t<k, Ty=0.
i=1

Proposition 10.2. Let s,n € N, «, €, R, 1, § be parameters as in (9.4), (N, €, €3) in the scaling (4.24)
with € << €3 << @, and t € [0,T]. Then, the following estimates hold:

Z [TAOENANS s Do (a¥ (&) < Caos.puo, rRED T | Py olin Bo.Ho>

Z 1Sk R, () = 15k R,s (DIl (aX () < Casopo, 7 RED T Follo. o -

Proof. We present the proof for the BBGKY hierarchy case only. The proof for the Boltzmann hierarchy
case is similar. Let us fix X; € AX (e).

We first assume that £ € {1, ...,n}. Triangle inequality, an inductive application of estimate (5.7),
estimate (5.6) and part (ii) of Proposition 5.3 yield

1Y ks (DX =T g s(D(X)] < Z/ 165 (VO s (8. X5, V)| dVy

o eSk M (Xs

k-1
_ 1 _
< 2ol (5] I ol o [ RSy, 00

k-1
onir (]
< 27| Ml e W)(g) | M (X)las 1 FN 011N o0 (10.7)

where to obtain (10.6), we use (7.4).
For k = 0, part (i) of Proposition 5.3 and Remark 5.1 similarly yield

| s,0,R, 5(t)(X ) Y OR 5(t)(X )l < ”¢s||L°° _AM(T)|M (X )|d¥||FN OHN Bospo+ (10.8)

The claim comes after using (10.7)—(10.8), adding over k = 0, ..., n, and using the measure estimate
of Proposition 10.1. O

Remark 10.3. Given s € N and X, € AX (), the definition of M (X;) implies that
I .6 (D(Xs) = I g 5 (1) (X,).

Therefore by Proposition 10.2, convergence reduces to controlling the differences v S K.R. NOE

I k R 5([), for k = 1, ..., n, in the scaled limit.

10.2. Reduction to elementary observables

Here, given s € Nand 1 < k < n, we express the observables iz\,]k,R,a(t)’ };"fk’R’é(t), defined in (10.4)-
(10.5), as a superposition of elementary observables.

For this purpose, given ¢ € N, and recalling (7.19), (4.15), we decompose the BBGKY hierarchy
binary truncated collisional operator as

N.R _ N,R+i _ N,R,—,i
Cf £+1 Zcf 0+1 ZC(’ 041
i=1
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where

N.R.+ . .
Criui Ter(Ze) = N .y /{ . by(wi,vert = vi)ger1(Zpyy ) dwi dvesr,
S4'xB
1 R

N,R + i
Cg £+l g£’+l(zl’) N e, ['/S . by (w1, verr — vi)ge+1 (Zg+1’62) dwy dves,
R

1

and the ternary truncated collisional operator as

t 4
N,R _ N,R+i _ N.R,—,i
Ct’ +2 Zcz’ +2 ZC{’ 42
i=1 i=1

where

CoN.R.+ (20 = b} (w1, w2, Ver1 = Vi, Vesa = Vi)
£,0+2 Tgesa(Ze N .t

§2d-1x X! V1 +{wi,w)

8ex2(Zyy o) dwy dwy dvesy dvess,

MR- (Ze) = by (w1, w2, Ver1 = Vi, Vesa = Vi)
0,042 gena(Ze) = N &.t

s2d-1xpad V1 +{wi,wr)

In order to expand the observable }: N kR, (1) to elementary observables, we need to take into account
all the possible particle adjuctions occurring by adding one or two particles to the system in each step.
More precisely, given o € Sy, and i € {1,...,k}, we are adding o; € {1,2} particle(s) to the existing
s + 0_1 particles in either precollisional or postcollisional way. In order to keep track of this process,
given 1 < k < n, o € S, we introduce the notation

g[+2(zé+2,53) dwidwr dves dvess.

Mo ={M=(my,..omi) e N im; € {1,...,s+5_1}, Vie{l,..k}}, (10.9)
Tsdr ={J = (s ji) €NF 2 ji e {=1,1}, Vie {I,...k}}. (10.10)
us,k,o‘ = x7s,k,o‘ X Ms,k,o‘« (101])

Under this notation, the BBGKY hierarchy observable functional 1%
1 < k < n, as a superposition of elementary observables

k
DersOX)=> > (]—[h)ka(,(rJM)m (10.12)

€Sk (J,M)els i, \ i

SKR. (1) can be expressed, for

where the elementary observables are defined by

Y (t.J. M)(X;) =/ ¢s(Vs) TN R
s:k:R.8, s s SR e (10.13)
ti-1—ti AN ,R, ji,m, (s+07k)
T te 2l T fo "7 (Zs) di... dnyd V.

Similarly, given £ € N, and recalling (4.31), (4.35), we decompose the Boltzmann hierarchy binary
and ternary collisional operators as

co,R,+,i _ oo,R,—,i
(’ €+1 Zcf +1 Zcf +1 2
i=1
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where
00,R,+,i _
Co o gen1(Ze) = /1 1 b (w1, vest = vi)ger1 (ZE,)) dwy dvess,
’ S¢-'xBg
,R,—,i _ + i
C, i gen(Ze) = / by (w1, ver1 = vi)&e+1(Zyyy) dwy dves,
’ sd-1xpd
1 R
oo, R,+,i
. e Z Coos Z Cf IR
where

Ry, (7 / b3 (w1, w2, Vsl = Vis Vera = Vi)
e.0v2 8t+ =

s2-1xBxl V1 +{wi,wr)

b3 (w1, w2, Verl = Viy Vera = Vi)

Cr e (Ze) = /
0,042 S%d—leéd \/m

Under this notation, the Boltzmann hierarchy observable functional Tsmk . (1) can be expressed, for
1 < k < n, as a superposition of elementary observables

k
ersOX)= > > (]‘[h)‘“m(umm (10.14)

€Sk (J,M) €Uy ko \ i

ges2(Z},) dwy dw) dvesy dveso,

ge42(Zh ) dwi dwy dvest dvesa.

where the elementary observables are defined by

Iy = t—11 2%, R, j1.my ot —t
Is,k,R,cS,o—(t’ Js M)(Xs) = Ag(XS) ¢S(Vs) T J([) S ICS S+ S‘1+0_21 ..

Shoati o Rk F5FT(Zy) di.... dnav.

S+O0 |- \+(Tk 1» S+0’k Y+O’k

(10.15)

10.3. Boltzmann hierarchy pseudo-trajectories

We introduce the following notation which we will be constantly using from now on. Let s € N,
Zs = (X;,Vs) € R¥s 1 <k<n,oeSiandte [0,T]. Let us recall from (7.2) the set

Te(t) ={(t1,cnti) €RF 1 0=t <t < .. <ti <tg=t}, to=t, trs1 =0.

Consider (71, ...,tx) € Te(t), J = (J1s s jx), M = (my, ...,my), (J, M) € Us k.. Foreachi = 1, ..., k,
we distignuish two possible situations:

If o = 1, we consider (w5, Vs+5,) € Sf_l X Bz. (10.16)
If 07 = 2, we consider (Wy 5,1, Ws+5;s Vsidy—1s Vsszy) € 241 x Bad. (10.17)

For convenience, for eachi = 1, ..., k, we will write (wq,.;, Vo, i) € Sf”"_l X B;‘é”i where (W, i, Voy.i)
is of the form (10.16) if o; = 1 and of the form (10.17) if o = 2.

We inductively define the Boltzmann hierarchy pseudo-trajectory of Z;. Roughly speaking, the
Boltzmann hierarchy pseudo-trajectory forms the configurations on which particles are adjusted during
backwards in time evolution.

Intuitively, assume we are given a configuration Zg = (X, Vy) € R24s at time to = t. Z, evolves under
backwards free flow until the time #; when the configuration (w41, v 1) is added, neglecting positions,
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to the m-particle, the adjunction being precollisional if j; = —1 and postcollisional if j; = 1. We then
form an (s +01)-configuration and continue this process inductively until time #;,; = 0. More precisely,
we inductively construct the Boltzmann hierarchy pseudo-trajectory of Z; = (X, Vi) € R?4% as follows:
Time 7o = r: We initially define Z°(r;) = (x{°(15), ... x3°(15) . v (1) . v (1)) = Zs.
Time t;,i € {1, ..., k}: Consideri € {1, ..., k} and assume we know

Zﬁb"i,l(ti_—l) _( (tl 1) s+o’ ](tl 1) Vi (tl 1) s+o’ ](tl 1))

We define 5 (17) = (x;o(z;),..., I (7 Wt (2o R l(ﬁ)) as:

Z;)i&,,l(t:—) = (X;j—cr l(t ) - (tl 1= tl)VS+0' 1( ) V.Soia', l(t;—l))'
We also define Z;):&,.(ti_) = (x‘;"(tl.‘), ...,x;‘;&i(ri‘), vi(E)s vz‘jra(ti‘)) as:

(557G D)) = G DT, Vi€ {1+ i} \ mi}.
For the rest of the particles, we distiguish the following cases, depending on o7:

oogy=11fj;=-1:
(e, (1) v, (1)) 1= (e, (), vy, (1)
(652, (9535, (D)) = (i (), s,
while if j; = 1:
(s v D).
(x (2, vwg)

(e (1) v (1)
(x:r&,- (7). Vﬁ&i(%_))

where (v (1)), 5.) = T, (vin, (7). Vss7,).
o o;=2: If], =-1:

(3 1), Vi, 17) = o, ()i, (),
TN RN () Y RO R
(5525, ).V, 1)) = (i 1), Ve,
while if j; = 1:
(e, (1) Vi, (1)) 2= (e, (8) vy (1)),
TN RN ) E CA R
ot R ) Y A R

where (Voo*(t ) v.\+()‘ _1° vz+5i) = Twﬁgi_l,wﬁ;,i (V;ﬁ,- (t:—)’ VS+5‘,'—17 vS+5'i)'

Time 7;,; = 0: We finally obtain

s+5’k(0+)_ $+(rk(tk+1) ( s+(rk(tk) thS+5'k( )V:j—(?k(t;))
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The process is illustrated in the following diagram (to be read from right to left):

(w(ri,i,'vo{,i), (“’cr],l,'vo’],l)»
(Ji>mi) (j1,m1)
te — iyl ti—tiy) 0o = ax tio1 - ) - + o~ 1 _
Z5 5 () Z5 5 ) | 225, @) Z5 5 (D) || 22 Z2(1p)

We give the following definition:

Definition 10.4. Let s € N, Z, = (X,,V,) € R?, (t,...,1x) € Te(D), J = (j1seorn i)y M =
(ml,.. mg), (J,M) € Uy, and for each i = 1,..,k, o € Si, we consider (we, i, Vo,.i) €
S?U' X Bd"‘ The sequence {Z;’f’m I(t;.*)}l-:o ,,,,, x+1 constructed above is called the Boltzmann hi-
erarchy pseudo trajectory of Z;.

10.4. Reduction to truncated elementary observables

We will now use the Boltzmann hierarchy pseudo-trajectory to define the BBGKY hierarchy and Boltz-
mann hierarchy truncated observables. The convergence proof will then be reduced to the convergence
of the corresponding truncated elementary observables.

Given ¢ € N, recall the notation from (10.1):

Ge(es, €0,0) = Ge(e3,0) N Ge(eo, 9).
Given ¢ € [0,T], we also recall from (7.22) the set Ty, 5(¢) of separated collision times:
Te.s(@) ={(@1,....ts) € Te(t): 0<tiy <t; -6, Viel0,k]}, trr1 =0, to=t.
Consider ¢ € [0,T], Xy € AX (&), 1 < k <n,0 € Sg and (J, M) € Us k.o and (t1, ..., 1x) € Tk.s-

By Proposition 10.1, for any Vy € M¢(X), we have Zs = (Xs, V) € G4(e3, €, §), which in turn implies
Z>2(t]) € Gs(eo,0) since 19 — 11 > 6. Now we observe that either (9.8), (9.12) from Proposition 9.2 (if
the adjunction is binary), or (9.61), (9.65) from Proposition 9.6 (if the adjunction is ternary) yield that
there is a set By, (22 (1)) € S97'7" x B4 such that

Zi(?l ([;) € GX+5'1 (607 0)’ V("""Tl,l’ ’Uo'l,l) € B}i’t] (Z:)o (t-]'—))’

00 doi-1 do; ) o

Bl (Z3(17)) = (5777 x BRT)™ (v, (7)) \ By (257 (7))

Clearly, this process can be iterated. In particular, given i € {2, ..., k}, we have

Z3 5  (t7) € Gz, (€0,0),
so there exists a set By, (Z;’f’H.fi_1 (t:r)) € 597171 x B such that
Z3 5. (th) € Gz, (€0,0),  Y(Weo,i,v0,,0) € By, ( e 1(t*)), (10.18)
where
By, (Z22(67)) = (5177 X BT (v (6)) \ B (2535, (67 ).

We finally obtain Z;’irrk (0*) € G445, (€0,0).
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Let us now define the truncated elementary observables. Heuristically we will truncate the domains

of adjusted particles in the definition of the observables I KRS T;’"k R.5 defined in (10.4)—(10.5).

More precisely, consider 1 < k < n, o € S, (J, M) € Us ko and t € [0,T]. For X, € Af(eo),
Proposition 10.1 implies there is a set of velocities M (X;) C B%ed such that Z; = (X, V) €
Gs(es, €,0), VYVy € ME(Xs). Following the reasoning above, we define the BBGKY hierarchy
truncated observables as

N _ t—t) pIN LR, j1,mi ot —1y
Beraotdx) = [ awy [ qmgame.
MES(Xs) Tk,s(t) (10.19)
AN LR, jic,mi (s+0%)
’CY+0'k 1,S+0k Y+(ka0 (Z )dtk’ : dllst,
where for eachi = 1, ..., k, we denote
~N,R,ji,m; _ pN,R,ji,m; _
s+ 1,5+0; SN 5450 = CS"'a'i—lsS"'&i [gN’SHr“]l(wai,i,voi,i)eB;;,i (Zs"jﬁ l(t.*)) :

In the same spirit, for X; € AX (&), we define the Boltzmann hierarchy truncated elementary
observables as

~ _ t—t pO,R, j1,my ot1—12
TS p.o (60, MY(X,) = /M B [ smamse.

Coo LR, ji,my fO(S-HTk)(Z )d[k, .. dtldvs,

S+(J’k 1S+0‘k _S+O'k

(10.20)

where for eachi = 1, ..., k, we denote

700, R, ji,m; o COO,sti»mi

i - =C = ~ 51 . .
s+37-1,5+5; 85+ $+0-1,5+0; [‘g”‘r' (Wi Vory.i) EBS, (me ](;f))

Recalling the observables v o k.R.5.0 I;"’k R.6.0

Proposition 9.7, we obtain the followmg

from (10.13), (10.15) and using Proposition 9.4 or

Proposition 10.5. Let s,n € N, «, €, R, 1,5 be parameters as in (9.4), (N, €2, €3) in the scaling (4.24)
with €y << €3 << a and t € [0,T]. Then the following estimates hold:

n

TN N
”]s,k,R,é,o'(t’ J’ M) - ‘Is,k,R,J,a'([’ ‘I’ M) ||L°° (Ai-((fo)) <
k=1 o€Si (J,M)els ko
d(s+3 d-1
< Chspor 195l R 310 id3 || Fv ollv oo

n

Z Z Z ||1~S°?k,R,5,g(fa J, M) _‘]so*?k,R,J,a'(t’ J, M)||L°°(A§‘(60)) <

k=1 oeSk (J.M)eUs k.o

d-1

< Ch o o 1951l RYE 03T || Folloo, o -
Proof. As usual, it suffices to prove the estimate for the BBGKY hierarchy case, and the Boltzmann
hierarchy case follows similarly. Fix k € {1,...,n}, o € S¢ and (J, M) € U k,o. We first estimate the

difference:

IV p st 1. M) (Xs) = TN p s (6.0, M)(X;). (10.21)
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Cauchy-Schwartz inequality and triangle inequality imply

Kwi,vi —=v)| 2R, Vwy €S{', Vv,vi € B, (10.22)
|b3(wi, w2, vi = v,v2 = V)| < 4R, V(wi,wr) € S¥7 Wy, v, v, € BS, (10.23)

SO
/Sd s w1, vi = v)| dw; dvi < C4R™ < C4R*, Vv € BY, (10.24)

/ b3 (w1, w2, v = v, v2 = v2)| dwy dwy dvy dvy < CqaR* < C4R*, Vv e BE, (10.25)
SZd IXBZd

since R >> 1. But in order to estimate the difference (10.21), we integrate at least once over

B (Z;’izl ,(tF)) for some i € {1, ..., k}. For convenience, given v € R4, let us write

bz(ws+5-,«, VS+5',‘ - V)? lf g = la

boi(Wap.i, Vo, in V) 1= { (10.26)

b3(Wsig,-1> Wss5y> Vordi—1 = Vs Vssa; — V), il o7 =2.

Under this notation, (10.22)—(10.23) together with Proposition 9.4 or Proposition 9.7, depending on
whether the adunction is binary or ternary, yield the estimate

~ doi+l, 7=
lor] is i i il = - i*
/ ( « )) 166, (Woriis Vo is V| dwer, iV i < Ca(s +0-1) RO p2dois?
t+
§'+(T 1

(10.27)
< Cy(s+ 2k)R3dnﬁ, Vv € B;g,
since R >> l and p << 1.
Moreover, we have the elementary inequalities
||f(S+0'k) e < 3_(S+&k)'u0”FN,O”N,ﬁ(),/l() < €_<S+k)ﬂ0”FN,O”N,BQ,MO’ (10.28)

t 1 tr—1 tk Tk
/ dty...dt; < / / / dty...dty = — < —. (10.29)
Tk,s(1) 0 Jo 0 ! k!

Therefore, (10.24)—(10.29) imply

1Y koo (T M) (Xy) = TNy s o (8., M)(X,)]

_ _ _ a1 Tk
< N9sllg, e HONEN ollw oy CaRT C RMETD (s 4 20 CaR i 2

(s +2k)
< Ch o 195, == RIHOnTEz | Ey ol o

Adding for all (J, M) € Uy .-, we have 2K s(s+G71)...(s + T%_1) < 2¥(s+2k)¥ contributions, and thus,

1Ty go50 (8T M) =T, g s o (8.0, M) L= (aX (a))
(JvM) eus,k,a'

atsak (5 + 201
R 0

k d(s+3k) ,4=L
< Cagopor 1951l R B pids || Fy ollv oo

< CdS SHO s T||¢ || 774d+2||FN 0||N BO Ho
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since
+ 2Kk 2kl (g4 k) (s + k)X
(s k!) LG k!)(s <ok 4 pyesh < k.
Summing over o € Sk, k = 1, ..., n, we get the required estimate. O

In the next section, in order to conclude the convergence proof, we will estimate the differences of
the corresponding BBGKY hierarchy and Boltzmann hierarchy truncated elementary observables in the
scaled limit.

11. Convergence proof

Recall from Subsection 10.4 that given s € N, t € [0,7T], and parameters satisfying (9.4), we have
reduced the convergence proof to controlling the differences:

Jfk’R,5(t, J, M) - Jfk,R,(s(t, J, M)

for given 1 < k < nand (J, M) € U ., where J;\,]k,R,d(t’ J, M), J;?k,R,é(t’ J, M) are given by (10.19),
(10.20). This will be the aim of this section.

Throughout this section, s € N, ¢; € C.(R?) will be fixed, (N, €2, €3) are in the scaling (4.24),
Bo > 0, up € R, T > 0are given by the statements of Theorem 5.7 and Theorem 5.14, and the parameters
n,d, R, 1, €, a satisfy (9.4).

11.1. BBGKY hierarchy pseudo-trajectories and proximity to the Boltzmann hierarchy
pseudo-trajectories

In the same spirit as in Subsection 10.3, we may define the BBGKY hierarchy pseudo-trajectory.
Consider s € N, (N, e, €3) in the scaling (4.24), k € Nand ¢t € [0, T]. Let us recall from (7.2) the set

Te(®) ={(t1, o ti) €RF 1 0=tgyy <t < ... <ty <tog=t},

where we use the convention 7y = 7 and t4,; = 0. Consider (¢1, ...,tx) € Tx (1), 0 € Sk, J = (J1, --» Jk)>
M = (my,...,my), (J,M) € Us ko, and foreachi = 1, ..., k, we consider (wy, ;, Vo) € SflU{_lez(ri.

The process followed is similar to the construction of the Boltzmann hierarchy pseudo-trajectory.
The only difference is that we take into account the diameter e, or the interaction zone €3 of the adjusted
particles in each step.

More precisely, we inductively construct the BBGKY hierarchy pseudo-trajectory of Z, = (X, Vi) €
R24 as follows:

Time 7o = 1: We initially define Z (15) = (x (1), ... xY (15), vV (13), ... v (1)) =

Time t;, i € {1, ..., k}: Consideri € {1, ..., k} and assume we know

Zﬁ&,—,l (ti_—l) = (xiv(ti_—l)"“ (tt 1) Vi (tl 1) s+a'L ](tl 1))

N _ (N N
We define ZH&L_?](t;r) = (xl (tl.+),..., . l(t+) vV (), .. S+0_ I(t+)) as

Sw (@) = (Xffro ) = (e = tl)sz () VSIZU-, ](ti_—l))‘
We also define Zﬁ&[(ti_) = (xf’(tl-_),.--, N _ ()N (@), "’Vﬁ.&[(ti_)) as

.S+(T

(N @ (1)) = N v @) Vi e (s + T\ (i),
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For the rest of the particles, we distiguish the following cases, depending on o;:

oog;=1:1fj;=-1:

(< ), v ) -

(e, 070925, :

CARCONTRTH]

N [+
(xml- (ti ) - 62(1.)54,5-1, s VS+5’,')’

while if j; = 1:

N (.— N (.~ . N N’
(5 () v, (1)) = (6 a0, D),
N (.~ .N ) _ (Nt N
('xs+5',- (1) vz, (1 )) = ('xn’h'(ti ) +62a)s+0-i,V;+5.i),

where (v (1), Viee) = Toys, (v (D), veas,)-

oogy=21fj;=-1:

(s ). v, (1))
(xi‘\i&i—l(ti_)’ Vsl\i&i—l(ti_)) :

(xﬁ&i(ti_)’ Vi, (t"_)) :

(xh .72, 1),

N
(xmi (t:.) - \/5630)5'-!-5'[—1’ vS+5’;—1)’

(xrl:ll,- (t:—) - \/§€3ws+5'i s VS+5’,~)’

while if j; = 1:
(60 ), v 7)) 5= (i (e, v ) ),
(xﬁ&f] (1), V5,1 (’i_)) :

(xﬁ;,,_(t{), Vﬁ&i(ti_)) :

N
(‘xm[ (t;—) + \/5630')S+5'i—13 V:‘F(}i_l)’

N
(xml, () + \/563a)s+5.i, v;&i),

Where (VZ,*(I;)a V:+6’,‘—] i V;+(‘;i) = Tws+(’;i,],ws+ﬁ'i (Vrlyli (t:—)a VS+(7'1‘—15 VS+5'i)‘

Time 7;,; = 0: We finally obtain

200,00 =205, (1) = (Xsl\i&k (6) =1V i3, (6): Viiz, (IZ))-
We give the following definition:

Definition 11.1. Let s € N, Z, = (X,,V,) € R, (t,...12) € Te(0), J = (1o i)y M =
(my,....,mg), (J,M) € Usy, and for each i = 1,..,k, o € S, we consider (we, i, Vo,,i) €
Sfov—l X B;le(ri . The sequence {Zé\fr 5, l(tlff)}izo k+1 constructed above is called the BBGKY hierarchy
pseudo-trajectory of Z.

.....

We now state the following elementary proximity result of the corresponding BBGKY hierarchy and
Boltzmann hierarchy pseudo-trajectories.

Lemma 11.2. Let s € N, Z; = (X,,V,) € R4, 1 <k <n, 0 € S, (J,M) € U .o, t € [0,T]
and (t1,....,tx) € T(t). For eachi = 1,...,k, consider (wy, i, Vo,.i) € Sf‘r"_l x R49% Then for all
i=1,...kandt=1,...,s +0;_1, we have

b (1) = x2 ()] < V2e3(i = 1), WY () = v (). (11.1)
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Moreover, if s < n, then for each i € {1, ..., k}, there holds
XNo (1) = X35 (D)| < n'Pes. (11.2)

Proof. We first prove (11.1) by inductiononi € {1, ..., k}. Fori = 1, the result is trivial since the pseudo-
trajectories initially coincide by construction. Assume the conclusion holds for i € {1, ..., k — 1}; that
is, forall £ € {1, ..., s + 0_1}, there holds

b (65) = x2 ()| < V23— 1) and vV (1) = v3(1)). (11.3)
We prove the conclusion holds for (i + 1) € {2, ..., k}. We need to take different cases for j; € {-1,1}

and oy € {1,2}.
o o0y =1, j; = —1: For the Boltzmann pseudo-trajectory, we get

X5 ) = X2 () = (4 — VO ), VR = VR, Yee {1, s+Tia)\ {mi),
X (F21) = X0 (1) = (ti = i )VE (1), v (1) = v (1),

x;.j.a-l.([;.]) = XE,. (t:—) =t - ti+1)V.v+E,¢» V:.(;l.(t;.]) = Vs+ayo
while for the BBGKY hierarchy pseudo-trajectory, we get

(6 =x) @) = (= i)Y (1)), (tm)—v (t7), Yee{l,...s+0i-1}\ {m},
x,ﬁ’,(tltl) = xp (7)) = (ti =ty (65), v () = vm,(t~)

S+O’ (tH.]) = 'x (t+) - (tl tl’+1)vS+(~7-_i - €2wS+5',-’ S+O' (tl+]) vS+(~7-'i'
So, for any € € {1, ..., s + 0;_1 }, the induction assumption (11.3) implies
N N ) )
¢ W) =ve () =vg () = vy (t5),
b (15,) =22 (5 )] = 11N (1) = x2(1)] < V2es (i - 1).
Moreover, since €, << €3, for £ = s + 7, we get

N _ g+ _ +
Vorg, (1) = Verd, = Vg, (1),

N . .
b, (1) = x5, (1)1 < b, () = xin (D | + @l oz, | < V26(i - 1) + & < V2esi.
o oy =1, j; = 1: For the Boltzmann hierarchy pseudo-trajectory, we get
J y p Yy Y. g

xp () =xg0 () = (1 — i) (1), Vo (L) =ve (@), VEe{l, . s+ 01} \ {mi},
Xn, (tF1) = X, () = (i =tV (), v (80) = v, (),

00 + _ 00 .+ ’ oo + i
Xovg, Ti) = X, () = (i = tin)Vi, 5 Vg, () = ViG,-
and for the BBGKY hierarchy pseudo-trajectory, we obtain

(t,+1) =X (t+) (i ti+1)V?] (t;r)a (tl+1) =V (t+) Vee{l,..,s+0i1}\ {m},
(tl+]) = 'x (t+) ( i~ ti+])V,]Xi,(t;—), Vm,- (tl‘+]) = le (t+)

s+(r (ll+l) = x (t+) ( ti+1)v;+a‘-’. + E2ws+(7',-, Y+0' (tH.l) = vS+U'L
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For ¢ € {1,...,s + 0;_1} \ {m;}, the induction assumption (11.3) yields

N N
vp (1) =vp () = vy (6]) = vy (1),

e (10) = X7 (1)) = b (1) = X7 ()] < V2es(i = 1),
and for £ = m;, it yields

N N/ ’
Vi, (G541 = Vi, (1) = Vi, (1) = v (17,

e (1) = Xom (6,1 = Py, (67) = xim (5))] < V2e3(i = 1).
Moreover, since e; << €3, for £ = s + 0, we obtain
N + 7 _ +
Voa i) =Vviz = Vg, ()
N N . .
W (1) = x5 ()] < el (1) = x5, ()] + @2l | < V2es(i = 1) + e < V2esi.

o 07 =2, j; = —1: For the Boltzmann hierarchy pseudo-trajectory, we get

xp(th) =xp(6)) = (ti = tin)Vy (6]), vy () =ve(t7), Yee{l,..,s+0-1} \ {m;},
X (1701) = X0, (67) = (ti = tix)Vin (6))s v (851) = v (1),
x;’ig-i_l(t;]) = x;onoi (t:—) - (ti - ti+l)v&i—l’ V;o(t:ll) = Vstoi-1»

x;j_a—i (t:—.{.]) = xzi (t:-) - (tl - ti+1)vs+5'i s V;ia—i (t:—.{.]) = VS+5'5,
while for the BBGKY hierarchy pseudo-trajectory, we get

(tl+1) =Xy (t+) (t; li+1)V2V (t;r)’ N(l;.]) = V?] (), Vee{l,..,s+0i-1}\ {mi},

N N
xmi (ti+1) = 'xmi (t:-) - (tl - ti+l)vm,~ (t:—)a m, (tl+1) = V (t )
N

N N
x\-+5-._1(t:.+1) =Xm; (t-"-) - (ti - ti+l)Vs+5',-—1 - \/_63ws+5-,-—1’ Verdi—1 (t;':.l) = Vs+ai-1>
N
.S+0' (tH.]) = xm, (t+) ( i — ti+])Vs+5-i - \/5530)“67, VS+(7',' (t;‘:.l) = VS+(7',"

So, for any ¢ € {1, ..., s + 0y_1 }, the induction assumption (11.3) implies

¢ () = vy () = vE () = vP (1),

b (14,) = x2 () = Y (1) = x2 ()] < V2633 - 1),

Moreover, for £ = s + 0; — 1, we get

N + _ _ S +
Vs+5-,——1(ti+1) = Vs+oi-1 T V5,1 (ti+1)7

N o () = x5 )] < o () = xm, ()| + V263|051 | < V263(i = 1) + V2e3 = V2esi.
and for € = s + 7, we get

N oy _ __ +
S+ (ti+1) =Vs+oi = Vr:ig-. (ti+1),

b, (1) = x5 5, (E D] < b (1) = o (D) + V263 w1, < V2e3(i = 1) + V2e3 = V2esi.
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o 07 =2,j; =1:For the Boltzmann hierarchy pseudo-trajectory, we get

xp (thy) =xp (6) = (G =tV (1), vy () = vy (6), Ve {l,..,s+aii}\ {m},
Xy (1) = X, () = (0 = tis))Vi " (17), v (1)) = v (8),

x;ig- 1(1‘;—4.1) = Xffi,.(t?) - (ti - ti+l)Vs+5_l.,1,

vS+0'l—1(tl+l) _s+o' -1’

xs+5—i(ti+1) = xm,— (t:—) - (t - ti+1)V;+(~Ti, Vordi (t,+1) Vs

and for the BBGKY hierarchy pseudo-trajectory, we obtain

xﬁ,v (t;.:'l) = x?j(t;r) - (t - ti+1)v?] (t), vleV (t;.:-l) = v?/ (t7), Vee{l,...s+0_1}\ {m},
xﬁ,« (t) = x%(t;') - (t - fi+1)VrIZi* (), VZ,»(I:H) = V%i*(t;-)’
xﬁ&fl(t;l) = xp, () = (1; - L)V, z, 1 + V2e3045,-1,
Vﬁ&,-—l(’;l) = VGt
X (1) = 2 (1) = (1 = 1001V, 5, + V2€30545,,
vs+6-i(ti+l) = Vs+a”-,»‘

For ¢ € {1,...,0y_1} \ {m;}, the induction assumption (11.3) yields

N =) = v ) = vP(eh),
N () =22 ()] = Y (1) = x2 (D] < V2e(i - 1).

Thus, for £ = m;,

m,(tl+1) = V (t+) = V (t+) =Vy (t1+1)

e (£5,0) = xm (a8 )1 = X (1) = x5 (69)] < V2es(i - 1),
fort=s+o0; -1,

N + L _ o +
Vs+5-l-—1(ti+1) - Vy+<~ri—l - Vs+z~r,-71(ti+1)’

) xS (D] < I () = x5 (D] + V26 |wgez, | < V2e(i - 1) + Ve = Vesi,
and for £ = s + 0y,

— _ +
s+0' ([l+1) V o v:{-b’-i(tﬂl)’

x5 (1) =X ()] < by, (1) = x5 5, (D) + V263 |wyiz,| < V2es(i = 1) + V263 = V2esi,

Combining all cases, (11.1) is proved by induction.
To prove (11.2), it suffices to add for £ = 1, ..., s + 0_1, and use the facts 1 <i < k—1,07-] < 07 <
0k—1 < 2k < 2n, from (7.6), and the assumption s < n. O

11.2. Reformulation in terms of pseudo-trajectories

We will now re-write the BBGKY hierarchy and Boltzmann hierarchy truncated elementary observables
in terms of pseudo-trajectories.

Let s € N and assume s < n. For the Boltzmann hierarchy case, there is always free flow between
the collision times. Therefore, recalling (10.20) and (10.26), for X € A?(eo), 1<k <n oes,
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(J,M) € Us k.o, t € [0,T] and (¢4, ...,tx) € T s(t), the Boltzmann hierarchy truncated elementary
observable can be equivalently written as

JZ t,J,M)(X;) = s(Vs
s (81 XD /MET(XS)¢( )L,5<t>ﬂ;](zg(,;>) /B (Z55,, (D))

Ink
k . (11.4)

X lil b-;'i (wﬂ'i,i’ Voy,i» V;i,' (t:—)) ()(S+a—k) (Z;):-E'k (0+)) 1_1[( dwa’i,i dvﬂ'i,l') diy...dr dVs.
1= i=

Now we shall see that due to Lemma 11.2, it is possible to make a similar expansion for the BBGKY
hierarchy truncated elementary observables as well.

More precisely, fix X; € AX(e), 1 < k < n, 0 € Sk, (J,M) € Us .o, t € [0,T] and
(t1,....1%) € Tr.s(t). Consider (N, &, €3) inthe scaling (4.24) such that e; << 5e; andn3/?e3 << a. By

Lemma 10.1, given Vy, € M$(Xs), we have Z; € G (€3, €9, §). By the definition of the set G (€3, €0, 9),
see (10.1), and the fact that €, << €3, we have

Zs € Gy(e3,€,6) = Zy(1) € Dy .05 VT 20,
and thus,
Pz (15) = 5 "z (17), VYt e [n,to], (11.5)

where W, given in (3.56), denotes the s-particle (e;, €3)-interaction zone flow and @, given in (3.57),
denotes the s-particle free flow respectively. We also have

Zs = (XS9‘/S) € Gs(€3’ 50’6) = Z?o([_l'—) € G‘v(6070)~

Foralli € {1, ..., k}, inductive application of Proposition 9.2 or Proposition 9.6, depending on whether
the adjunction is binary or ternary, implies that

7% (141) € Gty (€0,0), V(W0 00,0) € BS, (Z25 (1) (11.6)

32

Since we have assumed n’/“e3 << @ and s < n, (11.2) from Lemma 11.2 implies

00 a .
XN () =X5s ()< 5 Vi=lo.ok (11.7)

Then, (9.6), (9.10) from Proposition 9.2, or (9.59), (9.63) from Proposition 9.6, depending on whether
the adjunction is binary or ternary, yield that for any i = 1, ..., k, we have

WTiZN _ (7)) =T ZN _ (17), Yt € [t til,

s+0; T s+o s+0; T s+o
where ¥, 5 and &, 5, denote the (s + 0;)-particle (e, €3)-flow and the (s + 0;)-particle free flow,

given in (3.56) and (3.57), respectively. In other words, the backwards (e;, €3)-flow coincides with the
free flow in [#;41,#;]. Finally, Lemma 11.2 also implies that

v () = v (1), Vi=1,..k.
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Therefore, for Xy € AX (&), and (N, €, €3) in the scaling (4.24) with n633/2 << aand & << e, the
BBGKY hierarchy truncated elementary observable can be equivalently written as

JN (1,0, M)(Xy) = A / ¢ (V)/ / /
s,k,R,8,0 N N,e2,63 ME (Xy) sV T s() B,c"l(z;o(,;)) . (:iakl(z*))

k
x| ] 6% (@ais varis v () S (25, (07)) (11.8)
i=1

X (dwm.,,- dv(ri,i) dty...dt dVy,

:'»

i=1

where, recalling (4.19), (4.22), we denote

sko A2 A3 (11.9)

N,e.63 N,e,s+0i_1 N,e,s+0_1"

Remark 11.3. Notice that for fixed s € Nand k > 1 and o € Sk, the scaling (4.24) implies

| gske k(s +26)

Newes S 3 k(s +20)e ! = k(s +2k)el "2, (11.10)

In particular, As k /‘ 1 as N — oo and €, €3 — 0% in the scaling (4.24).

Letus appr0x1mate the BBGKY hierarchy truncated elementary observables by Boltzmann hierarchy
truncated elementary observables defining some auxiliary functionals. Let s € N and X, € AX (e). For
1<k<n,oeS,and (J,M) € Us k.o, We define

Porsattsmn=[ o[ f -
e MES(Xs) Ti.s (1) IBG (Z8 (1)) B, ( e (,+))
k

k

x ]_1[ bl (W is Vi i (1)) 1377 (21 (o*)) E[(dwgi,i dvy, ;) diy...dty dVy.
= 1=

(11.11)

We conclude that the auxiliary functionals approximate the BBGKY hierarchy truncated elementary

observables JNk r.s» defined in (11.8)

Proposition 11.4. Let s,n € N, with s < n, «, €y, R, 1, § be parameters as in (9.4), andt € [0,T]. Then
forany ¢ > 0, there is Ny = N\({,n,a,n, €) €N, such that for all (N, €, €3) in the scaling (4.24) with
N > Ny, there holds

n

Z Z Z 3k .50 (1T M) = T g 5.6 (1. M)l (X (a)) < Cats o, 1051l RAG*3m 12,
k=1 TSy (J,M)els

(11.12)

In the case of tensorized initial data and approximation by conditioned BBGKY initial data (see
Proposition 6.5), the estimate can be improved to

n

Z Z Z ||J‘kR5,T(l J, M) - ‘dea(’ J, M)”L“(AX(EO))

k=1 o€Sk (J,M)€Us ko

3 1/2
< Cl o gy 05l RICHD 2, (11.13)

forall (N, e, €3) in the scaling (4.24) with N large enough.
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Proof. Fix 1 < k < n, 0 € Sx and (J,M) € U, x.». Consider (N, €, €3) in the scaling (4.24).
Remark 4.2 guarantees that we can consider N large enough such that e; << n’e; and n’/%e; << a.
Triangle inequality and the inclusion AX (&9) € AX (&/2) yield

N N
Wokr.o.0(0ds M) =Tk g6, (] M)l L= (a% ()

N ko TN
< ”Js,k,R,é,O'(t’ Js M) - Aj\’,e::q‘]s,k,li’,é,o'(t’ Js M)||L°°(A§(E()/2)) (11.14)

’k’ ’W

+(1- AjV,E::Q)”Js,k,R,J,a'(t’ J, M)||L°°(A§(eo))~

We estimate each of the terms in (11.14) separately. For the first term, let us fix (1, ..., tx) € Tk, s5(2).
Applying (10.18) fori = k — 1, we obtain

Z;)iﬁ'k—l (tz) € GS+a'k,1 (60’ O)

3/2

Since s < n and n°’“e3 << a, (11.2), applied for i = k, implies

N + 0 +
|XS+5'k,] (tk) - XS+(7'k_| (tk)| <

D[R

Therefore, (9.7), (9.11) from Proposition 9.2, or (9.60), (9.64) from Proposition 9.6, depending on
whether the adjunction is binary or ternary, imply

ZN 5 (0%) € Gz, (0/2,0) € Az, (€0/2). (11.15)

S+5’k

Thus, (10.24)~(10.25), (10.29), (11.8)~(11.11) and crucially (11.15) imply

N sk,o TN
sk r.5.0 (T, M) = AN,éz,es‘,S’k,R,é,U(l’ S, M) || (AX («/2))

ck _ _
d,s, T d(s+3k) || £(s+5%) (s+0k)

< = Igslig, RTCFOUATE™ = 3" 7 I a o, (e0/2)
ck _ _
d,s,T d(s+3k) || £(s+T%) (s+0%)

< = 10slleg REEOUATT = 157 s Dy, e (1116)

as long as €3 < €/2V2 (i.e., N large enough) so that A, 7, (€0/2) C D5y .6,
For the second term, by (10.28), we have ||f()(s+‘r">||Loo < e *RK0 | Fy |l o0~ Therefore, using
(10.24)— (10.25) and (10.29), we obtain

k
Cd,s,uo,T

2 Msllzg, RO Follo gy - (11.17)

N
sk 5.0 T M)l (4% () <

Adding over all (J,M) € Us k.o, 0 € Sk, k =1, ...,n, using (11.16)—(11.17) and the scaling estimate
(11.10), we obtain

n
D2 Wk (M) =T (T Mo ) S €l Nl RO
k=1 oeSk (J.M)eUs ko

S+Ok S+Ok ||F0||<>o,/30,,u0
[ s s I T o ¢ At )
ke{l,....n} oSk 3

Since n is fixed, (11.12) follows from convergence in the level of initial data.
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In the case of tensorized initial data and approximation by conditioned BBGKY initial data, the

estimate can be improved to (11.13) using (6.2) and the fact that N eg 2L, ]

By the proximity Lemma 11.2 and the uniform continuity assumption on the initial data, we also
obtain the following estimate:

Proposition 11.5. Let s,n € N with s < n, a, €, R, 1,6 be parameters as in (9.4) and t € [0,T]. Then
Jorany ¢ > 0, there is Ny = Ny({,n) € N, such that for all (N, €, €3) in the scaling (4.24) with N > N,
there holds

n

D D keI M) =TS g s o (6T M)l (0% () < Cotg o sl RO L2,
k=1 oeSk (J.M)eUs k.o

(11.18)

In the case of Holder continuous C%7, y € (0, 1] tensorized initial data (see Remark 6.3), the estimate
can be improved to

n

Z Z Z ”J_i\,[k,R,é,O'(t’ J, M) - J;Xjk’R’é’a-(ty J? M)”L‘X’(Ai((éo)) < Ccnl,s,,u(),T”¢S||L€/1 Rd(s+3n)6’y,
k=1 o€Si (J.M)eUs ko

(11.19)

Jorall (N, e, €3) in the scaling (4.24).

Proof. Let{ > 0.Fix1 <k <n,o € S and (J,M) € U, ;.. Since s < n, Lemma 11.2 yields

1ZN 5 (0%) = 235 (0%)] < Von*Pes,  VZ, € R*. (11.20)

S+5’k s+0

Thus, the continuity assumption (6.5) on Fyp, (11.20), the scaling (4.24), and (4.26) from Remark 4.2
imply that there exists Ny = N>(, n) € N, such that for all N > N;, we have

|fo(s+5'k) (Zi\j—&k (O+)) _ 0(S+5'k) (ZOO~ (0+))| < Cs+5'k—lé«2 < CS+2k—l§2’ VZS € RZdS. (1121)

S+0

In the same spirit as in the proof of Proposition 11.4, using (11.21), (10.24)—(10.25), (10.29), and
summing over (J, M) € Us k.o, 0 € Sk, k = 1, ..., n, we obtain the result.
In the case of tensorized C%” data, one can easily see by induction that for any ZooZ,,5 €

_ S+ 0
R24(5+0%) e have

s+0x S+Ok o —1 =
77 (Zguz,) = 17 T2 5O S IR [folcooV2d (s + T\ Zorz, = 2Ly, |7

= Cs+5-k_1|ZS+f~Tk - Z;+5—k|y
Thus, by (11.20), we have
|f0(s+0'k) (Zi:’—&k (0%)) — fO(s+O'k) (Z;j-a—k (0")] < Cs+5-k—16y,

and the estimate (11.19) follows in a similar manner as estimate (11.18). ]
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11.3. Proof of Theorem 6.8

We are now in the position to prove Theorem 6.8. Fix § > 0, s € N, ¢, € C.(R%*) and ¢ € [0,T].
Consider n € N with s < n, and parameters «, €, R, 7, 0 satisfying (9.4). Let { > 0 small enough.
Triangle inequality, Propositions 7.5, 10.2, 10.5, Remark 10.3, estimates (11.12), (11.18) and part (i) of
Definition 6.1, yield that there is N*({) € N such that for all N > N*, we have

B _
7Y (1) = 17 Do (a3 () < C(2*" pe TRy 6C") + CMRYMnp s 4 o RN 22 (11.22)

where C > 1 is an appropriate constant.

We now choose parameters satisfying (9.4), depending only on £, such that the right-hand side of
(11.22) becomes less than £.

Choice of parameters: For { sufficiently small, we choose n € N and the parameters ¢, 17, R, €y, @ in
the following order:

max{s,logz(Cg‘l)} <<n, &<<C™*

max{l,‘/gﬁgl/Zlnl/Z(Cé’—l)} << R << g \4dng-1/4d, (11.23)
8d+4 . . .

n<< {41, € <<min{f,nd}, «a << e min{l, R "n}.

Relations (11.23) imply the parameters chosen satisfy (9.4) and depend only on . Then, (11.22)—(11.23)
imply that we may find Ny({) € N, such that for all (N, €) in the scaling (4.24) with N > Ny, there holds

. €<6 0
1Y (1) = I (t)”Loo(Agf(g)) < Y0 -1 (t)”Loo(Ag((q))) <Jd,

and Theorem 6.8 is proved.

Proof of Corollary 6.10
By Theorem 5.20, we have that F' = (£®5);en, where f is the mild solution of the ternary Boltzmann
equation. Therefore, in the same spirit as before (using estimates (11.13), (11.19) instead of (11.12),
(11.18)), for N large enough, we have
(s) ®s -n —IER2 n n padn &L n p4dn
1y £ (8) = Ly £ (D)l () < c(z +e R 45 ) + ORI i 4 Cr RN Y
(11.24)

where v, = min{1/2,y} € (0, %] and vy is the Holder regularity of fy. Consider 0 < r < ..
Choice of parameters: For N large enough (or equivalently for e small enough), we choose n € N
and the parameters 0, 77, R, €, @ in the following order:

max{s, logz(Ce‘/*)} <<n, 6<<erCc D,

max{l,w@ﬁg“z 1n1/2(c6*%)} << R << emdr V4, (11.25)
4d+2)

n<<edadr” e <<min{f,ns}, a << emin{l,R'n}.

Then by (11.24), for N large enough, we take

. €<6 ’
g, £ (1) = I, FE Dllpoax ey < Moo f3) (1) = Loy F25 (Ol (aX (er)) < €

and Corollary 6.10 is proved.
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12. Appendix

In this appendix, we present some auxiliary results which are used throughout the paper.

12.1. Calculation of Jacobians

We first present an elementary Linear Algebra result, which will be useful throughout the manuscript
for the calculation of Jacobians. For a proof, see Lemma A.1 from [2].

Lemma 12.1. Letn € N, A # 0 and w,u € R". Then
det(Al, + wul) = 1" (1 + A~ (w, u)),

where I, is the n X n identity matrix.

12.2. The binary transition map

Here, we introduce the binary transition map, which will enable us to control binary postcollisional
configurations. Recall from (2.2) the binary cross-section

by(wi,v1) ={(w,v1), (w1,v1) € S{7T xRY

Given v, vs € RY, we define the domain Q := {w; € R? : |w;| < 2, and by(w;,v2 — vi) > 0}, and
the set S | = {w; € Sld‘l : by(wy, vy —vy) > 0} C Q. We also define the smooth map ¥ : RY — R

Vi,V2

by W(w)) := |w1|*. Notice that the unit (d — 1)-sphere is given by level sets of ¥ i.e. S{~! = [¥ = 1].

Proposition 12.2. Consider vi,v, € R? and r > 0 such that |vi — vo| = r. We define the binary
transition map Jy, », : Q — R? as follows: >

Tviom(W1) = r_l(vi -Vv}), weQ. (12.1)
The map J., v, has the following properties:
1. Jy,.v, is smooth in Q with bounded derivative uniformly in r; that is,

||Dk7\/1,\/2((")1)”Do < Cds vwl € Q’ (122)

where || - || denotes the maximum element matrix norm of D Jy, v, v, (w1).
2. The Jacobian of J,, v, is given by

Jac(Joy o) (@1) = b (w1, v2 —vi) >0, Yo € Q. (12.3)
3. The map Jy, v, : Sy, = S‘lj_l \ {r~'(vi = v2)} is bijective. Moreover, there holds

S\J’rl,vz =[¥o Ty =1 (12.4)

4. For any measurable g : R — [0 + oo], there holds the change of variables estimate

[ @0 dumt@niied,n@ildor s [ sonan. (125)
5$],v2 S1 -
Proof. The proof is the binary analogue of the proof of Proposition 8.5. in [5]. O

14We trivially extend the binary cross-section for any w € R9.
15We trivially extend the binary collisional operator for any w € Q.
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