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Abstract
Survey research in the Global South has traditionally required large budgets and lengthy fieldwork. The
expansion of digital connectivity presents an opportunity for researchers to engage global subject pools
and study settings where in-person contact is challenging. This paper evaluates Facebook advertisements
as a tool to recruit diverse survey samples in the Global South. Using Facebook’s advertising platform, we
quota-sample respondents in Mexico, Kenya, and Indonesia and assess how well these samples perform
on a range of survey indicators, identify sources of bias, replicate a canonical experiment, and highlight
trade-offs for researchers to consider. This method can quickly and cheaply recruit respondents, but these
samples tend to be more educated than corresponding national populations. Weighting ameliorates sample
imbalances.Thismethod generates comparable data to a commercial online sample for a fraction of the cost.
Our analysis demonstrates the potential of Facebook advertisements to cost-effectively conduct research in
diverse settings.

Keywords: Facebook; Global South; Meta; public opinion; social media; survey error; survey samping

Survey research in the Global South traditionally requires local enumerators to conduct face-to-face
surveys with respondents, necessitating large budgets and lengthy fieldwork. Historically, there have
been few alternatives to in-person recruitment due to poor electricity coverage and limited phone
or internet connectivity. However, today much of the world’s population is digitally accessible. By
the end of 2022, an estimated 68% of the world’s population had a mobile phone subscription, and
approximately 55% had access to mobile internet (Rotondi et al., 2020; GSMA, 2023). This connec-
tivity presents an opportunity for public opinion researchers seeking to collect data in settings where
on-the-ground, resource-intensivemodels of research are costly or challenging, such as due to natural
disasters, violent conflicts, or pandemics.

This paper evaluates one emerging method to recruit online samples: social media advertise-
ments. The analysis builds on prior work finding that low-cost online platforms allow scholars to
generate valid survey-experimental results (Berinsky et al., 2012; Mullinix et al., 2015; Coppock and
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under the terms of the Creative Commons Attribution licence (http://creativecommons.org/licenses/by/4.0), which permits unrestricted
re-use, distribution and reproduction, provided the original article is properly cited.
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McClellan, 2019). We take this research program a step further, asking if Facebook can be used to
generate high-quality samples for broader survey research purposes. According to Meta, Facebook’s
parent company, Facebook had over 3 billion monthly active users as of June 2023 (Meta, 2023),
more than a third of the global population. As such, it is the most widely used social media platform
around the world (Ortiz-Espina, 2019). Given this massive user base, the platform offers researchers
access to nationally, culturally, and demographically diverse global populations. Scholars are already
using the platform to quickly and cheaply recruit diverse populations (Ryan, 2012; Kapp et al., 2013;
Broockman andGreen, 2014; Ramo et al., 2014; Samuels andZucco Jr, 2014; Bond andMessing, 2015;
Hirano et al., 2015; Jäger, 2017; P ̈otzschke and Braun, 2017; Bicalho et al., 2020; Grow et al., 2020;
Rosenzweig, 2021; Finkel et al., 2023; Grewal, 2023; Kilavuz et al., 2023; Noh et al., 2023; Jacobson,
2024; Offer-Westort et al., 2024), but survey methodologists caution against an uncritical adoption
of new recruitment methods without considering possible limitations on survey sample quality (e.g.,
Ansolabehere and Schaffner, 2010; Berinsky et al., 2012; Ternovski and Orr, 2022). To this end, we
provide a systematic assessment of the opportunities and drawbacks of Facebook advertisements as
a recruitment tool in the Global South.

While most research has used Facebook to recruit convenience samples or specific target pop-
ulations, an emerging literature has assessed whether the platform can also recruit nationally
representative samples. As Boas et al. 2020 demonstrate in India and the United States, Facebook’s
high penetration and diverse user base make the platform an attractive tool for recruiting nation-
ally representative samples. Zhang et al. 2020 demonstrate this potential by using targeted Facebook
advertising to recover an approximately nationally representative sample in the United States.
Neundorf and Öztürk (2023) show how different targeting strategies influence the cost and repre-
sentativeness of samples recruited in the UK, Turkey, Spain, and Czechia. This research underscores
Facebook’s potential for survey sampling, but researchers are still left with a geographically and
conceptually incomplete understanding of the platform’s benefits and drawbacks.

Here, we expand the geographic scope and conceptual underpinnings of Facebook’s potential as
a recruitment tool for survey respondents. To provide the conceptual scaffolding for our analysis, we
apply the Total Survey Error framework (Deming, 1944; Ansolabehere and Schaffner, 2010; Groves
and Lyberg, 2010). We follow prior work (Berinsky et al., 2012) in using a canonical survey experi-
ment to show that Facebook passes the (low) bar of providing a platform for conducting valid survey
experiments. To explore the tool’s use for broader public opinion research applications, we compare
the demographic composition and estimates of political attitudes from Facebook-recruited samples
in Kenya (n = 1,528), Mexico (n = 5,168), and Indonesia (n = 3,277) with estimates derived from
nationally representative benchmark data sets in each country.We also compare our Facebook sample
in Indonesia with an online sample recruited by a survey firm, which is the likely alternative for most
researchers. Our analysis of survey error highlights the sources of potential bias in Facebook survey
samples, exposes which sources of bias researchers can control, and illuminates how researchers can
reduce bias.Whereasmost existing studies have focused on theU.S. and Europe, we evaluate the qual-
ity of Facebook-recruited samples in low and middle-income countries with lower levels of internet
access, literacy, and Facebook marketing investment.

We show that quota sampling, which is also useful in other survey modalities, can help to
overcome the bias inherent to using the Facebook user base as a sampling frame for national
populations. Practically, we find that the Facebook platform allows for quick and cheap recruit-
ment. However, our analysis also shows that researchers should tailor their use of this sam-
pling method to both the type of research question asked and the target population of inter-
est, and we show specific steps that researchers can take to reduce survey bias. More broadly,
many other survey recruitment and implementation modalities face challenges of bias, noise,
and nonresponse that are similar to those we highlight with Facebook. As such, we hope this
paper is broadly useful to researchers considering the trade-offs involved in using other new
platforms.
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Figure 1. Components of representation error in Facebook samples.

1. Conceptual framework: defining and measuring sources of survey error in public opinion
samples

Our definition of survey quality builds on prior assessments of cost-quality trade-offs in public opin-
ion samples. Scholars have assessed the quality of samples recruited through Amazon’s Mechanical
Turk (MTurk) (Berinsky et al., 2012;Huff andTingley, 2015), PrimePanels (Litman et al., 2017), Lucid
(now Cint) (Coppock and McClellan, 2019; Ternovski and Orr, 2022), Google Consumer Surveys
(Santoso et al., 2016), and Facebook Advertising (Kosinski et al., 2015; Jäger, 2017; Boas et al., 2020;
Zhang et al., 2020; Neundorf and Öztürk, 2023). Much of this work focuses on the quality of U.S.
online samples, typically by comparing sample demographic statistics with the U.S. Census (Berinsky
et al., 2012; Huff and Tingley, 2015; Coppock and McClellan, 2019; Zhang et al., 2020). These assess-
ments are relatively straightforward in theU.S., where high-quality census data are frequently updated
and many probability and quota samples are available as benchmarks.

We extend this work to three settings in the Global South, while also conceptually disaggregating
and empirically assessing the types of errors that threaten the validity of conclusions drawn from
Facebook surveys. We define error as unobserved disturbances that influence a statistical quantity
of interest. Such error is problematic if it causes survey estimates to differ systematically from true
population parameters. These systematic differences reflect bias in our estimates.

We use the Total Survey Error framework, first developed in the 1940s (Deming, 1944) and used
by modern survey researchers (e.g.,Ansolabehere and Schaffner, 2010; Groves and Lyberg, 2010;
Groves et al., 2011; Lyberg and Weisberg, 2016), to define the distinct sources of error that threaten
the external validity of conclusions derived from Facebook-recruited surveys. Since the framework’s
introduction, survey methodologists have defined two groups of quality indicators for survey statis-
tics: measurement error1 and representation error (Groves and Lyberg, 2010; Groves et al., 2011).
Here we focus on the latter. Errors of representation are systematic or random imperfections in the
relationship between a target population, sampling frame, and sampling units, and they threaten
external validity.

Figure 1, adapted from Groves et al. 2011 and Groves and Lyberg (2010), shows the inferential
steps required to draw population conclusions from a Facebook-recruited survey sample. First, cov-
erage error is defined as the gap between a target population and a sampling frame. In our case, the
target population is a country’s national adult population, and the sampling frame is the national
adult population with a Facebook account in that country. The existence of adult residents with-
out Facebook accounts will generate “undercoverage.” Coverage bias is quantified as the difference

1Measurement error addresses gaps between the constructs that a survey is designed to assess, themeasures used in a survey,
and responses to thosemeasures.Measurement error is primarily amatter of questionnaire design and is not platform-specific.
Still, we do examine one type—respondent attention—in the SI to assess if this component of measurement error might affect
Facebook sample quality differently than on other platforms.
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between the mean value of a descriptive statistic in the national population and the Facebook popu-
lation. Second, sampling error arises because not all individuals in the sampling frame are surveyed.
Random sampling variation occurs since many different sets of individuals could be drawn from the
sampling frame, simply by chance. Sampling bias arises when individuals in the sampling frame have
unequal chances of being included in the sample. Third, unit nonresponse error arises when some
sampled individuals fail to record meaningful and complete survey responses. Unit nonresponse is
the gap between people who click on the advertisement for our survey and those who finish the
survey. Nonresponse bias arises if certain types of people are more likely to finish the survey than
others, and if there is a relationship between the likelihood of finishing a survey and survey responses.
Finally, adjustment error arises when researchers weight data to give greater representation to cases
that are underrepresented in the sample. These weights are used to reduce coverage, sampling, and
nonresponse bias, but they can also increase these biases (Bailey, 2024).

We examine total survey error and disaggregate its components with two sets of empirical analy-
ses. Our analyses build on prior work that compares survey-derived statistics to external benchmarks,
such as a “gold-standard” survey, census, or re-interview data (Ansolabehere and Schaffner, 2010;
Groves and Lyberg, 2010; Berinsky et al., 2012; Kennedy et al., 2018; Coppock and McClellan, 2019;
Zhang et al., 2020; Holliday et al., 2021). We compare, first, the demographic compositions of our
samples and, second, the public opinions measured in our surveys with those derived from other
high-quality samples. Our disaggregated assessment of survey error allows researchers to gauge
Facebook’s suitability for specific research applications and highlights ways to minimize biases.

2. Data collection
2.1. Case selection and benchmark data sets
We fielded surveys in Mexico, Kenya, and Indonesia. As detailed in the SI, we selected case coun-
tries from three different continents that are neither best nor worst cases in terms of Facebook
usage, where recent and accurate census data are available, where recent nationally representative
survey data are available, and where high literacy rates and mobile phone access ensure broad
accessibility of an online survey. We compare Facebook-recruited samples against high-quality
data benchmarks in each case country. First, we use national censuses (KNBS, 2010; INEGI, 2015;
BPS Statistics Indonesia, 2020). Second, we use well-respected, in-person, nationally representa-
tive surveys: the Latin American Public Opinion Project (LAPOP) Americas Barometer (LAPOP,
2018–2019), the Afrobarometer (Afrobarometer, 2019), and the Asian Barometer (Asian Barometer,
2019). In Indonesia, we also compare our Facebook sample with an original survey we fielded with
Dynata, a survey firm that recruits respondents through its online panel. We make the comparison
with Dynata to provide insights about the relative quality of Facebook samples with the most viable
alternative for many researchers.

2.2. Quota sampling and survey weights
To minimize sampling bias, we use a stratified sampling approach designed to mimic the
demographic-geographic stratified sampling approaches used by our in-person benchmark surveys.
Within each geographic stratum, we designed target cells based on the demographic characteris-
tics used in the benchmark surveys: gender in Kenya, and gender and age in Mexico and Indonesia.
We then attempted to correct observed or expected imbalances by targeting additional respondents
within underrepresented categories, including education (in Mexico and Kenya) and age (in Kenya).
For all samples, we used iterative proportional fitting, or raking, to create weights for respondents
who completed the survey. Our weights are designed to reflect the distribution of the national pop-
ulations (as measured in the national census) across gender, education, age cohort, and geography.
The SI includes more details about our sampling and weighting protocols.
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2.3. Survey instruments
To direct respondents to the surveys, we created Facebook pages representing our survey campaigns
and placed ads from these pages targeting each sampling stratum. After clicking on a Facebook ad,
respondents were sent to a Qualtrics-hosted survey fielded in the languages appropriate for each
country. In all three surveys, we collected information on demographics and attitudes, which we
used to compare Facebook samples against national census and benchmark survey data. The Kenya
survey replicated questions from theKenyanCensus and the 2019Afrobarometer survey.TheMexico
survey replicated questions from the Mexican Census and the 2019 LAPOP survey. The Indonesian
survey replicated survey questions from the 2019 Asian Barometer and from our original survey
fielded with Dynata in October 2021.

3. Comparing demographics
To evaluate the quality of the statistical summaries derived from Facebook samples, we first examine
total survey error by comparing the demographic characteristics of our samples with benchmark
surveys and national census data. Our quantity of interest is the weighted sample mean survey
response.

Figure 2 plots the distribution of demographic characteristics, compared with benchmark surveys
and national census data. In all three countries, the weighted Facebook samples (filled, dark blue
squares) differ most from the census (gold crosses) with respect to age and education. In Kenya and
Indonesia, Facebook survey samples are younger than the national population and the barometer
samples (red triangles). By contrast, the Mexican Facebook sample (similar to LAPOP) contains a
greater share of respondents over 50, compared with the national population.

In general, Facebook samples are more educated than national populations and the barometer
surveys. However, the Indonesian Facebook sample is less biased on education than the commer-
cial online sample.The commercial online sample also underrepresents lower education respondents
more severely than our Facebook sample.

We find little gender bias across all three countries. The distribution of religions in Kenya and
Indonesia is also fairly representative, although some bias is evident in Mexico. Marital status in
Mexico and Indonesia, and tribe in Kenya, also show minimal bias. However, there is substantial
bias toward urban populations in Kenya.

3.1. Coverage error
To identify the specific sources of these biases, we begin with coverage bias: the mismatch between a
target population and sampling frame. Here, we compare the national population (described by the
census and shown as gold crosses in Figure 2) with the Facebook population (filled, dark blue squares
in Figure 2) in each country.We approximate the demographic distribution of the full Facebook pop-
ulation using pySocialWatcher, a Python package. Around the time of data collection for each
Facebook survey, we retrieved from the FacebookMarketingAPI the estimated number of daily active
users andmonthly active usersmatching different age, gender, education, and location characteristics.
(Araujo et al., 2017).

Coverage bias seems to contribute to the overrepresentation of more highly educated respondents
observed in our Facebook samples. In all three countries, individualswhodid not complete secondary
school are severely underrepresented in the Facebook population, as they are in our Facebook sam-
ples. Similarly, those with a college degree are overrepresented in the Facebook population. In Kenya,
education-related coverage bias is even larger than overall bias (the difference between the census
and our weighted Facebook estimates), and quota sampling appears to alleviate this bias. In Mexico,
by contrast, college-educated individuals are more overrepresented in the Facebook sample than in
the Facebook population. Thus, while coverage bias may account for some of the overrepresentation

ht
tp

s:
//

do
i.o

rg
/1

0.
10

17
/p

sr
m

.2
02

5.
18

 P
ub

lis
he

d 
on

lin
e 

by
 C

am
br

id
ge

 U
ni

ve
rs

ity
 P

re
ss

https://doi.org/10.1017/psrm.2025.18


6 Rosenzweig et al.

0.
00

0.
25

0.
50

0.
75

1.
00

P
ro

po
rt

io
n

of
re

sp
on

de
nt

s

D
iv

or
ce

d

M
ar

rie
d

Si
ng

le

N
o

re
lig

io
n

N
on

-C
at

ho
lic

C
at

ho
lic

D
id

n’
t

co
m

pl
et

e
se

co
nd

ar
y

Se
co

nd
ar

y
de

gr
ee

C
ol

le
ge

de
gr

ee
or

hi
gh

er

60
+

50
-5

9

30
-4

9

18
-2

9

Fe
m

al
e

M
ex

ic
o

0.
00

0.
25

0.
50

0.
75

1.
00

P
ro

po
rt

io
n

of
re

sp
on

de
nt

s

U
rb

an

K
ik

uy
u

Lu
o

N
o

re
lig

io
n

M
us

lim

C
hr

is
tia

n

D
id

n’
t

co
m

pl
et

e
se

co
nd

ar
y

Se
co

nd
ar

y
de

gr
ee

C
ol

le
ge

de
gr

ee
or

hi
gh

er

60
+

50
-5

9

30
-4

9

18
-2

9

Fe
m

al
e

K
en

ya

Fa
ce

bo
ok

Sa
m

pl
e

D
yn

at
a

Fa
ce

bo
ok

Sa
m

pl
e

(w
ei

gh
te

d)

D
yn

at
a

(w
ei

gh
te

d)

Fa
ce

bo
ok

Po
pu

la
tio

n
LA

P
O

P
/A

fr
ob

ar
om

et
er

/A
si
ab

ar
om

et
er

C
en

su
s

0.
00

0.
25

0.
50

0.
75

1.
00

P
ro

po
rt

io
n

of
re

sp
on

de
nt

s

D
iv

or
ce

d

M
ar

rie
d

Si
ng

le

O
th

er
re

lig
io

n

M
us

lim

C
hr

is
tia

n

D
id

n’
t

co
m

pl
et

e
se

co
nd

ar
y

Se
co

nd
ar

y
de

gr
ee

C
ol

le
ge

de
gr

ee
or

hi
gh

er

60
+

50
-5

9

30
-4

9

18
-2

9

Fe
m

al
e

In
do

ne
sia

Fi
gu

re
2.

De
m
og

ra
ph

ic
be

nc
hm

ar
k
co
m
pa

ris
on

s.
N
ot
e:

M
ea

ns
ar
e
pl
ot
te
d
w
ith

95
%

co
nf
id
en

ce
in
te
rv
al
s
fo
rd

em
og

ra
ph

ic
s
re
po

rt
ed

in
th
e
na

tio
na

lc
en

su
s
(n
o
co
nf
id
en

ce
in
te
rv
al
s)
,

na
tio

na
lly

re
pr
es
en

ta
tiv

e
su
rv
ey

sa
m
pl
es

(L
AP

O
P/
Af
ro
ba

ro
m
et
er
/A
si
an

Ba
ro
m
et
er
),
th
e
Fa
ce
bo

ok
po

pu
la
tio

n
(n
o
co
nf
id
en

ce
in
te
rv
al
s)
,o
ur

or
ig
in
al
su
rv
ey

re
cr
ui
te
d
w
ith

Dy
na

ta
,a
nd

ou
r

Fa
ce
bo

ok
sa
m
pl
es
.F
ac
eb

oo
k
sa
m
pl
es

ar
e
w
ei
gh

te
d
us
in
g
ra
ki
ng

to
m
at
ch

th
e
na

tio
na

lc
en

su
so

n
ge
nd

er
,e
du

ca
tio

n,
ag

e
co
ho

rt
,a
nd

ge
og

ra
ph

y.

ht
tp

s:
//

do
i.o

rg
/1

0.
10

17
/p

sr
m

.2
02

5.
18

 P
ub

lis
he

d 
on

lin
e 

by
 C

am
br

id
ge

 U
ni

ve
rs

ity
 P

re
ss

https://doi.org/10.1017/psrm.2025.18


Political Science Research and Methods 7

of more educated respondents in our samples, sampling and nonresponse error are also contributing
factors, as we discuss in subsequent sections.

Coverage bias also helps account for the overrepresentation of young people in the Kenyan
and Indonesian Facebook samples. In both countries, 18–29-year olds are overrepresented in the
Facebook population and older individuals are slightly underrepresented. Still, in the Kenyan
and Indonesian Facebook samples, 18–29-year olds are overrepresented even compared with the
Facebook population. This suggests that coverage bias only partially accounts for the overrepresen-
tation of young respondents. By contrast, coverage bias cannot account for the overrepresentation of
older individuals in theMexico Facebook sample, since these individuals are underrepresented in the
Facebook population in Mexico.

Similar to the cases of Indonesia and Kenya, the sampling frame in Mexico overrepresents young
people, but our unweighted Facebook sample approaches the census proportion of young people. We
attribute this better balance to our use ofmore specific quota cells inMexico.2 Our stratified sampling
approach helped us overcome coverage bias in recruiting our sample in Mexico.

With respect to gender, the Facebook population matches the census in Mexico quite closely, but
in Kenya and Indonesia the Facebook populations underrepresent females compared to the national
populations. The Kenya Facebook sample (weighted and unweighted) mirrors this underrepresenta-
tion. In Indonesia, however, the Facebook sample (weighted and unweighted) closely approximates
the gender balance in the national population.

To assess how much of a problem coverage bias might generate, researchers can use the Facebook
Marketing API to examine the Facebook population data for their target population of interest before
beginning data collection. Stratified quota-based sampling and population-based weighting can help
mitigate coverage bias even in cases where the sampling frame may not be representative of the
population on a particular dimension.

3.2. Sampling error
While quota-based sampling canhelp researchersmitigate coverage bias, we need to examinewhether
the Facebook ad platform introduces sampling bias by limiting researchers’ ability to reach particular
groups. Sampling error arises because only some of the individuals in the sampling frame (Facebook
users in each country) are included in the potential sample (Facebook users who are shown the ad
and click on it). Sampling bias could arise at two points in the sampling process. First, ad design may
appeal to some individuals more than others. Researchers have control over this step. They can, for
example, experimentwith the ad design to appeal to different respondent types. Second, the Facebook
advertising platform may systematically fail to reach some individuals. While researchers can target
certain individuals with recruitment quotas, Facebook’s back-end data and algorithms (which are
beyond researchers’ control) determine whether ads reach targeted individuals.

To assess sampling bias, we focus on individuals who clicked our survey ad (“ad clickers”). We can
observe Facebook’s back-end demographic information for ad clickers, even if they did not complete
the survey, because the survey records the sampling stratum of the ad they clicked on. We use this
Facebook-inferred demographic information to check whether we recruited at least one individual
from each stratum and, conversely, whether any individual types were systematically excluded. In
Kenya and Mexico, we received responses from every quota, although in Kenya we did not reach
quota targets in 49 of 66 strata.3 In Indonesia, we were unable to recruit respondents from 67 (25%)
of 272 targeted strata. The vast majority of these strata contained men and women over 50 years old,
though we also failed to reach women between 30 and 49 years in three provinces. This suggests that
in Indonesia, sampling bias contributes to the underrepresentation of older individuals in our sample.

2See SI for more details.
3Strata targets were set according to the Afrobarometer’s population-derived weights associated with each stratum’s

geolocation.
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Table 1. Accuracy of Facebook targeting, as defined by the percent match between Facebook- and self-reported data

Characteristic Mexico Kenya Indonesia

Primary sampling characteristics:
Gender 99% 91% 76%
Age 87% 44%* 77%
Location⋄ 67% 73% 55%
Additional criteria:
Education level 70% 12%‡

Note: *In Kenya, a match was defined as whether respondents’ self-reported age was 32 years old or above, for those who responded to an ad
targeting this age group. The self-reported ages of these respondents ranged from 19 to 48 years old, with a mean of 31.
‡In Kenya, amatch was defined as whether self-reported educational attainment was secondary school or less, for individuals who responded
to an ad targeting respondents with an “unspecified” level of education.
⋄For location matches, we aggregate self-reported and targeted location to the largest administrative unit used for targeting. In Kenya, this
corresponds to the former provinces used as administrative units, matched from the county respondents say they live in and the locations
used for ad targeting. For Indonesian respondents, we checked whether respondents self-reported living in the same province as the targeted
province for the ad through which they were recruited. For Mexican respondents, we checked whether respondents self-reported living in the
same group ofmunicipalities targeted by the ad throughwhich theywere recruited. The “Recruitment and sampling” section of the SI provides
additional clarity on the administrative units used for sampling in each country.

Of course, if Facebook’s back-end data are inaccurate, then even perfect success at recruiting
people from all survey strata will not ensure that all individuals have a chance of being sam-
pled. To examine this possibility, we compare self-reported demographics with those reported by
Facebook. Table 1 provides the percentage of people in each category for which self-reported and
Facebook-targeted characteristics match.

The accuracy of Facebook’s ad targeting varies across demographics and between countries.
Facebook’s targeting was remarkably accurate in correctly identifying respondents’ gender in Mexico
and Kenya (99% and 91% match, respectively) and slightly less accurate in Indonesia (76%).
In both Indonesia and Kenya, the 10–20% of respondents recruited from an ad targeting the
opposite gender might have resulted from respondents sharing ads with friends. It would not
be surprising that greater sharing would have occurred in the context of the incentivized sur-
veys in Kenya and Indonesia, compared to the non-incentivized survey in Mexico. Targeting by
age was quite accurate in Mexico (87% match) and Indonesia (77% match), but not in Kenya
(44%). Geographic targeting was similarly accurate in Mexico and Kenya but less so in Indonesia.
Furthermore, education targeting was not very successful in Kenya, which is in part due to the
fact that we attempted to reach less-educated respondents by targeting those with an “unspeci-
fied” level of education—meaning they had not reported their level of education on their profile.
In contrast, education targeting in Mexico was reasonably accurate. We targeted respondents with
no higher than a high school degree, and 70% of our respondents self-reported an education
level consistent with this targeting criterion. We report more details on these comparisons in
the SI.

These findings indicate that inferred demographics are not always accurate, highlighting the
importance of collecting self-reported demographic data. We also recommend that researchers
periodically examine the composition of the sample of ad clickers to gauge success at recruiting
respondents from each quota (see SI Figure S4 for an example). To increase entrants from under-
represented groups in the sample of ad clickers, researchers could increase spending for these
groups’ ad sets, modify ads to increase appeal for these groups, or leave ads running for a longer
period.

Overall, quota sampling helps us recruit a more diverse sample of respondents. Left to its own
devices, Facebook’s algorithm would optimize ad targeting to recruit the least expensive sample. This
optimization entails recruiting respondents that are most similar to those who have already entered
the survey. Running an ad campaign across quota sampling cells weakens this regression toward the
most prevalent (or cheapest) respondent types. Still, the errors in Facebook’s back-end inference of
demographic attributes, as well as the fact that some people are excluded from the Facebook platform
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−0.2 −0.1 0.0 0.1 0.2

Male

Age 60+

Age 50-59

Age 30-49

Age 32+

Mexico

−0.2 −0.1 0.0 0.1 0.2

Kenya

−0.2 −0.1 0.0 0.1 0.2

Indonesia

Figure 3. Predictors of nonresponse. Note: The figure shows the results from a linear regression of attrition (attrition = 1,
completion= 0) on demographic characteristics used by Facebook to target individuals. Omitted categories are Female and
18–29 for the Mexican regressions, Female and 21–29 for the Indonesian regressions, and Female and younger than 32 years
old for the Kenyan regressions. 95% confidence intervals are reported using heteroskedasticity-robust standard errors.

altogether, mean that researchers cannot fully overcome the gap between the Facebook and national
populations through quota sampling alone.

3.3. Nonresponse error
Unit nonresponse is common across survey contexts and causes bias when it is nonrandom and cor-
related with survey answers (Bailey, 2024). We define attrition and nonresponse interchangeably, as
entering the survey but failing to provide meaningful and complete responses.4 Overall, the attrition
rate was 46%, 31%, and 25% in Mexico, Indonesia, and Kenya, respectively. For context, attrition
from the online sample for the American National Election Study was 14% in 2020 (DeBell et al.,
2020, p. 74), and attrition from the Cooperative Election Study was 21% in 2022 (Ansolabehere et al.,
2023, p. 11).5 We examine whether nonresponse is systematic using the same Facebook-assigned
demographic informationused in the previous section.Wefirst assesswhether the likelihood of enter-
ing but dropping out of the survey was correlated with users’ demographic characteristics (assigned
by Facebook). Figure 3 shows that attrition is systematic, but the predictors of attrition vary across
samples.

Incorporating age, gender, and education into adjustment weights helps to alleviate nonresponse
bias associated with these observable characteristics. We reduce nonresponse bias by upwardly
weighting individuals with underrepresented characteristics and down-weighting those with over-
represented characteristics. Researchers could also adjust their sampling strategy on the fly to improve
response rates among high-attrition groups. For instance, researchers might increase ad spending
or introduce incentives for high-attrition groups. Of course, unobserved sources of nonresponse
present a more worrisome problem for descriptive inference, since researchers cannot adjust for
unobserved and non-ignorable sources of nonresponse. To account for non-ignorable nonresponse,
scholars can use bounds (Manski, 1990), sensitivity analysis (Hartman and Huang, 2024), selection
models (McGovern et al., 2018; Gomes et al., 2019), nonresponse weights (Sun et al., 2018), or other
methods (Bailey, 2024).

4See the description of our sampling approaches in the SI for more details.
5We would expect attrition from these canonical surveys to be lower than ours because the samples consist, wholly or

partially, of empaneled respondents whose compensation for participating ($40–$200 in the case of the ANES) is substantially
higher in value than the compensation we provided (ANES methodology report, page 29).
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3.4. Adjustment error
We can minimize nonresponse bias by weighting on observable characteristics that predict nonre-
sponse, but weighting could introduce bias if responses within anyweighting stratum are unrepresen-
tative of public attitudes within that stratum. Adjustment bias occurs if, within groups defined by the
weighting variables, nonresponse is non-ignorable (i.e., correlated with unmeasured characteristics
that are also correlated with the outcomes of interest) (Bailey, 2024). If this is the case, up-weighting
or down-weighting these unrepresentative individuals will introduce bias into the sample average.

We assess adjustment error by first examiningwhetherweights correct demographic imbalances in
the sample. Figure 2 summarizes how the application of weights corrects demographic imbalances by
comparing unweighted (hollow, light blue squares) and weighted (filled, light blue squares) Facebook
samples with census data (gold crosses). Weighting corrects the slight gender imbalances in all three
samples. For age and education, weighting reduces the distance between the Facebook samples and
the national populations but does not completely eliminate it. The remaining imbalances in age and
education are due to trimming weights at the 95th percentile, to avoid excessively overweighting very
rare respondent types. By construction, the Facebook sample almost perfectly matches the census
populations when weights are not restricted. We find that our (trimmed) weights ameliorate biases.

We next investigate whether the weights introduce bias on other variables we measure and for
which we have benchmark comparisons, but which are not incorporated into the weights (bottom
sections, Figure 2). The intuition here is that non-ignorable nonresponse within strata would make
itself apparent if weighting draws the sample away from the population distribution on dimensions
that are not incorporated into the weights.Weightingminimally affects the distribution of these non-
weighting variables (religion, marital status, tribe) except urban bias in the Kenya sample, which is
reduced. This suggests a negligible correlation between age, gender, education, and geography and
unmeasured factors that are associated with the cultural variables shown in Figure 2. This analysis
provides some assurance that weighting does not increase bias for descriptive inferences. Likewise,
weighting only slightly impacts public opinion estimates (see Section 5) and tends to move these
estimates slightly toward—rather than away from—benchmarks. Weighting does introduce bias into
our estimates of experimental effects in Indonesia; we examine this bias in the next section. In general,
population-based weighting improves the quality of the statistics derived from our surveys, without
introducing additional bias.

4. Replicating classic survey-experimental findings
Most social science researchers are primarily interested in public attitudes or behaviors, rather than
demographic summaries. We now turn to these quantities of interest. As an initial check on the face
validity of survey results derived from our samples, we use a canonical behavioral experiment—the
Tversky and Kahneman (1981) “disease problem” used to test prospect theory. Since other low-cost
platforms have been shown to produce reliable replications of this and other survey-experimental
findings (Berinsky et al., 2012; Mullinix et al., 2015; Coppock and McClellan, 2019), we include this
analysis as a low-bar, benchmark test with which many scholars are already familiar.

This survey experiment asks respondents to “Imagine that your country is preparing for the out-
break of an unusual disease, which is expected to kill 600 people. Two alternative programs to combat
the disease have been proposed.”Then respondents are randomly assigned to see twoprogramoptions
which are framed either in terms of the number of lives that will be saved (the “save” condition) or the
number of lives that will be lost (the “die” condition) under the two options. Within each condition,
the difference between the two programs is whether the outcome is stated in certain or probabilistic
terms. In expectation, the payoffs of both policies are equal. The finding that has been replicated in
many samples is that respondents are more likely to choose the probabilistic (risky) option to avoid
losses (in the “die” condition), and they are more likely to choose the certain option to accrue gains
(the “save” condition).
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Table 2. Replication of Tversky and Kahneman (1981) disease problem

Tversky & Berinsky, Huber, Kenya Facebook Indonesia Facebook
Kahneman & Lenz sample (weighted) sample (weighted)

Options Save Die Save Die Save Die Save Die

Certain 72% 22% 74% 38% 61% 36% 55% 49%
Risky 28% 78% 36% 62% 39% 64% 45% 51%

Note: The table shows the proportion of respondents choosing “certain” and “risky” policies tomanage a disease, when the policies are framed
in terms of lives saved vs. deaths. When the policies are framed in terms of the number of lives saved, a majority of respondents prefer the
certain policy. When the policies are framed in terms of the number of people who will die, the majority prefers the risky option.

Table 2 shows the original results from Tversky and Kahneman (1981) among their sample of U.S.
students, a replication by Berinsky et al. (2012) using a U.S.-based MTurk sample, and results from
our Facebook samples in Kenya and Indonesia.6 Our results are largely consistent with these studies
and others that have replicated this experiment across cultural contexts (Ruggeri et al., 2020; Im and
Chen, 2022). For instance, Im and Chen (2022) report that the percent of respondents who pick the
certain option when framed in a positive (save) vs. negative (die) framing in South Africa is 57% and
37%, in Mexico is 59% and 37%, and in Indonesia is 51% and 33%.

These preferences manifest in the same direction in our samples, with one notable exception: the
application of weights skews the result in the “die” condition in Indonesia. Table S3 shows that the
unweighted result is consistent with our expectations in the Indonesian sample. However, the result
does not hold for respondents over the age of 50 (Table S4), which suggests that the older individuals
in our sample are distinctive in how they respond to this experiment. Recall from Section 3.2 that we
were unable to recruit respondents over the age of 50 from several of the strata in our sample (sam-
pling bias). Up-weighting these individuals7 in our estimates of experimental effects pulls the average
effect toward the biased (relative to the benchmark) result among older individuals. This reflects
adjustment bias.We highlight this finding because it reinforces our suggestion (introduced in Section
3.2) to monitor sampling quotas and dedicate resources to ensure sufficient recruitment within all
strata. The finding also cautions against the uncritical use of weights to address underrepresentation
of certain groups.

5. Comparing public opinion estimates
We next report descriptions of public opinions and political behaviors. We compare responses from
our Facebook samples to identical opinion questions fielded in benchmark surveys (Figure 4). In
general, where there are gaps between the Facebook-derived estimates and benchmark samples,
Facebook samples report greater political activity. Note that the application of weights tends to move
Facebook-derived estimates toward benchmark survey estimates. Applying weights tends to improve
the accuracy of the estimates.

Persistent gaps in Figure 4 are likely attributable to some combination of sample composition
and survey mode. Representation bias could account for some upward bias in estimates of polit-
ical activity, since Facebook samples overrepresent highly educated respondents who are likely to
be more politically engaged (Verba et al., 1995). Still, survey mode could also play a role here. In
an in-person survey context, social desirability bias may deter respondents from reporting activi-
ties, such as protesting, that challenge the government. Consistent with this tendency, barometer
survey respondents report lower levels of these types of activities and, in Kenya, higher levels of
approval of the President. Conversely, evidence suggests that turnout is overreported in surveys
(Holbrook and Krosnick, 2010), and this bias in self-reporting may be larger for in-person surveys

6The Indonesian data analyzed here are from the pilot version of the survey, fielded in July 2023. The SI provides more
information on the pilot wave of the survey.

7The average weight for respondents over 50 is 2.34.
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Figure 5. Public opinion estimates. Note: This figure shows responses from LAPOP and Facebook samples, to the question
ofwhether environmental protection (1) or economic growth (7) should be given priority. Facebook results areweighted, and
LAPOP results are unweighted, consistent with LAPOP documentation.

(Jackman and Spahn, 2019). Accordingly, voter turnout is the only place where Facebook samples
report lower activity than corresponding barometer estimates. Moreover, the Facebook sample esti-
mates are closer to the official turnout figures reported in each country (indicated by the green crosses
in Figure 4).

Consideration of political context reinforces the idea that different estimates of political activity
may be in part attributable to mode effects. The Asian Barometer survey was fielded in July 2019 in
Indonesia, just a few months after President Joko Widodo’s reelection sparked protests and claims
of election fraud from the opposition Gerindra party candidate (Suhartono and Victor, 2019). In
this context, only 1% of Asian Barometer respondents reported affiliation with the Gerindra party
candidate, who received 44% of the vote. In the Facebook sample, many more respondents (16%)
reported affiliation with the Gerindra party. Respondents may have been less willing to express their
true political views to an enumerator.

To illuminate the platform’s utility for assessing policy views, we examine environmental and cli-
mate change opinions in Mexico and Indonesia. In Mexico, we replicated the question wording and
response options from a LAPOP question regarding whether economic growth or environmental
protection should be prioritized. Facebook respondents were more likely than LAPOP respondents
to answer that environmental protection should be given the highest priority (44% vs. 20%) and less
likely to choose responses at the economic-growth end of the Likert scale (9% vs. 18%) (Figure 5, left
panel). In Indonesia, we asked multiple questions about climate change to our Facebook-recruited
respondents and to respondents recruited from Dynata’s online panel. Facebook respondents were
less worried about climate change and less likely to understand that it is human-caused, compared
with the Dynata sample (Figure 5, right panel). These differences likely stem from sample compo-
sition. The Facebook sample is more highly educated than the LAPOP sample in Mexico but less
highly educated than the Dynata sample in Indonesia, and education is positively correlated with
environmental concern in global surveys (Lee et al., 2015).

6. Survey costs
Researchers typically weigh survey quality concerns against the relative costs of different survey tools,
and we find that Facebook sampling is quite cost-effective. The costs of Facebook sampling include
platform advertisements and (optional) incentives paid to respondents. Not including incentives,
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the mean cost per completed survey was $0.16 in Mexico, $0.85 in Kenya, and $0.91 in Indonesia.8
Including incentives, the surveys cost an average of $1.03 per completed survey (ranging from $0.16
in Mexico to $1.57 in Indonesia). This is incredibly inexpensive in Mexico. In Kenya or Indonesia,
the cost is comparable with the cost of recruiting online convenience samples using platforms such
as MTurk or Cint. Of course, MTurk, Cint, or similar platforms do not enable researchers to contact
survey respondents in every country, and their user populations are much smaller than Facebook’s.
Realistically, in-person field surveys or online panels provide the most feasible alternative in most
parts of the Global South. The costs of our Facebook samples are substantially cheaper than these
alternatives. For instance, the Indonesia Dynata sample (n = 1,130) cost $5.75 per completed survey.
In-person surveys are even more expensive to field.

7. Conclusion
Facebook is the most popular social media platform in the world with 3 billion monthly users as
of 2024 (Dixon, 2023). It’s extensive user base presents an opportunity for researchers to quickly and
reliably recruit subjects globally, including from contexts underrepresented on existing online subject
recruitment platforms. Our replication of the “disease problem” experiment suggests that, similar to
other low-cost online survey platforms (Berinsky et al., 2012; Mullinix et al., 2015; Coppock and
McClellan, 2019), Facebook is a cost-effective tool for recruiting survey-experimental subjects. The
platform’s near-global reach makes it particularly useful where other online recruitment platforms
are unavailable. Our analysis evaluates the quality of Facebook-recruited samples in three countries
across the Global South, highlighting some of the advantages and shortcomings of this method and
providing practical guidance to researchers.

We have assessed total survey error and its components, to provide practical insights into where
and how researchers can minimize bias in estimates derived from Facebook-recruited surveys.
Coverage error favors respondents who have achieved higher levels of education, on average, than
the general population. This overrepresentation of highly educated respondents is a structural fea-
ture of the Facebook platform in our case countries. By extension, researchers should investigate
these imbalances in other target countries before deciding to use Facebook as a survey recruitment
tool. Researchers can mitigate bias associated with coverage error by targeting recruitment resources
toward respondents who are underrepresented on Facebook. In our case, quota sampling through
the ad platform allowed recruitment of a more representative sample than leaving the advertising
algorithm to its own devices. However, we do find some evidence of sampling bias in Indonesia,
and up-weighting the underrepresented individuals introduces adjustment bias in our experimen-
tal results from Indonesia. Together, these findings highlight that researchers should monitor entries
into the survey from each stratum and adjust their advertising campaign to ensure recruitment in
all strata. Still, the back-end demographic data that Facebook uses for targeting are noisy, particu-
larly for education and location. As a result, quota sampling cannot substitute for the use of design
weights based on self-reported demographics. In general, weights reduced demographic imbalances
and affected descriptive inferences only slightly. Our weighted estimates tended toward benchmark
estimates, compared with unweighted estimates. Researchers should also assess nonresponse rates
across quota cells during data collection to inform an iterative sampling strategy that maximizes
response rates among high-attrition groups.

Practically, Facebook recruitment costs can be quite low but vary by targeting strategy and survey
incentives. In Mexico, we recruited respondents without incentives, while in Kenya and Indonesia
we provided a modest airtime credit to encourage participation. This incentive may have encouraged

8These costs are based on Facebook’s count of completed surveys. The SI provides details about the reach of our survey as
advertised on Facebook and the cost of reaching different demographic groups. These costs vary because Facebook ads are
deployed using a bidding system in which hard-to-reach populations are more expensive to target.
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greater participation among resource-constrained respondents, but it also led to instances of gaming
and link sharing. Future research could explore sampling strategies that leverage Facebook’s social
nature through snowball sampling.

The effectiveness of Facebook recruitment for social science research in a particular context
depends on several factors. The platform will be particularly successful where (1) phone and internet
penetration are widespread, (2) literacy rates are high, and (3) recent census (or other benchmark)
population data are available to enable weighting. Researchers should also consider how users’
interactions with and expectations of Facebook might influence internal validity. While we tested
this method in competitive democracies, concerns about government surveillance might influence
responses in authoritarian states. Researchers should consider these concerns in the survey design
process, and future research could consider how internal validity varies across political contexts. The
popularity of Facebook also changes over time, and the platform may not retain the large and broad
user base that makes it an attractive recruitment platform. Changes toMeta’s advertising policies may
also change researchers’ ability to target ads. Such changes are beyond researchers’ control but within
their ability to monitor in order to use the platform wisely. Moreover, our conceptual framework can
be applied to other platforms that may supplant Facebook in the future.

Of course, Facebook should not replace gold-standard, in-person field surveys for recruiting
nationally representative samples in the Global South. Our Facebook samples tend to be more edu-
cated and slightly younger than the general population, skewing descriptive inferences on political
engagement and public policy views.Nonetheless, Facebook outperforms a commercial online survey
firm, at considerably lower cost. Researchers can refine their sampling approach, model nonresponse
bias, and apply weighting to mitigate sample biases. We further recommend that researchers employ
benchmark comparisons similar to those we have performed here. Used effectively, Facebook can be
a valuable tool for expanding public opinion research.

Supplementary material. The supplementary material for this article can be found at https://doi.org/10.1017/psrm.
2025.18. To obtain replication material for this article, https://doi.org/10.7910/DVN/IXILAR.
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