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8.1 Introduction

Artificial intelligence (AI) is becoming increasingly important in our daily lives and 
so is academic research on its impact on various legal domains.1 One of the fields 
that has attracted much attention is extra-contractual or tort liability. That is because 
AI will inevitably cause damage, for instance, following certain actions/decisions 
(e.g., an automated robot vacuum not recognizing a human and eventually harming 
them) or when it provides incorrect information that results in harm (e.g., when 
AI used in construction leads to the collapse of a building that hurts a bystander). 
Reference can also be made to accidents involving autonomous vehicles.2 The auto-
pilot of a Tesla car, for instance, was not able to distinguish a white tractor-trailer 
crossing the road from the bright sky above, leading to a fatal crash.3 A self-driving 
Uber car hit a pedestrian in Arizona. The woman later died in the hospital.4 These – 
and many other – examples show that accidents may happen despite optimizing 
national and supranational safety rules for AI. This is when questions of liability 
become significant.5 The importance of liability and AI systems has already been 

1 See, for example, Ronald Leenes et al., “Regulatory challenges of robotics: some guidelines for 
addressing legal and ethical issues” (2017) Law, Innovation and Technology, 9(1): 2; Marcelo Corrales, 
Mark Fenwick, and Nikolaus Forgó, Robotics, AI and the Future of Law (Springer, 2018); Jacob Turner, 
Robot Rules: Regulating Artificial Intelligence (Springer, 2018); Martin Ebers and Susana Navas (eds), 
Algorithms and Law (Cambridge University Press, 2020); Matt Hervey and Matthew Lavy, The Law 
of Artificial Intelligence (Sweet & Maxwell, 2021); Jan De Bruyne and Cedric Vanleenhove, Artificial 
Intelligence and the Law (Intersentia, 2023).

2 See, for example, Jan De Bruyne and Jochen Tanghe, “Liability for damage caused by autonomous 
vehicles: a Belgian perspective” (2017) Journal of European Tort Law, 8(3): 324.

3 The Tesla Team, “A Tragic Loss” (June 30, 2016) Tesla.com, www.teslamotors.com/blog/tragic-loss, 
accessed February 16, 2023.

4 Sam Levin and Julia Carrie, “Self-driving Uber kills Arizona woman in first fatal crash involving 
pedestrian” The Guardian (March 19, 2018), www.theguardian.com/technology/2018/mar/19/uber-
self-driving-car-kills-woman-arizona-tempe, accessed February 16, 2023.

5 European Commission, “Report on the safety and liability implications of Artificial Intelligence, the 
Internet of Things and robotics” COM(2020) 64 final.
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mentioned in several documents issued by the European Union (EU). The White 
Paper on Artificial Intelligence, for instance, stresses that the main risks related to 
the use of AI concern the application of rules designed to protect fundamental rights 
as well as safety and liability-related issues.6 Scholars have also concluded that “[l]
iability certainly represents one of the most relevant and recurring themes”7 when it 
comes to AI systems. Extra-contractual liability also encompasses many fundamen-
tal questions and problems that arise in the context of AI and liability.

Both academic research8 and policy initiatives9 have already addressed many 
pressing issues in this legal domain. Instead of discussing the impact of AI on differ-
ent (tort) liability regimes or issues of legal personality for AI systems,10 we will touch 

6 European Commission, “White Paper on Artificial Intelligence – A European approach to excellence 
and trust” COM(2020) 65 final.

7 E. Palmerini et al., “RoboLaw: Towards a European framework for robotics regulation” (2016) 
Robotics and Autonomous Systems, 86: 78–85, 83.

8 See, for example, the many contributions in Sebastian Lohsse, Reiner Schulze, and Dirk 
Staudenmayer (eds), Liability for Artificial Intelligence and the Internet of Things (Hart Publishing, 
2019); Mihailis Diamantis, “Vicarious liability for AI” (2021) U Iowa Legal Studies, 27: Research 
Paper; Anna Beckers and Gunther Teubner, Three Liability Regimes for Artificial Intelligence: 
Algorithmic Actants, Hybrids, Crowds (Bloomsbury Publishing, 2021); Jan De Bruyne, Elias Van 
Gool and Thomas Gils, “Tort law and damage caused by AI systems” in Jan De Bruyne and Cedric 
Vanleenhove (eds), Artificial Intelligence and the Law (Intersentia, 2023); Mark A. Geistfeld et al., 
Civil Liability for Artificial Intelligence and Software (Walter de Gruyter GmbH & Co KG, 2022); 
Philipp Hacker, “The European AI liability directives – Critique of a half-hearted approach and les-
sons for the future” (2023) Computer Law & Security Review, 51:1–17; Jan De Bruyne, Orian Dheu and 
Charlotte Ducuing, “The European Commission’s approach to extra-contractual liability and AI – An 
evaluation of the AI liability directive and the revised product liability directive” (2023) Computer Law 
& Security Review 51: 1–19; Orian Dheu, and Jan De Bruyne, “Artificial Intelligence and Tort Law: A 
‘Multi-faceted’ Reality” European Review of Private Law, 31: 261–298 with further references. It should 
be noted that research has also been done on the contractual liability of AI (e.g., Hervé Jacquemin 
and Jean-Benoit Hubin, “Aspects contractuels et de responsabilité civile en matière d’intelligence 
artificielle” in Hervé Jacquemin and Alexandre De Streel (eds), L’intelligence artificielle et le droit 
(Larcier, 2017) 77; Martin Ebers, Cristina Poncibo, and Mimi Zou (eds), Contracting and Contract 
Law in the Age of Artificial Intelligence (Bloomsbury Publishing, 2021); Jan De Bruyne and Maarten 
Herbosch, “Artificiële intelligentie, aansprakelijkheid en contractenrecht. Enkele aandachtspunten 
voor bedrijfsjuristen” in IBJ, Artificiële intelligentie door de ogen van de bedrijfsjurist / L’intelligence 
artificielle à travers les yeux des juristes d’entreprise (Larcier, 2022) 45.

9 See, for example, European Parliament, “Report with recommendations to the Commission on Civil 
Law Rules on Robotics” (2017) 2015/2103(INL); European Parliament, “Report with recommenda-
tions to the Commission on a civil liability regime for artificial intelligence” (2020) 2020/2014(INL); 
Expert Group on Liability and New Technologies – New Technologies Formation, “Liability for 
artificial intelligence and other emerging digital technologies” (Publications Office of the European 
Union, 2019); COM(2020) 64 final (n 5). The European Commission adopted two proposals con-
taining liability rules for AI and providing some guidance on many of these issues. One proposal 
revises the Product Liability Directive (see n 24) and another one introduces an extra-contractual civil 
liability regime for AI systems (see n 23).

10 See on this topic, for example, Joanna J. Bryson, Mihailis E. Diamantis, and Thomas D. Grant, “Of, 
for, and by the people: The legal lacuna of synthetic persons” (2017) Artificial Intelligence and Law, 
25: 273; Mark Fenwick and Stefan Wrbka, “AI and legal personhood” in Larry A. DiMatteo, Cristina 
Poncibò, and Michael Cannarsa (eds.) The Cambridge Handbook of Artificial Intelligence: Global 
Perspectives on Law and Ethics (Cambridge University Press, 2022) 288–303.
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upon some of the main challenges and proposed solutions at the EU and national 
level. More specifically, we will illustrate the remaining importance of national 
law (Section 8.2) and procedural elements (Section 8.3). We will then focus on 
the problematic qualification and application of certain tort law concepts in an 
AI-context (Section 8.4). The most important findings are summarized in the chap-
ter’s conclusion (Section 8.5).11

8.2 The Remaining Importance of National 
Law for AI-Related Liability

In the recent years, several initiatives with regard to liability for damage involving 
AI have been taken or discussed at the EU level. Without going into detail, we will 
provide a high-level overview to give the reader the necessary background to under-
stand some of the issues that we will discuss later.12

The European Parliament (EP) issued its first report on civil law rules for robots 
in 2017. It urged the European Commission (EC) to consider a legislative instru-
ment that would deal with the liability for damage caused by autonomous systems 
and robots, thereby evaluating the feasibility of a strict liability or a risk management 
approach.13 This was followed by a report issued by an Expert Group set up by the 
EC on the “Liability for artificial intelligence and other emerging digital technolo-
gies” in November 2019. The report explored the main liability challenges posed to 
current tort law by AI. It concluded that liability regimes “in force in member states 
ensure at least basic protection of victims whose damage is caused by the operation 
of such new technologies.”14 However, the specific characteristics of AI systems, 
such as their complexity, self-learning abilities, opacity, and limited predictability, 

11 It should be noted that this chapter is based on a presentation given at the KU Leuven Summer 
School on the Law, Ethics and Policy of AI from 2021 to 2024. As such, it aims to be introductory and 
understandable to readers with a nonlegal background as well. This chapter also builds upon previ-
ous work. See, for example, De Bruyne, Van Gool, and Gils, “Tort law and damage” (n 8); Jan De 
Bruyne, Elias Van Gool, and Amber Boes, “Wat bracht 2022 en wat brengt de toekomst op het vlak 
van artificiële intelligentie en buitencontractuele aansprakelijkheid?” in Thierry Vansweevelt and 
Britt Weyts (eds), Recente ontwikkelingen in het aansprakelijkheids- en verzekeringsrecht (Intersentia, 
2022); Jan De Bruyne and Orian Dheu, “Liability for damage caused by artificial intelligence – Some 
food for thought and current proposals” in Phillip Morgan (ed.), Tort Liability and Autonomous 
Systems Accidents Common and Civil Law Perspectives (Edward Elgar Publishing, 2024); De Bruyne 
Dheu, “Artificial Intelligence and Tort Law: A ‘Multi-faceted’ Reality” (n 8); De Bruyne, Dheu and 
Ducuing, “The European Commission’s approach to extra-contractual liability and AI – An evalua-
tion of the AI liability directive and the revised product liability directive” (n 8).

12 See extensively: De Bruyne and Dheu, “Liability for damage caused by artificial intelligence – Some 
food for thought and current proposals” (n 11).

13 European Parliament, “Civil Law Rules on Robotics” (n 9). Note that several reports have also been 
published upon request by European institutions (e.g., Andrea Bertolini, “Artificial intelligence and 
civil liability” (Report for the European Parliament JURI Committee, 2020)).

14 Expert Group on Liability and New Technologies – New Technologies Formation, “Liability for arti-
ficial intelligence” (n 9).
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may make it more difficult to offer victims a claim for compensation in all cases 
where this seems justified. The report also stressed that the allocation of liability may 
be unfair or inefficient. It contains several recommendations to remedy potential 
gaps in EU and national liability regimes.15 The EC subsequently issued a White 
Paper on AI in 2020. It had two main building blocks, namely an “ecosystem of 
trust” and an “ecosystem of excellence.”16 More importantly, the White Paper was 
accompanied by a report on safety and liability. The report identified several points 
that needed further attention, such as clarifying the scope of the product liability 
directive (PLD) or assessing procedural aspects (e.g., identifying the liable person, 
proving the conditions for a liability claim or accessing the AI system to substantiate 
the claim).17 In October 2020, the EP adopted a resolution with recommendations 
to the EC on a civil liability regime for AI. It favors strict liability for operators of 
high-risk AI systems and fault-based liability for operators of low-risk AI systems,18 
with a reversal of the burden of proof.19 In April 2021, the EC issued its draft AI Act, 
which entered into force in August 2024 after a long legislative procedure.20 The AI 
Act adheres to a risk-based approach. While certain AI systems are prohibited, sev-
eral additional requirements apply for placing high-risk AI systems on the market. 
The AI Act also imposes obligations upon several parties, such as providers and users 
of high-risk AI systems.21 Those obligations will be important to assess the potential 
liability of such parties, for instance, when determining whether an operator or user 
committed a fault (i.e., violation of a specific legal norm or negligence).22 More 
importantly, the EC published two proposals in September 2022 that aim to adapt 
(tort) liability rules to the digital age, the circular economy, and the impact of the 
global value chain. The “AI Liability Directive” contains rules on the disclosure of 
information and the alleviation of the burden of proof in relation to damage caused 

15 Ibid.; Andrea Bertolini and Francesca Episcopo, “The Expert Group’s Report on Liability for Artificial 
Intelligence and Other Emerging Digital Technologies: A critical assessment,” (2021) European 
Journal of Risk Regulation, 12(3): 644.

16 COM(2020) 65 final (n 6).
17 COM(2020) 64 final (n 5).
18 Under the law of evidence, the default rule is that each party has to prove its claims and contentions 

(actori incumbit probatio). The claimant/victim would thus have to prove that a fault of the operator 
or provider caused the damage they suffered. In some cases, however, this burden can be reversed to 
other parties, such as the operator, producer, or provider of the AI system. See extensively Section 8.3.

19 European Parliament, “European Parliament resolution of 20 October 2020 with recommendations 
to the Commission on a civil liability regime for artificial intelligence” (2020) 2020/2014(INL) art 4 (1).

20 The AI Act is extensively discussed in Chapter 12 of this book authored by Nathalie A. Smuha and 
Karen Yeung, “The European Union’s AI Act: beyond motherhood and apple pie?” For the original 
proposal of the AI Act, see Commission, “Proposal for a regulation of the European Parliament and of 
the Council laying down harmonised rules on artificial intelligence (Artificial Intelligence Act) and 
amending certain Union legislative acts” COM(2021) 206 final.

21 Regulation (EU) 2024/1689 of 13 June 2024 laying down harmonised rules on artificial intelligence and 
amending Regulations (EC) No 300/2008, (EU) No 167/2013, (EU) No 168/2013, (EU) 2018/858, (EU) 
2018/1139 and (EU) 2019/2144 and Directives 2014/90/EU, (EU) 2016/797 and (EU) 2020/1828 art 16–27.

22 De Bruyne, Van Gool and Gils, ‘Tort Law and Damage’ (n 8) 407–408.
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by AI systems.23 The “revised Product Liability Directive” substantially modifies the 
current product liability regime by including software within its scope, integrating 
new circumstances to assess the product’s defectiveness and introducing provisions 
regarding presumptions of defectiveness and causation.24

These evolutions show that much is happening at the EU level regarding liabil-
ity for damage involving AI. The problem, however, is that the European liability 
landscape is rather heterogeneous. With the exception of the (revised) PLD and 
the newly proposed AI Liability Directive, contractual and extra-contractual lia-
bility frameworks are usually national. While initiatives are thus taken at the EU 
level, national law remains the most important source when it comes to tort lia-
bility and AI. Several of these proposals and initiatives discussed in the previous 
paragraph contain provisions and concepts that refer to national law or that rely 
on the national courts for their interpretation.25 According to Article 8 of the EP 
Resolution, for instance, the operator will not be liable if he or she can prove that 
the harm or damage was caused without his or her fault, relying on either of the fol-
lowing grounds: (a) the AI system was activated without his or her knowledge while 
all reasonable and necessary measures to avoid such activation outside of the opera-
tor’s control were taken or (b) due diligence was observed by performing all the 
following actions: selecting a suitable AI system for the right task and skills, putt-
ing the AI system duly into operation, monitoring the activities, and maintaining 
the operational reliability by regularly installing all available updates.26 The AI 
Liability Directive also relies on concepts that will eventually have to be explained 
and interpreted by judges. National courts will, for instance, need to limit the dis-
closure of evidence to that which is necessary and proportionate to  support a poten-
tial claim or a claim for damages.27 It also relies on national law to determine the 
scope and definition of “fault” and “causal link.”28 The revised PLD includes dif-
ferent notions that will have to be interpreted, explained, and refined by national 
judges as well according to their legal tradition. These concepts, for instance, 
include “reasonably foreseeable,” “substantial,” “relevant,” “proportionate,” and 
“necessary.”29 The definitions provided by courts may vary from one jurisdiction 

23 Commission, “Proposal for a Directive of the European Parliament and of the Council on adapting 
non-contractual civil liability rules to artificial intelligence” COM(2022) 496 final (hereafter referred 
to as “AI Liability Directive”).

24 Commission, “Proposal for a Directive of the European Parliament and of the Council on liability for 
defective products” COM(2022) 495 final (hereafter referred to as “revised PLD”).

25 De Bruyne and Dheu, “Liability for damage caused by artificial intelligence – Some food for thought 
and current proposals” (n 11) referring to the “tort law dilemma.”

26 European Parliament, “Recommendations on a civil liability regime for artificial intelligence” (n 19).
27 AI Liability Directive, art 3.4. See for an extensive analysis: Hacker, “The European AI liability direc-

tives – Critique of a half-hearted approach and lessons for the future” (n 8).
28 AI Liability Directive, art 4.1.
29 Dheu, De Bruyne and, Ducuing, “The European Commission’s approach to extra-contractual liability 

and AI – An evaluation of the AI liability directive and the revised product liability directive” (n 8) 7.
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to another, which does give some flexibility to Member States, but may create legal 
fragmentation as well.30

8.3 Procedural Elements

A “general, worldwide accepted rule”31 in the law of evidence is that each party 
has to prove its claims and contentions (actori incumbit probatio).32 The applica-
tion of this procedural rule can be challenging when accidents involve AI systems. 
Such systems are not always easily understandable and interpretable but can come 
in forms of “black boxes” that evolve through self-learning. Several actors are also 
involved in the AI life cycle (e.g., the developers of the software, the producer of the 
hardware, owners of the AI product, suppliers of data, public authorities, or the users 
of the product). Victims are therefore confronted with the increasingly daunting 
task of trying to identify and prove AI systems as their source of harm.33 Moreover, 
injured parties, especially if they are natural persons, do not always have the needed 
knowledge on the specific AI system or access to the necessary information to build 
a case in court.34 Under the Product Liability Directive, the burden of proof is high 
as well. A victim has to prove that the product caused the damage because it is 
defective, implying that it did not provide the safety one is legitimately entitled to 
expect.35 It is also uncertain what exactly constitutes a defect of an advanced AI 
system. For instance, if an AI diagnosis tool delivers a wrong diagnosis, “there is no 
obvious malfunctioning that could be the basis for a presumption that the algorithm 
was defective.”36 It may thus be difficult and costly for consumers to prove the defect 
when they have no expertise in the field, especially when the computer program is 

30 Ibid.
31 Ivo Giesen, “The burden of proof and other procedural devices in tort law” in Helmut Koziol and 

Barbara C. Steiniger (eds), European Tort Law 2008 (Springer, 2009) 50.
32 Mojtaba Kazazi, Burden of Proof and Related Issues: A Study on Evidence Before International 

Tribunals (Martinus Nijhoff Publishers, 1996). See, for example, art 8.4, para 1, Civil Code (Wet 
13 April 2019 tot invoering van een Burgerlijk Wetboek en tot invoeging van boek 8 ‘Bewijs’ in dat 
Wetboek, BS May 14, 2019, 46353.); art 870 Judicial Code.

33 Expert Group on Liability and New Technologies – New Technologies Formation, “Liability for 
artificial intelligence” (n 9) 32–33. Also see: AI Liability Directive, recitals (3)–(7); Dheu, De Bruyne, 
“Artificial Intelligence and Tort Law: A ‘Multi-faceted’ Reality” (n 8).

34 COM(2020) 65 final (n 6) 13; Expert Group on Liability and New Technologies – New Technologies 
Formation, “Liability for artificial intelligence” (n 9) 35 and 51.

35 Council Directive 85/374/EEC of July 25, 1985 on the approximation of the laws, regulations and 
administrative provisions of the Member States concerning liability for defective products [1985] OJ 
L 210 (further referred to as the “PLD”). See in general: Bernhard Koch et al., “Response of the 
European Law Institute to the Public Consultation on Civil Liability – Adapting Liability Rules to 
the Digital Age and Artificial Intelligence” (2022) Journal of European Tort Law, 13: 43–46.

36 Jean-Sébastien Borghetti, “How can artificial intelligence be defective?” in Sebastian Lohsse, Reiner 
Schulze, and Dirk Staudenmayer (eds), Liability for Artificial Intelligence and the Internet of Things 
(Hart Publishing, 2019) 67 (as referred to in Miriam Buiten, Alexandre de Streel, and Martin Peitz, 
“EU liability rules for the age of artificial intelligence” (2021) SSRN https://papers.ssrn.com/sol3/
papers.cfm?abstract_id=3817520 accessed February 22, 2023 34–35).
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complex and not readable ex post.37 An additional hurdle is that the elements of a 
claim in tort law are governed by national law. An example is the requirement of 
causation including procedural questions such as the standard of proof or the laws 
and practice of evidence.38

In sum, persons who have suffered harm may not have effective access to the evi-
dence that is necessary to build a case in court and may have less effective redress 
possibilities compared to situations in which the damage is caused by “traditional” 
products.39 It is, however, important that victims of accidents involving AI systems 
are not confronted with a lower level of protection compared to other products and 
services for which they would get compensation under national law. Otherwise, 
societal acceptance of those AI systems and other emerging technologies could be 
hampered and a hesitance to use them could be the result.40

To remedy this “vulnerable” or “weak” position, procedural mechanisms, and 
solutions have been proposed and discussed in academic scholarship.41 One 
can think of disclosure requirements. Article 3 of the AI Liability Directive, for 
instance, contains several provisions on the disclosure of evidence. A court may, 
upon the request of a (potential) claimant, order the disclosure of relevant evi-
dence about a specific high-risk AI system that is suspected of having caused 
damage. Such requests for evidence may be addressed to inter alia the provider 
of an AI system, a person subject to the provider’s obligations or its user.42 Several 
requirements must be fulfilled by the (potential) claimant before the court can 
order the disclosure of evidence.43 National courts also need to limit the disclo-
sure of evidence to what is necessary and proportionate to support a potential 
claim or an actual claim for damages.44 To that end, the legitimate interests of all 

37 Also see revised PLD, recitals (30)–(31) (“Injured persons, are, however, often at a significant disad-
vantage compared to manufacturers in terms of access to, and understanding of, information on how 
a product was produced and how it operates. This asymmetry of information can undermine the fair 
apportionment of risk, in particular in cases involving technical or scientific complexity”).

38 Koch et al., “Response of the European Law Institute” (n 35) 44–46 and 57–58. Similarity in the con-
text of the PLD: Daily Wuyts, “The product liability directive – more than two decades of defective 
products in Europe” (2014) Journal of European Tort Law, 5(1): 1–34.

39 COM(2020) 65 final (n 6) 13 Also see: Buiten, de Streel, and Peitz, “EU Liability Rules”(n 36) 24–38.
40 COM(2020) 64 final (n 5) 13; De Bruyne, Van Gool, and Gils, “Tort Law and Damage” (n 8) 396–397.
41 See, for example, Gerhard Wagner, “Robot Liability” in Sebastian Lohsse, Reiner Schulze, and Dirk 

Staudenmayer (eds), Liability for Artificial Intelligence and the Internet of Things (Hart Publishing, 
2019) 47; Charlotte de Meeus, “The product liability directive at the age of the digital industrial revo-
lution: Fit for innovation?” (2019) Journal of European Consumer and Market Law, 8(4): 149–154, 152; 
Christian Twigg-Flesner, “Guiding principles for updating the product liability directive for the digi-
tal age (Pilot ELI Innovation Paper)” (2021) ELI Innovation Paper Series, SSRN, 9–10, https://papers 
.ssrn.com/sol3/papers.cfm?abstract_id=3770796, accessed February 22, 2023; Koch et al., “Response of 
the European law institute” (n 35) 44. See extensively with further references: Dheu and De Bruyne, 
“Artificial Intelligence and Tort Law: A ‘Multi-faceted’ Reality” (n 8).

42 AI Liability Directive, art 3.1, first para.
43 Ibid. art 3.1 and 3.2.
44 Ibid. art 3.4, first para.
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parties – including providers and user – as well as the protection of confidential 
information should be taken into account.45 The revised PLD contains similar 
provisions. Article 8 allows Member States’ courts to require the defendant to 
disclose to the injured person – the claimant – relevant evidence that is at its 
disposal. The claimant must, however, present facts and evidence that are suffi-
cient to support the plausibility of the claim for compensation.46 Moreover, the 
disclosed evidence can be limited to what is necessary and proportionate to sup-
port a claim.47

Several policy initiatives also propose a reversal of the burden of proof. The 
Expert Group on Liability and New Technologies, for instance, proposes that 
“where the damage is of a kind that safety rules were meant to avoid, failure to 
comply with such safety rules, should lead to a reversal of the burden of prov-
ing (a) causation, and/or (b) fault, and/or (c) the existence of a defect.”48 It adds 
that if “it is proven that an emerging digital technology caused harm, and liabil-
ity therefore is conditional upon a person’s intent or negligence, the burden of 
proving fault should be reversed if disproportionate difficulties and costs of estab-
lishing the relevant standard of care and of proving their violation justify it.”49 
The burden of proving causation may also be alleviated in light of the challenges 
of emerging digital technologies if a balancing of the listed factors warrants doing 
so (e.g., the likelihood that the technology at least contributed to the harm or the 
kind and degree of harm potentially and actually caused).50 It has already been 
mentioned that the Resolution issued by the EP in October 2020 also contains a 
reversal of the burden of proof regarding fault-based liability for operators of low-
risk AI systems.51

In addition to working with a reversal of the burden of proof, one can also 
rely on rebuttable presumptions. In this regard, both the AI Liability Directive 
and the revised PLD are important. Article 4.1 of the AI Liability Directive, for 
instance, introduces a rebuttable presumption of a “causal link between the fault 
of the defendant and the output produced by the AI system or the failure of the 
AI system to produce an output.” However, this presumption only applies when 
three conditions are met. First, the fault of the defendant has to be proven by 
the claimant according to the applicable EU law or national rules, or presumed 
by the court following Article 3.5 of the AI Liability Directive. Such a fault can 
be established, for example, “for non-compliance with a duty of care pursuant 

45 Ibid. art 3.4, second para.
46 Revised PLD, art 8.1.
47 Ibid. art 8.2.
48 Expert Group on Liability and New Technologies – New Technologies Formation, “Liability for arti-

ficial intelligence” (n 9) 7 and 48.
49 Ibid. 8 and 52.
50 Ibid. 8 and 49–50.
51 European Parliament, “recommendations to the Commission on a civil liability regime for artificial 

intelligence” (n 9) art 8.
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to the  AI Act.”52 Second, it can be considered reasonably likely, based on the 
circumstances of the case, that the fault has influenced the output produced by 
the AI system or the failure of the AI system to produce an output. Third, the 
claimant needs to demonstrate that the output produced by the AI system or the 
failure of the AI system to produce an output gave rise to the damage. The defen-
dant, however, has the right to rebut the presumption of causality.53 Moreover, 
in the case of a claim for damages concerning a high-risk AI system, the court is 
not required to apply the presumption when the defendant demonstrates that suf-
ficient evidence and expertise is reasonably accessible for the claimant to prove 
the causal link.54

The revised PLD also introduces presumptions of defectiveness and causality 
that apply under certain conditions. Such conditions include the defendant’s fail-
ure to disclose relevant evidence, when the claimant provides evidence that the 
product does not comply with mandatory safety requirements set in EU or national 
law, or when the claimant establishes that the damage was caused by an “obvious 
malfunction” of the product during normal use or under ordinary circumstances. 
Article 9.3 also provides a presumption of causality when “it has been established 
that the product is defective and the damage caused is of a kind typically consis-
tent with the defect in question.” In other words, Article 9 contains two specific 
presumptions, one of the product’s defectiveness and one related to the causal link 
between the defectiveness of the product and the damage. In addition, Article 9.4 
contains a more general presumption. Where a national court decides that “the 
claimant faces excessive difficulties, due to the technical or scientific complexity, 
to prove the product’s defectiveness or the causal link between its defectiveness and 
the damage” (or both), the defectiveness of the product or causal link between its 
defectiveness and the damage (or both) are presumed when certain conditions are 
met. The claimant must demonstrate, based on “sufficiently relevant evidence,” 
that the “product contributed to the damage”55 and that it is “likely that the product 
was defective or that its defectiveness is a likely cause of the damage, or both.”56 The 
defendant, however, has the right “to contest the existence of excessive difficulties” 
or the mentioned likelihood.57 Of course, the defendant is allowed to rebut any of 
these presumptions as well.58

52 AI Liability Directive, 13 and art 4.1 (a).
53 Ibid. art 4.4.
54 Ibid. art 4.5. See for an extensive analysis: Jan De Bruyne, Orian Dheu and Charlotte Ducuing, “The 

European Commission’s approach to extra-contractual liability and AI – An evaluation of the AI lia-
bility directive and the revised product liability directive” (n 8).

55 Revised PLD, art 9.4 (a).
56 Ibid. art 9.4 (b).
57 Ibid. art 9.4, second para.
58 Ibid. art 9.5. See for an extensive analysis: De Bruyne, Dheu and Ducuing, “The European 

Commission’s approach to extra-contractual liability and AI – An evaluation of the AI liability direc-
tive and the revised product liability directive” (n 8).
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8.4 Problematic Qualification of Certain Tort  
Law Concepts

The previous parts focused on more general evolutions regarding AI and liability. 
The application of “traditional” tort law concepts also risks to become challeng-
ing in AI context. Regulatory answers will need to be found to remedy the gaps 
that could potentially arise. We will illustrate this with two notions used in the 
Product Liability Directive, namely “product” (part 8.4.1) and “defect” (part 8.4.2). 
We will also show that the introduction of certain concepts in (new) supranational 
AI-specific liability legislation can be challenging due to the remaining importance 
of national law. More specifically, we will discuss the requirement of “fault” in the 
proposed AI Liability Directive (part 8.4.3).

8.4.1 Software as a Product?

Article 1 of the Product Liability Directive stipulates that the producer is liable 
for damage caused by a defect in the product. Technology and industry, however, 
have evolved drastically over the last decades. The division between products and 
services is no longer as clear-cut as it was. Producing products and providing ser-
vices are increasingly intertwined.59 In this regard, the question arises whether 
software is a product or instead is provided as a service, and thus falling outside 
the scope of the PLD.60 Software and AI systems merit specific attention in respect 
of product liability. Software is essential to the functioning of a large number of 
products and affects their safety. It is integrated into products but it can also be 
supplied separately to enable the use of the product as intended. Neither a com-
puter nor a smartphone would be of particular use without software. The question 
whether stand-alone software can be qualified as a product within the meaning of 
the Product Liability Directive or implementing national legislation has already 
attracted a lot of attention, both in academic scholarship61 and in policy initia-
tives.62 That is because software is a collection of data and instructions that is 
imperceptible to the human eye.63

59 See, for example, Bert Keirsbilck, Evelyne Terryn, and Elias Van Gool, “Consumentenbescherming 
bij servitisation en product-dienst-systemen (PDS)” (2019) Tijdschrift voor Privaatrecht 817; 
De Bruyne, Van Gool, and Gils, “Tort law and damage” (n 8) 417.

60 See, for example, Bertolini, “Artificial intelligence and civil liability” (n 13) 57.
61 See, for example, Duncan Fairgrieve and Eleonora Rajneri, “Is software a product under the product 

liability directive?” (2019) Zeitschrift für Internationales Wirtschaftsrecht, 24; Koch et al., “Response of 
the European Law Institute” (n 35) 34–36.

62 Previously, several EU policy documents already favored a broad interpretation of the notion of a 
product (e.g., Expert Group on Liability and New Technologies – New Technologies Formation, 
“Liability for artificial intelligence” (n 9) 42–43; COM(2020) 64 final (n 5) 14).

63 De Bruyne, Van Gool, and Gils, “Tort law and damage” (n 8) 418.
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Unclarity remains as to whether software is (im)movable and/or a (in)tangible 
good.64 The Belgian Product Liability Act – implementing the PLD – stipulates 
that the regime only concerns tangible goods.65 Although the Belgian Court of 
Cassation and/or the European Court of Justice have not yet ruled on the matter, 
the revised PLD specifically qualifies software and digital manufacturing files as 
products.66 The inclusion of software is rather surprising, yet essential.67 Recital 
(13) of the revised PLD states that it should not apply to “free and open-source 
software developed or supplied outside the course of a commercial activity” in 
order not to hamper innovation or research. However, where software is supplied 
in exchange for a price or personal data is provided in the course of a commercial 
activity (i.e., for other purposes than exclusively improving the security, compati-
bility or interoperability of the software), the Directive should apply.68 Regardless 
of the qualification of software, the victim of an accident involving an AI system 
may have a claim against the producer of a product incorporating software such 
as an autonomous vehicle, a robot used for surgery or a household robot. Software 
steering the operations of a tangible product could be considered as a part or com-
ponent of that product.69 This means that an autonomous vehicle or material robot 
used for surgery would be considered as a product in the sense of the Product 
Liability Directive and can be defective if the software system it uses is not func-
tioning properly.70

8.4.2 “Defective” Product

Liability under the Product Liability Directive requires a “defect” in the product. 
A product is defective when it does not provide the safety that a person is entitled to 
expect, taking all circumstances into account (the so-called “consumer expectations 

64 See extensively: De Bruyne, Van Gool, and Gils, “Tort law and damage” (n 8) 417–421 with further 
references.

65 Art. 2 Act 25 February 1991 concerning liability for defective products, BS 22 March 1991. Also see 
Dimitri Verhoeven, “Productveiligheid en productaansprakelijkheid: krachtlijnen en toekomstper-
spectieven” in Reinhard Steennot and Gert Straetmans (eds), Wetboek economisch recht en de bes-
cherming van de consument (Intersentia, 2015) 198; Jacquemin and Hubin, “Aspects contractuels”  
(n 8) 129–130.

66 Revised PLD, art 4 (1).
67 See, for example, Jochen Tanghe and Jan De Bruyne, “Software aan het stuur. Aansprakelijkheid voor 

schade veroorzaakt door autonome motorrijtuigen” in Thierry Vansweevelt and Britt Weyts (eds), 
Nieuwe risico’s in het aansprakelijkheids- en verzekeringsrecht (Intersentia, 2018) 56–57; Buiten, de 
Streel, and Peitz, “EU liability rules” (n 36) 51; Twigg-Flesner, “Guiding principles” (n 41) 5; Koch 
et al., “Response of the European Law Institute” (n 35) 34–36.

68 AI Liability Directive, recital 13. See extensively De Bruyne, Dheu and Ducuing, “The European 
Commission’s approach to extra-contractual liability and AI – An evaluation of the AI liability direc-
tive and the revised product liability directive” (n 8) 11–13.

69 COM(2020) 64 final (n 5) 13–14.
70 De Bruyne and Tanghe, “Liability for damage caused by autonomous vehicles” (n 2) 357.
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test” as opposed to the “risk utility test”).71 This does not refer to the expectations 
of a particular person but to the expectations of the general public72 or the target 
audience.73 Several elements can be used to determine the legitimate expectations 
regarding the use of AI systems. These include the presentation of the product, 
the normal or reasonably foreseeable use of it and the moment in time when the 
product was put into circulation.74 This enumeration of criteria, however, is not 
exhaustive as other factors may play a role as well.75 Especially the criterion of the 
presentation of the product is important for manufacturers of autonomous vehicles 
or medical robots. That is because they often tend to market their products explic-
itly as safer than existing alternatives. The presentation of the product may on the 
other hand also provide an opportunity for manufacturers of AI systems to reduce 
their liability risk through appropriate warnings and user information. Nevertheless, 
it remains uncertain how technically detailed or accessible such information should 
be.76 The revised PLD also refers to the legitimate safety expectations.77 A product 
is deemed defective if it fails to “provide the safety which the public at large is enti-
tled to expect, taking all circumstances into account.”78 The non-exhaustive list 
of such circumstances that allow to assess the product’s defectiveness is expanded 
and also includes “the effect on the product of any ability to continue to learn after 
deployment.”79 It should, however, be noted that the product cannot be considered 
defective for the sole reason that a better product, including updates or upgrades 
to a product, is already or subsequently placed on the market or put into service.80

71 Product Liability Directive, art 6.
72 Product Liability Directive, recital 6. Bocken argues that it concerns the consumer as part of a group 

(Hubert Bocken, “Buitencontractuele aansprakelijkheid voor gebrekkige producten” in Hubert 
Bocken et al., (ed), Bijzondere overeenkomsten (Postuniversitaire cyclus Willy Delva 34, Wolters 
Kluwer, 2008–2009) 367).

73 Cass 26 September 2003 Arr.Cass. 2003 1765 RW 2004–05 22 annotation by Britt Weyts; Court of 
Appeal Antwerp 13 April 2005 RW 2008–09 803; Court of Appeal Antwerp 28 October 2009 TBBR 
2011 381 annotation by Dimitri Verhoeven; Hubert Bocken and Ingrid Boone with cooperation by 
Marc Kruithof, Inleiding tot het schadevergoedingsrecht: buitencontractueel aansprakelijkheidsrecht en 
andere schadevergoedingsstelsels (Die Keure, 2014) 196; Jacquemin and Hubin, “Aspects contractuels” 
(n 8) 131.

74 Product Liability Directive, art 6, first para.
75 Bocken and Boone, Inleiding tot het schadevergoedingsrecht (n 73) 196; Marc Kruithof, “Wie is 

aansprakelijk voor schade veroorzaakt door onveilige producten?: de toepassing van de artikelen 1382, 
1384 lid 1, en 1645 BW herbekeken in het licht van het – door het Hof van Justitie sterk beperkte – 
aanvullend karakter voorzien in artikel 13 Wet Productaansprakelijkheid” in Ignace Claeys and 
Reinhard Steennot (eds), Aansprakelijkheid, veiligheid en kwaliteit (Postuniversitaire cyclus Willy 
Delva 40, Wolters Kluwer, 2015) 148, fn 18.

76 De Bruyne, Van Gool, and Gils, “Tort law and damage” (n 8) 422 with further references.
77 De Bruyne, Dheu, and Ducuing, “The European Commission’s approach to extra-contractual liabil-

ity and AI – An evaluation of the AI liability directive and the revised product liability directive” (n 8) 
13–14.

78 Revised PLD, art 6.1.
79 Ibid.
80 Revised PLD, art 6.2.
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That being said, the criterion of legitimate expectations remains very vague (and 
problematic81). It gives judges a wide margin of appreciation.82 As a consequence, it 
is difficult to predict how this criterion will and should be applied in the context of 
AI systems.83 The safety expectations will be very high for AI systems used in high-
risk contexts such as healthcare or mobility.84 At the same time, however, the con-
crete application of this test remains difficult for AI systems because of their novelty, 
the complexity to compare these systems with human or technological alternatives 
and the characteristics of autonomy and opacity.85 The interconnectivity of products 
and systems also makes it hard to identify the defect. Sophisticated AI systems with 
self-learning capabilities also raise the question of whether unpredictable deviations 
in the decision-making process can be treated as defects. Even if they constitute a 
defect, the state-of-the-art defense86 may eventually apply. The complexity and the 
opacity of emerging digital technologies such as AI systems further complicate the 
chance for the victim to discover and prove the defect and/or causation.87 In addi-
tion, there is some uncertainty on how and to what extent the Product Liability 
Directive applies in the case of certain types of defects, for example, those resulting 
from weaknesses in the cybersecurity of the product.88 It has already been men-
tioned that the revised PLD establishes a presumption of defectiveness under cer-
tain conditions to remedy these challenges.89

8.4.3 The Concept of Fault in the AI Liability Directive

In addition to the challenging application of “traditional” existing tort law concepts 
in an AI context, the introduction of new legislation in this field may also contain 
notions that are unclear. This unclarity could affect legal certainty, especially con-
sidering the remaining importance of national law. We will illustrate this with the 
requirement of “fault” as proposed in the AI Liability Directive.

81 Bertolini, “Artificial intelligence and civil liability” (n 13) 57.
82 Bocken, “Buitencontractuele aansprakelijkheid” (n 72) 368; Thierry Vansweevelt and Britt Weyts, 

Handboek Buitencontractueel Aansprakelijkheidsrecht (Intersentia, 2009) 515.
83 See extensively: Borghetti, “How can artificial intelligence” (n 36) 63–76.
84 De Bruyne and Tanghe, “Liability for damage caused by autonomous vehicles” (n 2) 362. See 

also: Thomas Malengreau, “Automatisation de la conduite: quelles responsabilités en droit belge? 
(Première partie)” (2019) RGAR, 5: 15578, no 27.

85 See: Borghetti, “How can artificial intelligence” (n 36) 68–69; De Bruyne and Tanghe, “Liability for 
damage caused by autonomous vehicles” (n 2) 358–362.

86 Under this defense, the producer will not be held liable if he or she proves that the state of scientific 
and technical knowledge at the time when he or she put the product into circulation was not such as 
to enable the existence of the defect to be discovered (Product Liability Directive, art 7, e).

87 Expert Group on Liability and New Technologies – New Technologies Formation, “Liability for arti-
ficial intelligence” (n 9) 28.

88 COM(2020) 65 final (n 6) 13.
89 See the discussion supra in part 3.
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It has already been mentioned that Article 4.1 of the AI Liability Directive con-
tains a rebuttable presumption of a “causal link between the fault of the defendant 
and the output produced by the AI system or the failure of the AI system to produce 
an output.” The fault of the defendant has to be proven by the claimant according 
to the applicable EU law or national rules. Such a fault can be established, for exam-
ple, “for non-compliance with a duty of care pursuant to the AI Act.”90 The rela-
tionship between the notions of “fault” and “duty of care” under the AI Liability 
Directive, and especially in Article 4, is unclear and raises interpretation issues.91 
The AI Liability Directive uses the concept of “duty of care” at several occasions. 
Considering that tort law is still to a large extent national, the reliance on the con-
cept of “duty of care” in supranational legislation is rather surprising. A “duty of 
care” is defined as “a required standard of conduct, set by national or Union law, 
in order to avoid damage to legal interests recognized at national or Union law 
level, including life, physical integrity, property and the protection of fundamen-
tal rights.”92 It refers to how a reasonable person should act in a specific situation, 
which also “ensure[s] the safe operation of AI systems in order to prevent damage 
to recognized legal interests.”93 In addition to the fact that the content of a duty 
of care will ultimately have to be determined by judges, a more conceptual issue 
arises as well. That is because the existence of a generally applicable positive duty of 
care has already been contested, for instance, in Belgium. Kruithof concludes that 
case law and scholarship commonly agree that no breach of a “pre-existing” duty is 
required for a fault to be established. As noted by Kruithof, what is usually referred 
to as the generally required level or the duty of care, “is therefore more properly 
qualified not as a legal duty or obligation, but merely a standard of behavior serv-
ing as the yardstick for judging whether an act is negligent or not for purposes of 
establishing liability.”94 However, Article 4.1 (a) seems to equate the “fault” with 
the noncompliance with a duty of care, thereby implicitly endorsing the view that 
the duty of care consists in a standalone obligation. This does not necessarily fit 
well in some national tort law frameworks, and may thus cause interpretation issues 
and fragmentation.95

Article 1.3 (d) of the AI Liability Directive mentions that the Directive will not 
affect “how fault is defined, other than in respect of what is provided for in Articles 
3 and 4.” A fault under Belgian law (and by extension other jurisdictions) consists 

90 AI Liability Directive, 13 and art 4.1 (a).
91 See extensively: De Bruyne, Dheu, and Ducuing, “The European Commission’s approach to extra-

contractual liability and AI – An evaluation of the AI liability directive and the revised product liability 
directive” (n 8) 7–9.

92 AI Liability Directive, art 2 (9).
93 AI Liability Directive, recital 24.
94 Marc Kruithof, Tort Law in Belgium (Kluwer Law International, 2018) 47 with references.
95 See extensively: De Bruyne, Dheu, and Ducuing, “The European Commission’s approach to extra-

contractual liability and AI – An evaluation of the AI liability directive and the revised product liability 
directive” (n 8) 8–9.
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of both a subjective component and an objective component. The (currently still 
applicable) subjective component requires that the fault can be attributed to the 
free will of the person who has committed it (“imputability”), and that this person 
generally possesses the capacity to control and to assess the consequences of his or 
her conduct (“culpability”).96 This subjective element does, however, not seem to 
be covered by the AI Liability Directive. This raises the question whether the notion 
of “fault,” as referred to in the Articles 3 and 4, requires such a subjective element 
to be present and/or allows for national law to require this. The minimal harmoni-
zation provision of Article 1.4 does not answer this question.97 The objective com-
ponent of a fault refers to the wrongful behavior in itself. Belgian law traditionally 
recognizes two types of wrongdoings, namely a violation of a specific legal rule of 
conduct98 and the breach of a standard of care.99 Under Belgian law, a violation of a 
standard of care requires that it was reasonably foreseeable for the defendant that his 
or her conduct could result in some kind of damage.100 This means that a provider 
of a high-risk AI system would commit a fault when he or she could reasonable fore-
see that a violation of a duty of care following provisions of the AI Act would result 
in damage. However, it is unclear whether the notion of a “duty of care” as relied 
upon in the AI Liability Directive also includes this requirement of foreseeability or, 
instead, whether it is left to national (case) law to determine the additional modali-
ties under which a violation of a “duty of care” can be established.101

8.5 Concluding Remarks and Takeaways

We focused on different challenges that arise in tort law for damage involving AI. 
The chapter started by illustrating the remaining importance of national law for 
the interpretation and application of tort law concepts in an AI context. There will 
be an increasing number of cases in which the role of AI systems in causing dam-
age, and especially the interaction between humans and machines, will have to be 
assessed. Therefore, a judge must have an understanding on how AI works and the 
risks it entails. As such, it should be ensured that judges – especially in the field of 

96 See, for example, Court of Cassation 3 October 1994 (1984) Arr.Cass. 807; (1996–1997) RW 1227; Geert 
Jocqué, “Bewustzijn en subjectieve verwijtbaarheid” in Hubert Bocken, XXXIIIste Postuniversitaire 
cyclus Willy Delva 2006–2007 (Intersentia, 2007) 1–101; Vansweevelt and Weyts, Handboek (n 82) 
147–148; Kruithof, Tort Law (n 94) 53–56.

97 De Bruyne, Dheu, and Ducuing, “The European Commission’s approach to extra-contractual lia-
bility and AI – An evaluation of the AI liability directive and the revised product liability directive” 
(n 8) 9.

98 See, for example, Cass 3 October 1994 Arr.Cass. 1994 807; Cass 10 April 2014 Arr.Cass. 2014 962.
99 See, for example, Cass 25 November 2002 Arr.Cass. 2002 2543; Bocken and Boone, Inleiding tot het 

schadevergoedingsrecht (n 73) 90–92.
100 Kruithof, Tort Law (n 94) 49 with references; Vansweevelt and Weyts, Handboek (n 82) 134–137.
101 De Bruyne, Dheu, and Ducuing, “The European Commission’s approach to extra-contractual lia-

bility and AI – An evaluation of the AI liability directive and the revised product liability directive” 
(n 8) 9.

https://www.cambridge.org/core/terms. https://doi.org/10.1017/9781009367783.011
Downloaded from https://www.cambridge.org/core. IP address: 13.58.127.88, on 11 Feb 2025 at 15:28:18, subject to the Cambridge Core terms of use, available at

https://www.cambridge.org/core/terms
https://doi.org/10.1017/9781009367783.011
https://www.cambridge.org/core


 Tort Liability and Artificial Intelligence 173

tort law – have the required digital capacity. We also emphasized the importance of 
procedural elements in claims involving AI systems. Although the newly proposed 
EU frameworks introduce disclosure requirements and rebuttable presumptions, it 
remains to be seen how these will be applied in practice, especially considering the 
many unclarities these proposals still entail. The significant amount of discretion 
that judges have in interpreting the requirements and concepts used in these new 
procedural solutions may result in various and differing applications throughout 
the Member States. While these different interpretations might be interesting case 
studies, they will not necessarily contribute to the increased legal certainty that the 
procedural solutions aim to achieve. We also illustrated how AI has an impact on 
“traditional” and newly proposed tort law concepts. From a more general perspec-
tive, we believe that interdisciplinarity – for instance through policy prototyping102 – 
will become increasingly important to remedy regulatory gaps and to devise new 
“rules” on AI and tort law.

102 See, for example, Thomas Gils, Frederic Heymans, and Wannes Ooms (Knowledge Centre Data 
& Society), “From Policy To Practice: Prototyping The EU AI Act’s Transparency Requirements,” 
January 2024, https://papers.ssrn.com/sol3/papers.cfm?abstract_id=4714345, accessed August 2, 2024.
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