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Abstract

We determine the order of the k-core in a large class of dense graph sequences. Let Gn be
a sequence of undirected, n-vertex graphs with edge weights {an

i,j}i,j∈[n] that converges

to a graphon W : [0, 1]2 → [0,+∞) in the cut metric. Keeping an edge (i,j) of Gn with
probability an

i,j/n independently, we obtain a sequence of random graphs Gn(1/n). Using
a branching process and the theory of dense graph limits, under mild assumptions we
obtain the order of the k-core of random graphs Gn(1/n). Our result can also be used to
obtain the threshold of appearance of a k-core of order n.

Keywords: Random graphs; branching process; k-core; phase transition; dense graph
limit; graphon; percolation

2020 Mathematics Subject Classification: Primary 05C80
Secondary 60C05; 82B43

1. Introduction

For an integer k ≥ 2, the k-core of a graph G is the largest induced subgraph of G with
minimum degree at least k. It was first introduced in [5] to find large k-connected subgraphs,
and since then several studies have been devoted to investigating the existence and the order
of the k-core. Apart from theoretical interest, the k-core has been applied to the study of social
networks [4, 19], graph visualizing [1, 13], and biology [32]. See also [24] for an extensive
discussion on its applications. The seminal paper [30] determined the threshold for the appear-
ance of a non-empty k-core in binomial random graphs and uniform random graphs. The order
of the k-core has been studied in different random graph ensembles such as binomial random
graphs [28], uniformly chosen random graphs and hypergraphs with specified degree sequence
[17, 18, 21, 22, 29], the Poisson cloning model [23], and the pairing-allocation model [12].
While almost all the previous work focused on the k-core of homogeneous random graphs,
[31] determined the asymptotic order of the k-core for a large class of inhomogeneous random
graphs introduced in [7].

In this article we study the asymptotic order of the k-core in random subgraphs of convergent
dense graph sequences. Let Gn be a sequence of undirected weighted graphs on n vertices with
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2 E. BAYRAKTAR ET AL.

edge weights {an
i,j} that converges to a graphon W in the cut metric (see Section 2 for the

definition of the cut metric). For some c> 0, we keep an edge (i,j) of Gn with probability
can

i,j/n independently, and denote the resulting random graph by Gn(c/n). For any graphon

W, we can associate it with a branching process XW , i.e. the number of children of a particle
with type x has a Poisson distribution with parameter

∫
W(x, y) dy (see Section 2 for a precise

definition). As usual, if An is a sequence of random variables, we write An = op(n) if An/n → 0
in probability. Under some mild conditions, we show that

order of k-core of Gn(c/n) = nPXcW (A) + op(n), (1.1)

where A is the event that the initial particle has at least k children, each of which has at least
k − 1 children, each of which has at least k − 1 children, and so on, and PXW (A) represents the
probability of the event A occurring for the branching process XcW .

Our contribution is two-fold. First, thanks to [27], every dense graph sequence has a con-
vergent subsequence in the cut metric, and therefore our result applies to a large class of dense
graph sequences. An important example is quasi-random graphs (see, e.g., [16]). Roughly, they
are dense graph sequences that converge to a constant (non-zero) limit, such as Paley graphs
(see Remark 2.3). It is worth pointing out that while the construction of various quasi-random
graphs involves very different techniques (see [25]), this article first determines the order of
the k-core in its random subgraphs up to the first-order term in a unified way. Actually, besides
quasi-random graphs, there are plenty of examples of dense random graph models that con-
verge to bounded graphons (see [2, 3, 14, 15]), where our result can be applied to get the size
of the k-core. Second, as a by-product of our proof of the main result, for any sequence of
kernels Wn satisfying some mild assumptions that converges to W we have

PXWn (A) → PXW (A),

a new continuity result concerning branching processes, which we believe is of independent
interest. Even though the theory of graph limits has received enormous attention in the last
two decades, the only similar result we can find is [8, Theorem 1.9], which concerns with the
survival probability of a branching process.

Let us now point out the differences between [31] and the main ideas of our proof. First,
while [31] obtains the size of the k-core of random graphs sampled from a kernel W, our
result applies to the percolation of an arbitrary sequence Gn that converges to W in the cut
metric. Noticeably, our result, together with [8, Lemma 1.6], recovers the main result in [31] for
bounded graphons, whereas the result in [31] is not applicable to quasi-random graphs. In other
words, our result additionally shows that the size of the k-core in percolated random graphs is
stable with respect to the underlying kernel W in the cut metric. Second, the proof of the upper
bound in (1.1) is done by upper-bounding the order of the k-core in terms of the probability of
the event A. In the case of random graphs generated by W [31] this probability can be directly
expressed in terms of W. For us, the approximation of the probability of the event A is subtle:
we first approximate the probability of A in terms of homomorphism densities of appropriate
subgraphs, and then estimate this probability using the fact that homomorphism densities are
continuous in the cut metric; see, e.g., [6, 27]. Third, the proof of the lower bound in (1.1) is
more delicate. As a first step, we approximate W by a sequence of finitary kernels Fm as in [7].
Then, we show that, for each fixed m, the branching process XGn associated with Gn contains
X(1−εm)Fm as a subset for some εm with 0< εm < 1/m when n is large enough. To conclude the
lower bound, we prove a continuity property which is non-trivial and relies on the properties
of the cut metric, and then invoke a result (minor variant) from [31].
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The k-core in percolated dense graph sequences 3

The rest of the paper is organized as follows. In Section 2, we present our main results with
some discussions. In Sections 3 and 4, we prove the upper bound and lower bound respectively
of the order of the k-core.

2. Main results and discussions

We now recall a few definitions in order to state our results. Denote [0,1] by I, and its Borel
sigma-algebra by B(I). For any symmetric measurable function W : I × I →R, we define its
cut norm via

‖W‖� := sup
S,T∈B(I)

∣∣∣∣ ∫
S×T

W(u, v) du dv

∣∣∣∣.
Such a symmetric measurable function W is said to be a graphon if it take values in [0,∞), and
the cut metric between two graphons W1 and W2 is defined by d�(W1,W2) := ‖W1 − W2‖�.
An undirected finite graph Gn with non-negative adjacency matrix (an

i,j)
n
i,j=1 can be associated

with a graphon in a natural way so that the cut metric gives rise to a proper distance between
two finite graphs,

WGn (x, y) =
n∑

i,j=1

an
i,j1Jn

i
(x)1Jn

j
(y), (2.1)

where Jn
1 = [0, 1/n] and, for i = 2, 3, . . . , n, Jn

i = ((i − 1)/n, i/n]. We refer readers to
[26, Chapter 8] for detailed discussions of the cut metric and (2.1).

Let Gn be a sequence of simple graphs on n vertices with edge weights {an
i,j} that converges

to a graphon W with respect to the cut metric. For some c> 0, we keep an edge (i,j) of Gn

with probability can
i,j/n independently, and denote the resulting random graph by Gn(c/n).

Here and throughout the paper we assume that the edge weights an
i,j are uniformly bounded

above by ā> 0, and therefore for sufficiently large n we will have can
i,j/n ≤ 1. Since retaining

every edge independently is nothing but the bond-percolation on the graph, we call Gn(c/n)
a percolated graph sequence (bond-percolation on arbitrary dense graph sequences was first
studied in [6]). Note that if we percolate on a dense graph sequence, where the number of
edges is of order n2, the resulting graph becomes sparse, i.e. the number of edges is linear in
n. Our aim is to study the order of the k-core of the random graph sequence Gn(c/n).

We will heavily use the branching process XW associated with the graphon W. The process
starts with a single particle with type x0, which is chosen uniformly from [0,1]. Conditionally
on generation t, each member in generation t has children in the next generation, independently
of each other and everything else. The number of children with types in a set A ⊂ [0, 1] is
Poisson with parameter

∫
A W(x, y) dy, and these numbers are independent for disjoint sets.

Let Ad be the event in XW that the initial particle has at least k children, each of which
has at least k − 1 children, each of which has at least k − 1 children, and so on until the dth
generation. Define A= ∩∞

d=1Ad. Let Ck(G) denote the order of the k-core of a graph G. We
are now ready to discuss our main result, which provides the asymptotic order of the k-core in
percolated dense graph sequences. As usual, if An is a sequence of random variables, we write
An = op(f (n)) if An/f (n) → 0 in probability; if An is a sequence of real numbers, we write
An = o(f (n)) if An/f (n) → 0. First, we make the following assumption.

Assumption 2.1. The map λ→ PXλW (A) is continuous from below at λ= c.
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4 E. BAYRAKTAR ET AL.

Theorem 2.1. Let Gn be a sequence of graphs with non-negative edge weights which are
bounded above by a constant ā> 0. Suppose that Gn converges to a graphon W as n → ∞,
and that Assumption 2.1 holds. Then

Ck(Gn(c/n)) = nPXcW (A) + op(n). (2.2)

It suffices to prove the case c = 1 in Theorem 2.1. To see this, let Gn be a graph with
edge weights {an

i,j} and consider another graph G′
n with edge weights {can

i,j}. Therefore, the
random subgraphs Gn(c/n) and G′

n(1/n) are equal in distribution. Finally, by our assumption
Gn converges to W and thus G′

n converges to cW. The result (2.2) then follows from the result
with c = 1.

Our proof of (2.2) is divided into two parts, which will be given in the next two sections.
We should remark that for the proof of the upper bound, we only need the assumption that
the edge weights of Gn are uniformly bounded above by ā and that Gn → W in the cut metric.
The uniform boundedness of Gn is used in Sections 3.1 and 3.2. Roughly speaking, the prob-
ability of event A can be written as an infinite sum of homomorphism densities. It is known
that homomorphism densities are continuous in the cut metric. Thus, to show the inequality
lim sup PXWGn (A) ≤ PXW (A), we need a dominating term provided by ā. It is possible to avoid
this assumption if we get the quantitative convergence rate of the homomorphism densities.

Assumption 2.1 is used only in the proof of the lower bound in Section 4, to approximate
W by finitary graphons from below.

Remark 2.1. In Theorem 2.1, note that PXcW (A) could be zero, in which case we will only
be able to say that there is no ‘giant’ k-core (as usual, by ‘giant’ we mean ‘of order linear in
n’). From Theorem 2.1 we can also obtain the emergence threshold for the giant k-core from
the function c → PXcW (A). More precisely, if there is a point c0 > 0 such that for 0 ≤ c< c0,
PXcW (A) = 0 and for c> c0, PXcW (A)> 0, then c0 will be the threshold for the appearance of
a giant k-core.

Remark 2.2. It is not difficult to show that the function λ→ PXλW (A) is continuous from
above (see [31, Section 3.2]), therefore under Assumption 2.1 we have continuity of λ→
PXλW (A) at λ= c. We now discuss why it is not possible to get rid of Assumption 2.1 in
Theorem 2.1. First, let ck be the threshold of the appearance of a k-core in the binomial ran-
dom graph on n vertices with edge probability c/n. Then, from [22, Theorem 1.3(ii)], the
assertion in Theorem 2.1 does not hold at the threshold (discontinuity point), which tells us that
Assumption 2.1 is optimal. More precisely, at the threshold the k-core is empty with probability
bounded away from 0 and 1 for large n.

Secondly, there could be more than one discontinuity point, and they could appear in differ-
ent (non-trivial) ways. Let us now explain roughly how such discontinuities could appear; we
refer the interested reader to the end of [31, Section 3.1] for the details. Consider the graphon

W(x, y) =

⎧⎪⎨⎪⎩
2000, (x, y) ∈ [0, 1

2

]2
,

2, (x, y) ∈ ( 1
2 , 1

]2
,

1/100, otherwise.

It is not difficult to show that the 3-core first appears in the subgraph induced by the vertices
that correspond to the bottom-left part,

[
0, 1

2

]2, of the graphon, and this emerges near c3/1000,
where c = c3 is the threshold of appearance of the 3-core in the binomial random graph on n
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The k-core in percolated dense graph sequences 5

vertices with edge probability c/n. It could also be shown that PXλW (A) has another discontinu-
ity near λ= c3, i.e. when the subgraph induced by the vertices that correspond to the top-right
part,

( 1
2 , 1

]2, of the graphon will have a 3-core. There is another, more straightforward, way in
which a discontinuity could appear in PXλW (A). Consider the graphon

W(x, y) =

⎧⎪⎨⎪⎩
2, (x, y) ∈ [0, 1

2

]2
,

1, (x, y) ∈ ( 1
2 , 1

]2
,

0, otherwise.

It is easy to see that the emergence threshold of the k-core in the subgraph induced by the ver-
tices that correspond to the bottom-left,

[
0, 1

2

]2, part of the graphon and the subgraph induced

by the vertices that correspond to the top-right part,
( 1

2 , 1
]2, of the graphon will be different.

Remark 2.3. (Paley graphs) Let us give a concrete example where Theorem 2.1 is applicable.
Let q be a prime number of the form 4z + 1 with z ∈N+, Fq = {0, . . . , q − 1} be the finite
field, and F∗

q = Fq \ {0}. Consider the sequence of Paley graphs Gq, where the vertex set is V =
Fq and the edge set is given by E = {(a, b) ∈ V × V : a − b ∈ F∗

q × F∗
q}. Due to [20, Example

10.10], Gq converges to the constant graphon 1
2 in the cut metric as q → ∞. We can therefore

apply Theorem 2.1 and conclude that the size of the k-core in Gq(2c/q) is asymptotically the
same as the size of the k-core in the binomial random graph with q vertices and parameter
c/q (for c> 0), except for the threshold of appearance of the k-core. Let us emphasize that
the Paley graph is an example of a quasi-random graph, and our result is applicable to any
quasi-random graph.

As a by-product of the proof of Theorem 2.1, we also obtain a result regarding branching
processes that might be of independent interest.

Proposition 2.1. Let Wn be a sequence of graphons such that d�(Wn,W) → 0. Also, suppose
λ→ PXλW (A) is continuous from below at λ= 1. Then PXWn (A) → PXW (A) as n → ∞.

Proof. This is proved in Propositions 3.5 and 4.1. �

Note that Proposition 2.1 has the following important consequence. The function λ→
PXλW (A) is non-decreasing, and therefore it can have at most countably many discontinuity
points. Hence, for almost every positive c, the next corollary provides a way to approximate
the order of the k-core using only Gn.

Corollary 2.1. Let Gn be a sequence of graphs with non-negative edge weights which are
bounded above by a constant ā> 0. Suppose that Gn converges to a graphon W as n → ∞,
where λ→ PXλW (A) is continuous at λ= c. Then

Ck(Gn(c/n)) = nPXcWGn (A) + op(n).

Proof of Corollary 2.1. The proof is immediate using Theorem 2.1 and Proposition 2.1. �

3. Proof of the upper bound in Theorem 2.1

We will first prove the upper bound, i.e. Ck(Gn(1/n)) ≤ nPXW (A) + op(n). The idea is as
follows: if a vertex v of a graph is in the k-core, then for any d> 0 either v has property Ad or
v is contained in a cycle of length smaller than 2d. Since the probability of occurrence of short
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6 E. BAYRAKTAR ET AL.

cycles is small for large enough n, the probability that v is in the k-core is bounded above by
the probability of having property Ad, ignoring an op(1) term. Therefore, to prove the upper
bound, we explicitly calculate the probability of event Ad using homomorphism density, and
a tightness argument. Finally, by letting d → ∞, we obtain Ck(Gn(1/n)) ≤ nPXW (A) + op(n).
Note that we do not need the continuity assumption to show the upper bound.

Let us construct a branching process ∗Xn associated with the random graph Gn(1/n). ∗Xn

has n-types of children, 1, 2, . . . , n. It starts with a single particle whose type is chosen
uniformly from 1, 2, . . . , n. Conditioning on generation t, each member of generation t has
children in the next generation independently of each other, and of everything else. For any
particle of type i, its number of children of type j is distributed as Bernoulli(an

i,j/n).
With some ρn ≥ 1/n to be determined, we will also use another branching process where,

for any particle of type i, its number of children of type j is distributed as Poisson(an
i,jρn). This is

actually the branching process associated with the graphon nρnWGn , and we denote it by Xn,ρn .
By taking ρn = 1/(n − ā), the Poisson branching process Xn,ρn stochastically dominates, in the
first order, ∗Xn for n> 3ā. To see this, it is sufficient to show the following inequality for any
i, j ∈ [n]:

P
(
Poisson

(
an

i,jρn
)
> t
)≥ P

(
Bernoulli

(
an

i,j/n
)
> t
)

for all t ∈Z.

It is trivial for t ≥ 1 and t< 0. We need to check only for t = 0. It can be easily verified that the
above inequality is equivalent to

nρn
(
1 − e−an

i,jρn
)

an
i,jρn

≥ 1.

For n> 3ā, we have an
i,jρn = an

i,j/(n − ā)< 1
2 , and hence, according to the Taylor expansion of

e−an
i,jρn ,

nρn
(
1 − e−an

i,jρn
)

an
i,jρn

> nρn(1 − an
i,jρn/2) ≥ (1 + āρn)(1 − āρn/2) ≥ 1.

Note that we can write

Ck(Gn(1/n)) =
∑
v∈[n]

1{v ∈ k-core of Gn(1/n)}.

If a vertex v is in the k-core, then one of the following two things must be true:

(I) v is in a cycle within the d-neighborhood of v (this implies v is in a cycle of length at
most 2d);

(II) starting from v there is a tree such that v has k neighbors, each of these k neighbors has
at least k − 1 neighbors, and this happens up to generation d. In this case we say vertex
v has property Ad.

Therefore,

Ck(Gn(1/n)) ≤
∑
v∈[n]

1{v is in a cycle of length at most 2d}

+
∑
v∈[n]

1{v has property Ad} := Term I + Term II. (3.1)
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Let Vn be a uniformly random variable on {1, 2, . . . , n}, independent of everything else. Then,
according to the construction of Gn(1/n) and the fact that Xn,ρn stochastically dominates ∗Xn,
we obtain

E(Term II) ≤ nP(∗Xn with root Vn has property Ad)

≤ nP(Xn,ρn with root Vn has property Ad). (3.2)

Before presenting our first proposition, we state an auxiliary result, the van den Berg–
Kesten–Reimer (BKR) inequality (see, e.g., [11]). Consider a product space � of finite
sets �1, . . . , �k, �=�1 × · · · ×�k. Let F = 2�, and μ be a product of k probability
measures μ1, . . . , μk. For any configuration ω= (ω1, . . . , ωk) ∈�, and any subset S of
[k] := {1, . . . , k}, we define the cylinder [ω]S by [ω]S := {ω̂ : ω̂i =ωi for all i ∈ S}. For any
two subsets A, B ⊂�, define A ◦ B := {ω : there exists some S = S(ω) ⊂ [k] such that [ω]S ⊂
A, [ω]Sc ⊂ B}.
Lemma 3.1. For any product space � of finite sets, product probability measure μ on �, and
A, B ⊂�, we have the inequality μ(A ◦ B) ≤μ(A)μ(B).

In this paper, to apply the BKR inequality we always take �n
i,j = {0, 1}, i 
= j ∈ {1, . . . , n},

and �=∏
i 
=j∈[n] �

n
i,j. Then ωn

i,j = 1 means that nodes i and j are linked in the random graph
Gn(1/n). According to our construction, we also have μi({1}) = an

i,j/n.

Proposition 3.1. Let Gn be a sequence of graphs with non-negative edge weights which are
bounded above by a constant ā> 0. Then, for any fixed d,

Ck(Gn(1/n)) ≤ nP(Xn,ρn with root Vn has property Ad) + op(n).

Proof. According to (3.1) and (3.2), it suffices to show that Term~II =E(Term~II) + op(n)
and Term~I = op(n). In the first two steps, we show the concentration of Term II and its
variance, and in the last step we prove that Term I is small.

Step 1. For any two independently and uniformly chosen vertices U and V of Gn(1/n),

P(d(U, V) ≤ 2d) = 1

n2

∑
u,v∈[n]

P(d(u, v) ≤ 2d) = o(1),

where d(·, ·) is the graph distance. To see this, note that d(U, V) ≤ 2d implies there is a path
from U to V of length at most 2d. Thus,

P(d(U, V) ≤ 2d) ≤
2d∑

i=1

P(#{paths of length i from U to V} ≥ 1).

Using Markov’s inequality we get

P(d(U, V) ≤ 2d) ≤ 1

n2

∑
u,v∈[n]

2d∑
i=1

E(#{paths of length i from u to v}).

We can get a crude upper bound as

P(d(U, V) ≤ 2d) ≤ 1

n2

∑
u,v∈[n]

2d∑
i=1

ni−1
(

ā

n

)i

= o(1).
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8 E. BAYRAKTAR ET AL.

Step 2. Let Gd
n[v] be the subgraph of Gn(1/n) induced by the vertices within distance d of

v ∈ [n], and define Bv = {root v has property Ad inGd
n[v]}. It can be easily verified that

E(Term II2) =
∑

v,v′∈[n]

P(root v and v′ have property Ad)

=
∑
v∈[n]

P(Bv) +
∑
v 
=v′

P(Bv ∩ Bv′ ). (3.3)

For two different vertices v and v’, we break the probability into two parts:

P(Bv ∩ Bv′) = P(Bv ∩ Bv′ , d(v, v′) ≤ 2d) + P(Bv ∩ Bv′ , d(v, v′)> 2d).

For the second term, it can be easily seen that

{d(v, v′)> 2d} ∩ Bv ∩ Bv′ ⊂ {d(v, v′)> 2d} ∩ Bv ◦ Bv′ .

Therefore,

P(Bv ∩ Bv′ ) = P(d(v, v′) ≤ 2d) + P(Bv ◦ Bv′ , d(v, v′)> 2d)

≤ P(d(v, v′) ≤ 2d) + P(Bv ◦ Bv′ ).

According to Lemma 3.1, we get P(Bv ∩ Bv′ ) ≤ P(d(v, v′) ≤ 2d) + P(Bv)P(Bv′). Combining
this with (3.3), we get

E
(
Term II2)≤ n2

P(d(U, V) ≤ 2d) + (E(Term II))2 +
∑
v∈[n]

(
P(Bv) − P(Bv)2).

Therefore, using Step 1, we get V(Term II) = o(n2). Using Chebyshev’s inequality we
conclude that Term II =E(Term II) + op(n).

Step 3. We write Cv := {v is in a cycle of length at most 2d}. The first moment of Term I is
given by ∑

v∈[n]

P(Cv) ≤ n
2d∑

l=3

(n − 1)!
(n − l)!

(
ā

n

)l

≤
2d∑

l=3

āl = o(n), (3.4)

where (n − 1)!/(n − l)! is the number of all possible cycles of length l that contain v, and
((n − 1)!/(n − l)!)(ā/n)l is an upper bound of the probability that v is in a cycle of length l.
Therefore, by Markov’s inequality, Term I = op(n). �

3.1. Recursive formula

Let us first fix some notation. For any graphon W, we denote the initial particle of its
associated branching process XW by XW

0 , the type of XW
0 by T(W)0, and the first genera-

tion by XW
{1}, . . . , XW

{N(W)0}, where N(W)0 is the number of children of XW
0 . For d ≥ 2, we

denote each element in the dth generation by XW{i1|i2|···|id} if it is the idth child of XW{i1|i2|···|id−1}.
Denote the number of children of XW{i1|i2|···|id} by N(W){i1|i2|···|id}, and the type of XW{i1|i2|···|id} by

T(W){i1|i2|···|id}. Let N(W)d denote the tree formed by the first d generations of XW .

https://doi.org/10.1017/jpr.2024.66 Published online by Cambridge University Press

https://doi.org/10.1017/jpr.2024.66


The k-core in percolated dense graph sequences 9

Let K be a tree and h(K) the height of the tree K. We define g(x,K) := P(N(W)h(K) = K |
T(W)0 = x). It is clear that P(N(W)h(K) = K) = ∫

g(x,K) dx.

Proposition 3.2.

g(x,K) = e− ∫
W(x,y) dy

k0!
k0∏

j=1

( ∫
W(x, y)g(y,K{j}) dy

)
, (3.5)

where k0 is the number of the first generation in K, and K{j} is the subtree of K whose root is
the jth member of the elements of the first generation of K.

Proof. When h(K) = 1, it can be easily seen that

g(x,K) = 1

k0!e− ∫
W(x,y) dy

( ∫
W(x, y) dy

)k0

.

For h(K) ≥ 2, we get

g(x,K) = P(N(W)h(K) = K | T(W)0 = x)

= P(N(W)0 = k0 | T(W)0 = x)

× P(N(W)h(K{j}) = K{j}, j = 1, . . . , k0 | N(W)0 = k0, T(W)0 = x)

= g(x, k0)
∫

y1

· · ·
∫

yk0

k0∏
j=1

g(yj,K{j})P(T(W){j} ∈ dyj | N(W)0 = k0, T(W)0 = x).

Here we have used
∏k0

j=1 g(yj,K{j})P(T(W){j} ∈ dyj | N(W)0 = k0, T(W)0 = x) to denote the
following density:

k0∏
j=1

P(T(W){j} ∈ dyj | N(W)0 = k0, T(W)0 = i) =
∏k0

j=1 W(x, yj) dyj( ∫
y W(x, y) dy

)k0
.

Therefore, we obtain the recursive formula

g(x,K) = e− ∫
W(x,y) dy

k0!
k0∏

j=1

( ∫
W(x, y)g(y,K{j}) dy

)
. �

3.2. Convergence

Let Wn be a sequence of graphons such that d�(Wn,W) → 0 and supn,x,y Wn(x, y) ≤ ā for
some positive constant ā. Let XWn be the associated branching process of Wn, and gn(x,K) =
P(N(Wn)h(K) = K | T(Wn)0 = x).

We want to show that, as n → ∞,
∫

gn(x,K) dx → ∫
g(x,K) dx. To see this, for any

graphon W, any finite tree T with root 0, and any x ∈ [0, 1], we define the vertex-prescribed
homomorphism density

tx(T,W) =
∫

[0,1]|V(T)|−1

∏
i∈E(T)

W(x, xi)
∏

ij∈E(T),i,j≥1

W(xi, xj) dx1 · · · dx|V(T)|−1

https://doi.org/10.1017/jpr.2024.66 Published online by Cambridge University Press

https://doi.org/10.1017/jpr.2024.66


10 E. BAYRAKTAR ET AL.

and the homomorphism density t(T,W) = ∫
[0,1] tx(T,W) dx. It is well known that, for finite

T , t(T,Wn) → t(T,W) as long as d�(Wn,W) → 0; see, e.g., [9, 10, 27]. We will rewrite∫
gn(x,K) dx and

∫
g(x,K) dx as

∑
m≥0 λmt(Tm,Wn) and

∑
m≥0 λmt(Tm,W) respectively for

a sequence of trees Tm.

Proposition 3.3. For any ā> 0 and any K with h(K) = d<∞, there exists a sequence of finite
trees (Tm)m≥0 and a sequence of real numbers (λm)m≥0 such that, for any graphon W with
supx,y W(x, y) ≤ ā,

(i)
∑

m≥0 |λm|ā|E(Tm)| <+∞;

(ii) g(x,K) =∑
m≥0 λmtx(Tm,W).

Proof. We proceed by induction. For d = 1,

g(x,K) = 1

k0!e− ∫
W(x,y) dy

( ∫
W(x, y) dy

)k0

= 1

k0!
∑
m=0

(−1)m

m!
( ∫

W(x, y) dy

)m+k0

,

where k0 is the number of the first generation in K. For any m ∈N, take Tm to be an (m + k0)-
star, i.e. a tree of height 1 with (m + k0) leaves. Define λm := (−1)m/(k0!m!). Then it can be
easily seen that∑

m≥0

|λm|ā|E(Tm)| =
∑
m≥0

ām+k0

k0!m! <+∞, g(x, k0) =
∑
m≥0

λmtx(Tm,W).

Now suppose that our claim is true for any configuration Kd−1. Using our recursive formula in
(3.5), we expand the exponential term and obtain

g(x,K) = 1

k0!
∑
m≥0

(−1)m

m!
( ∫

W(x, y)dy

)m k0∏
j=1

( ∫
W(x, y)g(y,K{j}) dy

)
.

For each K{j}, j = 1, . . . , k0, we have sequences
(
λ

j
m
)

m≥0,
(
Tj

m
)

m≥0 such that our claim is

satisfied. For each m = (m0,m1, . . . ,mk0 ) ∈N
k0+1, we define

λm = (−1)m0

k0!m0!
k0∏

j=1

λj
mj

and tree Tm as in Figure 1. In Tm, m0 stands for the number of leaves attached to the root, and
the additional trees Ti

mi
, i = 1, . . . , k0, are linked to the root. It is then clear that

∑
m∈Nk0+1

|λm|ā|E(Tm)| ≤
∑

m0∈N

āk0+m0

k0!m0!
k0∏

j=1

( ∑
mj∈N

∣∣λj
mj

∣∣ā∣∣E(Tj
mj

)∣∣)
<+∞.

According to our induction, we have g(y,K{j}) =∑
mj≥0 λ

j
mj t

y
(
Tj

mj ,W
)
. Therefore, we obtain

g(x,K) =
∑

m∈Nk0+1

λm

( ∫
W(x, y) dy

)m0 k0∏
j=1

( ∫
W(x, y)ty

(
Tj

mj
,W

)
dy

)
.
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FIGURE 1. Tree Tm.

It can be easily verified that, for each m ∈N
k0+1,

tx(Tm,K) =
(∫

W(x, y)dy

)m0 k0∏
j=1

(∫
W(x, y) ty

(
Tj

mj
,W

)
dy

)
.

Thus, we conclude that g(x,K) =∑
m∈Nk0+1 λmtx(Tm,W). �

Proposition 3.4. Suppose Wn is a sequence of graphons such that d�(Wn,W) → 0 satisfy-
ing supn,x,y Wn(x, y) ≤ ā for some positive constant ā. Let Kd be a tree of height d. Then

limn→∞ P
(
N(Wn)d = Kd)= P(N(W)d = Kd).

Proof. According to Proposition 3.3, we get

P
(
N(Wn)d = Kd)=

∫
gn
(
x,Kd) dx =

∑
m≥1

λmt(Tm,Wn),

P
(
N(W)d = Kd)=

∫
g
(
x,Kd) dx =

∑
m≥1

λmt(Tm,W).

Since Wn converges to W in that cut norm, t(Tm,Wn) → t(Tm,W) as n → ∞. Due to the
uniform bound ∑

m≥1

λmt(Tm,Wn) ≤
∑
m≥1

λmā|E(Tm)| <+∞,

we apply the dominated convergence theorem and conclude that P
(
N(Wn)d = Kd) converges

to P
(
N(W)d = Kd) as n → ∞. �

3.3. Tightness

Notice that XW ∈Ad is equivalent to N(W)d ∈Ad. To make our computation clear, we will
sometimes adopt the latter notation. Recall that we want to show that

P
(
N(W)d ∈Ad

)= lim
n→∞ P

(
N(Wn)d ∈Ad

)
.

To apply Proposition 3.4, we need a tightness result. For K ∈N, we define N(W)d ≤ K if
N(W){i1|i2|···|ij} ≤ K for any XW{i1|i2|···|ij} in the first d generations.

Lemma 3.2. Suppose supx,y W(x, y) ≤ ā for some positive constant ā. Then, for any α > 0,
d ∈N, there exists a large enough K0 ∈N uniformly for x ∈ [0, 1] such that K ≥ K0 implies
P(N(W)d ≤ K | T(W)0 = x)> 1 − (1/K)α . Here, the choice of K0 only depends on α, d, and ā.
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Proof. We prove the result by induction. Recall that when h(K) = 1, we have

g(x,K) = 1

k0!e− ∫
W(x,y) dy

( ∫
W(x, y) dy

)k0

,

where k0 is the number of the first generation in K. For any k ∈N, we define, for c ∈R+,
ψk(c) := ∑∞

l=k+1 (1/l!)e−ccl. Thus we have

P(N(W)0 ≤ k | T(W)0 = x) = 1 −ψk

( ∫
W(x, y) dy

)
.

It can be easily verified that ψ ′
k(c) = e−cck/k! ≥ 0, and hence ψk

( ∫
W(x, y) dy

)≤ψk(ā).
Choosing K large enough that ψK(ā)<K−α is indeed possible, it is clear that

P(N(W)0 ≤ K | T(Xn)0 = x) = 1 −ψK

( ∫
W(x, y) dy

)
> 1 − (1/K)α .

Assume our claim is true for d − 1. Then, for any β > 0, there exists a K such that

P(N(W)d{j} ≤ K | T(W)d{j} = y) ≥ 1 − (1/K)β .

Note that

P
(
N(W)d ≤ K | T(W)0 = x

)=
K∑

k=0

P
(
N(W)d{j} ≤ K, j = 1, . . . , k | N(W)0 = k, T(W)0 = x

)
× P(N(W)0 = k | T(W)0 = x).

As in the proof of Proposition 3.2, we have

P
(
N(W)d ≤ K | T(W)0 = x

)
=

K∑
k=0

(
e− ∫

W(x,y) dy

k!
k∏

j=1

( ∫
y

W(x, y)P
(
N(W)d{j} ≤ K | T(W){j} = y

)
dy

))

>

K∑
k=0

(
e− ∫

W(x,y) dy

k!
k∏

j=1

( ∫
y

W(x, y)
(
1 − (1/K)β dy

)))

=
K∑

k=0

(
e− ∫

W(x,y) dy

k!
( ∫

W(x, y) dy

)k(
1 − (1/K)β

)k).

Since (1 − (1/K)β )K > 1 − (1/K)β−2 for large K, we have

P(N(W)d ≤ K | T(W)0 = x)>
K∑

k=0

(
e− ∫

W(x,y) dy

k!
( ∫

W(x, y) dy

)k)(
1 − (1/K)β−2)

> (1 −ψK(ā))
(
1 − (1/K)β−2).

Therefore, by taking β = α+ 3, and large K such that ψK(ā)< (1/K)α+1, we conclude that
P(N(W)d ≤ K | T(W)0 = x)> 1 − (1/K)α . �
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Proposition 3.5. Suppose Wn is a sequence of graphons such that d�(Wn,W) → 0
and satisfying supn,x,y Wn(x, y) ≤ ā for some positive constant ā. Then, for any fixed

d, we have limn→∞ P(N(Wn)d ∈Ad) = P(N(W)d ∈Ad), from which we conclude that
lim supn→∞ PXWn (A) ≤ PXW (A).

Proof. Due to Proposition 3.4, it can be seen that, for fixed d, K,

lim
n→∞ P

(
N(Wn)d ∈Ad,N(Wn)d ≤ K

)= P
(
N(W)d ∈Ad,N(W)d ≤ K

)
.

Applying Lemma 3.2, we let K → ∞ and obtain limn→∞ P
(
N(Wn)d ∈Ad

)= P
(
N(W)d ∈Ad

)
.

For any ε > 0, there exists a d such that P
(
N(W)d ∈Ad

)= P
(
XW ∈Ad

)≤ PXW (A) + ε. It
can then be easily verified that

lim sup
n→∞

PXWn (A) ≤ lim sup
n→∞

P
(
N(Wn)d ∈Ad

)= P
(
N(W)d ∈Ad

)≤ PXW (A) + ε.

Therefore, we obtain lim supn→∞ PXWn (A) ≤ PXW (A). �

3.4. Completing the proof of the upper bound

Recalling Proposition 3.1, we have Ck(Gn(1/n) ≤ nP(Xn,ρn ∈Ad) + op(n). Note that Xn,ρn

is the branching process associated with the graphon nρnWGn , d�(WGn ,W) → 0, and nρn →
1. Applying Proposition 3.5 with Wn = nρnWGn , we obtain that Ck(Gn(1/n)) ≤ nPXW (Ad) +
op(n). Letting d → ∞ in the above inequality, we have our result.

4. The proof of the lower bound in Theorem 2.1

Before proceeding to our proof of the lower bound, we argue that it suffices to prove it
for irreducible W. A graphon W is said to be irreducible if there is no measurable A ⊂ [0, 1]
such that Leb(A) ∈ (0, 1) and W = 0 almost everywhere on A × Ac, where Leb(A) stands for
the Lebesgue measure of A.

According to [7, Lemma 5.17], for any graphon W, there exists a partition [0, 1] = ∪N
i=1Ii

with 0 ≤ N ≤ ∞ such that Leb(Ii)> 0 for each i ≥ 1, the restriction of W on Ii × Ii is irre-
ducible for i ≥ 1, and W = 0 almost everywhere on ([0, 1] × [0, 1]) \ ∪N

i=1(Ii × Ii). Let W
be the graphon in Theorem 2.1, and let I1, . . . , IN be the corresponding partition. Without
loss of generality, we assume that, for each i ≥ 1, Ii is an interval. Denote the restriction
W|Ii×Ii by Wi. To properly define the branching process of Wi, we identify it with a graphon
W̃i : I × I → [0,∞) such that W̃i(x, y) = W(x, y) for x, y ∈ Ii and W̃i(x, y) = 0 otherwise. It
can then be easily verified that PXλW (A) =∑N

i=1 PXλW̃i (A). Hence, under Assumption 2.1,
λ �→ PXλWi (A) is continuous at λ= 1 for each i ≥ 1. Fix N0 ≤ N. There exists a partition
Vn

1 , . . . , Vn
N0
, [n] \ ( ∪i Vn

i ), of [n] such that Gi
n converges to W|Ii×Ii in the cut norm, where Gi

n
is the subgraph of Gn induced by Vn

i . Assuming Theorem 2.1 holds for irreducible graphons,
we obtain, after appropriate normalization of Gi

n and Wi, Ck(Gi
n(1/n)) ≥ nPXWi (A) + op(n),

and thus

Ck(Gn(1/n)) ≥
N0∑
i=1

Ck(Gi
n(1/n)) ≥ n

N0∑
i=1

PXWi (A) + op(n).

Letting N0 → N, we can conclude the proof for the lower bound. From now on, let us assume
that W is irreducible.
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We say a graphon F is finitary if there exist finitely many disjoint intervals Iti , i = 1, . . . ,M,
such that ∪M

i=1Iti = [0, 1] and the restriction of F on Iti × Itj is a constant for any 1 ≤ i, j ≤ M.
As we will see, the indexes t1, . . . , tM will be used to label vertices of Gn as well as particles of
Xn. According to [7, Lemma 7.3], the graphon W can be approximated pointwise from below
by finitary graphons. More precisely, we have the following result.

Lemma 4.1. There exists a sequence of finitary graphons (Fm)m∈N such that Fm ≤ W and
limm→∞ Fm(x, y) = W(x, y) almost surely.

Under Assumption 2.1, we prove in Section 4.1 that, for any ε > 0, m ∈N,

Ck(Gn(1/n)) ≥ (1 − 2ε)nPX(1−2ε)Fm (A) + op(n). (4.1)

Then, in Section 4.2, we show the continuity property

lim inf
ε→0,m→∞ PX(1−2ε)Fm (A) ≥ PXW (A). (4.2)

It is clear that (4.1) and (4.2) together prove the lower bound part of Theorem 2.1, i.e.
Ck(Gn(1/n)) ≥ nPXW (A) + op(n).

4.1. Proof of (4.1)

Fix m ∈N and ε ∈ (0, 1/m) such that λ→ PXλ(1−ε)Fm (A) is continuous at λ= 1. Since Fm

is finitary, there exists a partition Itj, j = 1, . . . ,M of [0,1] such that Fm|Itj×Itk
is a constant

denoted by Fm(tj, tk). We will mark particles of the branching process XGn by labels th, h =
1, . . . ,M.

Before proceeding to the rigorous proof, let us first give the main ideas of our argument.
For each Gn, we prove there exist M disjoint subsets Goodn,t1 , . . . ,Goodn,tM of vertices such
that, for any vertex i ∈ Goodn,th and k = 1, . . . ,M,

d̃n
i,tk

n
:=

∑
j∈Goodn,tk

an
i,j

n
≥ (1 − ε)Fm(th, tk)|Ik|.

Therefore, we can heuristically consider Gn as a ‘finitary’ graph by labelling vertices in
Goodn,th by th, h = 1, . . . ,M. Due to the above inequality, the branching process XGn asso-
ciated with Gn stochastically dominates, in the first order, the branching process X(1−ε)Fm

associated with (1 − ε)Fm. Take Fεm(1/n) to be an n-vertex random graph sampled from
(1 − ε)Fm, i.e. independently uniformly select vertices vi ∈ [0, 1] and then connect vi, vj inde-
pendently with probability (1 − ε)Fm(vi, vj)/n. By the standard exploration argument (see, e.g.,
[7, Section 9]), locally the random graph Gn(1/n) (respectively Fεm(1/n)) is almost the branch-
ing process XGn (respectively X(1−ε)Fm ). Thus, heuristically the random graph Gn(1/n) is more
connected than the random graph Fεm(1/n), and thus has a k-core of larger order. Therefore, the
inequality (4.1) follows from [31, Theorem 3.1], which says that

Ck(Fεm(1/n)) = nPX(1−ε)Fm (A) + op(n).

The following simple lemma will be used to label vertices of Gn. Therein, a vertex is defined
to be ‘Bad’ if its degree is not bounded from below by that of Fm, and ‘Good’ vertices are the
complement of ‘Bad’ ones.
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Lemma 4.2. Suppose ε > 0 is a fixed constant, and ‖WGn − W‖� → 0. Then there exists a
collection of disjoint subsets B̃adn,tj ⊂ Itj , j = 1, . . . ,M, such that [(i)]

(i) |B̃adn,tj | = o(1), j = 1, . . . ,M;

(ii) for any x ∈ Itj \ B̃adn,tj ,∫
Itk

WGn (x, y) dy ≥ (1 − ε/2)Fm(tj, tk)|Itk |, k = 1, . . . ,M. (4.3)

Proof. First, recall that we can also write

‖W‖� = sup
0≤f ,g≤1 measurable

∣∣∣∣ ∫ f (x)g(y)W(x, y) dx dy

∣∣∣∣. (4.4)

For any 1 ≤ j, k ≤ M, define

B̃adn,tj,tk =
{

x ∈ Itj :
∫

Itk

WGn (x, y) dy< (1 − ε/2)Fm(tj, tk)|Itk |
}

.

In the case that Fm(tj, tk) = 0, it is clear that B̃adn,tj,tk = ∅. Let us assume that Fm(tj, tk)> 0.
Taking f (x) = 1{x∈B̃adn,tj,tk } and g(y) = 1{y∈Itk } in (4.4), we obtain∫

B̃adn,tj,tk

dx
∫

Itk

(WGn (x, y) − W(x, y)) dy ≥ −‖WGn − W‖� = −o(1),

and, since Fm ≤ W, ∫
B̃adn,tj,tk

dx
∫

Itk

(WGn(x, y) − Fm(x, y)) dy ≥ −o(1). (4.5)

Since, for any x ∈ B̃adn,tj,tk ,∫
Itk

(WGn(x, y) − Fm(x, y)) dy<−ε/2Fm(tj, tk)|Itk |,

together with (4.5) it follows that εFm(tj, tk)|Itk | |B̃adn,tj,tk | ≤ o(1). As a result of Fm(tj, tk)> 0,
we obtain |B̃adn,tj,tk | = o(1).

If we take B̃adn,tj =⋃M
k=1 B̃adn,tj,tk , it is clear that |B̃adn,tj | = o(1) and satisfies (4.3). �

Before proving the main result in this subsection, we would like to point out that our main
contribution here is the observation that we can label vertices of Gn so that heuristically it
dominates the finitary graphon (1 − ε)Fm. The remaining part of the proof is just a modification
of [31, Theorem 3.1]. We summarize it as the following lemma, and refer the reader to [31] for
a detailed argument.

Lemma 4.3. Suppose Fm is a finitary graphon with M labels t1, . . . , tM, and λ→ PXλFm (A) is
continuous at λ= 1. Let Gn be a sequence of graphs such that supi,j,n{an

i,j}<+∞. Denote by

XGn
i (respectively XFm

th ) the branching process associated with Gn (respectively Fm) that has the
initial particle with type i (respectively label th). If, for each Gn, there exist M disjoint subsets
Gn,th , h = 1, . . . ,M, of vertices such that, for some ε ∈ (0, 1),
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(i) |Gn,th |/n ≥ (1 − ε)|Ith |, h = 1, . . . ,M;

(ii) for each vertex i ∈ Gn,th , the branching process XGn
i stochastically dominates, in the first

order, the branching process XFm
th , then Ck(Gn(1/n)) ≥ (1 − ε)nPX(1−ε)Fm (A) + op(n).

Completing the proof of (4.1). Since λ→ PXλFm (A) is non-decreasing with respect to λ, it
has only countably many discontinuity points. Therefore, we can choose an arbitrarily small ε
such that λ→ PXλ(1−ε)Fm (A) is continuous at λ= 1. We choose 0< ε < 1/m, and take B̃adn,th
as in Lemma 4.2. For h = 1, . . . ,M, define

Goodn,th := {i ∈ [n] : ((i − 1)/n, i/n] ⊂ Ith \ B̃adn,th}.

Due to the construction of WGn in (2.1), for any ((i − 1)/n, i/n] ⊂ Ith , we have either
((i − 1)/n, i/n] ⊂ B̃adn,th or ((i − 1)/n, i/n] ∩ B̃adn,th = ∅. Therefore, it can be easily veri-
fied that |Goodn,th |/n ≥ |Ith | − o(1). For any i ∈ Goodn,th , define d̃n

i,tk
:= ∑

j∈Goodn,tk
an

i,j, k =
1, . . . ,M. As a result of (4.3), we obtain

d̃n
i,tk

n
≥
∫

Itk

WGn (i/n, y) dy − ā(|Itk | − |Goodn,tk |/n) ≥ (1 − ε/2)Fm(th, tk)|Itk | − o(1)ā.

We conclude that, for large enough n, there exists a collection of disjoint Goodn,th ⊂ [n], h =
1, . . . ,M, which satisfies the following:

(i) For all h = 1, . . . ,M,

|Goodn,th |/n ≥ (1 − ε)|Ith |. (4.6)

(ii) For any i ∈ Goodn,th ,

d̃n
i,tk

n
≥ (1 − ε)Fm(th, tk)|Itk |, k = 1, . . . ,M. (4.7)

For vertices in Goodn,th , h = 1, . . . ,M, we label them with th. Let us define Goodn :=⋃M
h=1 Goodn,th , ñ := |Goodn|. Let G̃ñ be the graph with vertices Goodn such that ãn

i,j :=
ñan

i,j/n for all i, j ∈ Goodn. It is clear that Ck(Gn(1/n)) ≥ Ck(G̃ñ(1/ñ)).

Take X̃ñ to be a branching process sampled from G̃ñ. For any i ∈ Goodn,th , take X̃ñ
i to be

a branching process sampled from graph G̃ñ with root i. For any th, take X(1−ε)Fm
th to be a

branching process sampled from graphon (1 − ε)Fm with root of label th. Suppose a particle in
generation t of X̃ñ

i is of type j with label th. As a result of (4.7) the number of its tk-labelled chil-
dren has Poisson distribution with parameter d̃n

j,tk
/n, which is larger than (1 − ε)Fm(th, tk)|Itk |.

Therefore, for any i ∈ Goodn,th , we can consider X(1−ε)Fm
th as a subset of X̃ñ

i . Thus, for any
increasing event I, we have PX̃ñ

i
(I) ≥ P

X(1−ε)Fm
th

(I).

Now we apply Lemma 4.3 to (1 − ε)Fm and G̃ñ to conclude that

Ck(Gn(1/n)) ≥ Ck(G̃ñ(1/ñ)) ≥ (1 − ε)ñPX(1−2ε)Fm (A) + op(n)

≥ (1 − 2ε)nPX(1−2ε)Fm (A) + op(n),

where in the last inequality we used the fact that ñ/n ≥ 1 − ε due to (4.6). �
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4.2. Proof of (4.2)

Note that if Fm converges to W pointwise from below, by the dominated convergence
theorem it can be easily seen that limε→0,m→∞ d�((1 − 2ε)Fm,W) = 0. It is therefore suf-
ficient to show that limn→∞ PXWn (A) ≥ PXW (A) if limn→∞ d�(Wn,W) = 0, which we prove
in Proposition 4.1.

We say a branching process has property Bd if its root has at least k − 1 children, each of
these k − 1 children has at least k − 1 children, and this occurs up to generation d, and let
B = ∩∞

d=1Bd. Define the function Psik(λ) := P(Poi(λ) ≥ k). For any graphon W, define

βW (x, d) := P
(
XW ∈Bd | XW

0 = x
)
, βW (x) := P

(
XW ∈B | XW

0 = x
)
, (4.8)

where XW
0 stands for the type of the root. For W = Wn, we simply write βn(x, d) := βWn (x, d),

βn(x) := βWn (x).

Lemma 4.4. Let (Wn)n∈N be a sequence of graphons such that ‖Wn − W‖� → 0. Suppose
that W is irreducible, and α : [0, 1] → [0, 1] is a strictly positive measurable function, i.e.
Leb({x : α(x)> 0}) = 1. Fix ε > 0 and δ > 0. Define a subset Badn ⊂ [0, 1] via

Badnv :=
{

x : (1 − ε/2)
∫
α(y)W(x, y) dy>

∫
α(y)Wn(x, y) dy

}
.

Then Leb(Badn) ≤ δ for large enough n.

Proof. According to the definition of the cut norm (4.4),

‖W − Wn‖� ≥
∫

Badn

dx
∫
α(y)(W(x, y) − Wn(x, y)) dy ≥ ε

2

∫
Badn

dx
∫
α(y)W(x, y) dy.

Note that W̃(x, y) = α(x)α(y)W(x, y) is still irreducible, and

‖W − Wn‖� ≥ ε

2

∫
Badn

dx
∫
α(y)W(x, y) dy ≥ ε

2

∫
Badn

dx
∫

W̃(x, y) dy.

Applying [6, Lemma 7] to the irreducible W̃, we get that, given any δ ∈ (0, 1
2

)
, there

exists a positive number b(W̃, δ)> 0 such that, for any A ⊂ [0, 1] with δ ≤ Leb(A) ≤ 1 − δ,∫
A×Ac W̃(x, y) dx dy> b. Now, since∫

Badn×Badc
n

W̃(x, y) dx dy ≤
∫

Badn

dx
∫

W̃(x, y) dy → 0,

we conclude that Leb(Badn) ≤ δ for large enough n. �

Lemma 4.5. Let k ∈N, and W be an irreducible graphon such that

α(x) = Psik

( ∫
W(x, y)α(y) dy

)
(4.9)

has a solution α(x) with Leb({x : α(x) = 0})< 1. Then α is strictly positive, i.e. Leb({x : α(x)>
0}) = 1.
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Proof. Suppose α is a non-zero solution of (4.9). Define Z := {x : α(x) = 0}. For any x ∈Z ,
0 = Psik

( ∫
W(x, y)α(y) dy

)
, which can only happen if

∫
Zc W(x, y)α(y) dy = 0. Integrating this

equation over x ∈Z , we obtain ∫
Z

dx
∫
Zc

W(x, y)α(y) dy = 0.

Since α > 0 over Zc, this violates the irreducibility of W. �

Proposition 4.1. Let (Wn)n∈N be a sequence of graphons such that d�(Wn,W) → 0 with
irreducible W. Then, for any ε > 0,

PXWn (A) ≥ PX(1−ε)W (A) − ε2 (4.10)

for large enough n. Then, under Assumption 2.1, lim infn→∞ PXWn (A) ≥ PXW (A).

Proof. We will only prove (4.10), since the second statement follows directly from this.
Assume there exists some ε0 > 0 such that PX(1−ε0)W (A)> 0 (otherwise, there is nothing to
prove). Recalling the definition of β(1−ε0)W (x) as in (4.8), we have the equality

PX(1−ε0)W (A) =
∫

Psik

( ∫
(1 − ε0)W(x, y)β(1−ε0)W (y) dy

)
dx,

and hence Leb{x : β(1−ε0)W (x)> 0}> 0. Since β(1−ε0)W (x) is a solution of

α(x) = Psik−1

( ∫
(1 − ε0)W(x, y)α(y) dy

)
,

β(1−ε0)W (x) is strictly positive according to Lemma 4.5. Fix any ε ∈ (0, ε0). We first prove the
following statement by induction: for each d ≥ 1 and δ > 0, there exist subsets Badn,d ⊂ [0, 1]
for large enough n such that Leb(Badn,d)< δ and βn(x, d) ≥ β(1−ε)W (x, d), for any x ∈ Badc

n,d,
d ≥ 1.

Applying Lemma 4.4 with α(y) = 1, for all y ∈ [0, 1], we obtain some Badn,1 with
Leb(Badn,1) ≤ δ such that x ∈ Badc

n,1 implies
∫

Wn(x, y) dy ≥ (1 − ε/2)
∫

W(x, y) dy. It fol-
lows that

βn(x, 1) = Psik−1

( ∫
Wn(x, y) dy

)
≥ Psik−1

((
1 − ε

2

) ∫
W(x, y) dy

)
≥ Psik−1

(
(1 − ε)

∫
W(x, y) dy

)
= β(1−ε)W (x, 1).

Assume our assertion holds for d − 1 and δ′ > 0, where δ′ is to be chosen later. Let us now
prove our claim for d and δ > 0. Noting that

βn(x, d) = Psik−1

( ∫
Wn(x, y)βn(y, d − 1) dy

)
,

β(1−ε)W (x, d) = Psik−1

( ∫
(1 − ε)W(x, y)β(1−ε)W (y, d − 1) dy

)
,
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it is enough to show there exists Badn,d such that x ∈ Badc
n,d implies∫

Wn(x, y)βn(y, d − 1) dy ≥
∫

(1 − ε)W(x, y)β(1−ε)W (y, d − 1) dy. (4.11)

Applying Lemma 4.4 with α(y) = β(1−ε)W (y, d − 1)> 0, we obtain, for large enough n, a
subset B̃adn,d with Leb(B̃adn,d) ≤ δ/2 such that x ∈ B̃ad

c
n,d implies∫

Wn(x, y)β(1−ε)W (y, d − 1) dy ≥
(

1 − ε

2

) ∫
W(x, y)β(1−ε)W (y, d − 1) dy.

Since β(1−ε)W (x) is strictly positive, limξ↘0 Leb({x : β(1−ε)W (x) ≥ ξ}) = 1. Therefore, there
exists a subset Bad ⊂ [0, 1] and a positive constant ξ such that Leb(Bad) ≤ δ/4 and, for any
x ∈ Badc, ∫

W(x, y)β(1−ε)W (y, d − 1) dy ≥ β(1−ε)W (x) ≥ ξ .

By induction, it follows that, for x ∈ Badc
n,d := Badc

n,d−1 ∩ B̃ad
c
n,d ∩ Badc,∫

Wn(x, y)βn(y, d − 1) dy ≥
∫

y∈Badc
n,d−1

Wn(x, y)β(1−ε)W (y, d − 1) dy

≥
∫

Wn(x, y)β(1−ε)W (y, d − 1) dy − δ′ā

≥
(

1 − ε

2

) ∫
W(x, y)β(1−ε)W (y, d − 1) dy − δ′ā,

where the first two inequalities are due to our induction hypothesis and the third inequality
follows from our choice of B̃adn,d. Choosing a small enough δ′ ∈ (0, δ/4) that δ′ā ≤ εξ/2, it is
clear that (4.11) holds for x ∈ Badc

n,d with Leb(Badn,d) ≤ δ.
Now we prove that PXWn (A) ≥ PX(1−ε)W (A) − ε2. Note that

PXWn (Ad) =
∫

Psik

( ∫
Wn(x, y)βn(y, d − 1) dy

)
dx,

PX(1−ε)W (Ad) =
∫

Psik

( ∫
(1 − ε)W(x, y)β(1−ε)W (y, d − 1) dy

)
dx.

Choosing δ= ε2, there exists, for large enough n, a subset Badn,d with Leb(Badn,d) ≤ δ such
that x ∈ Badc

n,d implies

Psik

( ∫
Wn(x, y)βn(y, d − 1) dy

)
≥ Psik

( ∫
(1 − ε)W(x, y)β(1−ε)W (y, d − 1) dy

)
.

Since Psik(x) ≤ 1 for all x ≥ 0, it can be easily verified that PXWn (Ad) ≥ PX(1−ε)W (Ad) − ε2.
Letting d → ∞ in this inequality, we conclude the result. �
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