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This paper will be a mirror image of Huw Price's paper. Like Price, 1 shall first in­
troduce the "fork asymmetry", then consider objections to using it to analyse causal 
asymmetry, and finally examine the relation between causation and human agency. 
But where Price rejects analyses of causal asymmetry in terms of the fork asymmetry, 
and so turns to human agency to ground an alternative account of both the causal and 
fork asymmetries, 1 defend the fork asymmetry analysis of causation, and correspond­
ingly want to explain agency in terms of the fork asymmetry, rather than vice versa. 

1. The Fork Asymmetry 

The approach 1 shall be defending is a version of what Price calls the "third arrow" 
strategy. 1 want to analyse the direction of causation independently of the direction of 
time by finding somefurther objective asymmetry within time. (fhough my view of 
the conceptual and metaphysical relationships between these three arrows is rather 
different from Price's. More on this in sections 2 and 3 below.) 

The idea that we can use the fork asymmetry as such a third arrow is not a new 
one. lt goes back to Reichenbach (1956), and relevant recent discussions include 
Lewis (1979), Ehring (1982), Hausman (1984), Papineau (1985), Horwich (1987) and 
Amtzenius (1990). In this first section 1 shall consider three different versions of the 
fork asymmetry, namely the asymmetry of overdetermination, the screening-off asym­
metry, and the probabilistic graph asymmetry. 

Perhaps the most easily graspable version of the fork asymmetry is David Lewis' 
asymmetry of overdetermination. Lewis (1979) has pointed out that causes are charac­
teristically overdetermined by their effects, but effects are rarely overdeterrnined by 
their causes-any given cause will characteristically generate a !arge number of differ­
ent chains of effects, any one of which provides grounds for thinking that the cause oc­
curred earlier; but any given effect will normally only have one such chain of causes. 

Of course, if this asymmetry is to ground an analysis of causal direction, we need 
tobe able to phrase it without using the contrasting terms "cause" and "effect". Weil, 
we could say that any given event is characteristically overdetermined by later events, 
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but not by earlier events. But we need to say this without using earlier and "earlier" 
and "later" either, if we want the arrow of causation not to presuppose the arrow of 
time. So what we should say is this: given any event C, in one direction in time there 
will be many different sequences of events each of a type which is generally found 
with C, while in the other direction in time there will only be one such sequence. And 
then we can say that the former sequences of events are the effects of C, and the latter 
sequence its causes. 

Let me note in passing that this Lewis asymmetry offers a natural explanation of 
why it is so easy to have knowledge of the past, but so hard to have knowledge of the 
future. Narnely, that the present normally contains a !arge number oftraces ofthe 
past, but only one set of circumstances that fixes the future. This is not the place to 
go into details, but 1 think this thought applies quite generally, explaining not only 
why the history archives teil us more about distant past battles than future ones, but 
also why human vision can tell us about our immediate past but not about our imme­
diate future. 

1 now want to introduce the screening-off asymmetry, which can be thought of as a 
probabilistic version ofLewis' asymmetry. One advantage ofputting the matter in 
probabilistic terms is that it will enable us to see more clearly the difficulties facing 
this kind of reduction of causation. (A proleptic remark. People often ask me what 1 
mean by probability in this kind of context. 1 can't ans wer. Beyond the thought that 
my probabilities are objective, and not just subjective degrees of belief, 1 have no 
worked-out interpretation. 1 am talking ab out probabilities like the probability of 1 Op 
pieces coming down heads when tossed, the probability of getting cancer if one 
smokes forty a day, the probability of drawing to an inside straight. Even if we don't 
have an adequate philosophical interpretation of these probabilities, they permeate our 
Jives, and we know lots about them. So there's no reason why we should not consider 
what follows from them.) 

The screening-off asymmetry says that the joint effects of common causes are cor­
related, and that these correlations are screened off by the common cause; on the 
other hand, the joint causes of common effects are not correlated. 

Let A and B the joint effects of common cause C. Then 

Prob(B/A) > Prob(B)-A and Bare correlated 

But 

Prob(B/A & C) = Prob(B/C) and 
Prob(B/A & not-C) = Prob(B/not-C)- C "screens off' A from B. 

On the other hand 

if D and E are the joint causes of common effect F, then we won't find D and 
E correlated to start with. 

Again, if this asymmetry is to ground an analysis of causal direction, we need to be 
able to phrase it without using .the contrasting terms "cause" and "effect". So we 
might say this: 

(S-0) Take any event C. Then arnong the events which are correlated with C will 
be some that are correlated with each other in such a way that their correlation 
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is screened off by C-these are C's effects; and arnong the events which are 
correlated with C will also be some that are not correlated with each 
other--these will be C's causes. 

In a moment I shall show that this suggestion is too crude. But first let me point out 
that the screening-off asymmetry is very similar to Lewis ' asymmetry of overdeterrni­
nation. For the screening-off asymmetry implies that the various effects of a joint 
cause will tend to occur together (since they are correlated), and moreover that this 
tendency is due to their common tendency to occur when their common cause does 
(the common cause screens off their correlations). But this is just Lewis' thought that 
causes are characteristically followed by clusters of effects. 

However, as I said, the simple screening-off account of causal asymmetry is too 
crude. lt is not in fact true, as (S-0) claims, that whenever C screens off a correlation 
between two items A and B, then Cis a common cause of A and B. For we will find 
exactly the same probabilistic structure if Cis causally interrnediate between A and 
B; that is, if A causes C, which causes B. What is more, we will find exactly the 
same probabilistic structure if B causes C, which causes A. That is, the following 
three causal diagrams (where arrows indicate causal links, and dotted Iines screened­
off correlations) are all consistent with C screening off a correlation between A and B. 

c c c 

l! __ \ /\ L_~ A-------------B 

diag 1 diag 2 diag 3 

This problem is not unfamiliar to advocates of fork asymmetry accounts of causal di­
rection, and it is clear enough in outline how to deal with it. We can observe that 
even if diagrams 1-3 are in themselves probabilistically indistinguishable, they can 
easily become distinguished when they are embedded in some wider structure. So, 
for exarnple, if there is some further event D which is correlated with C and B, but not 
with A, and whose correlation with B is screened off by C, but whose correlation with 
C isn 't screened off by anything, then it is intuitively clear that D and A are causes of 
C, and B its effect, that is, that diagrarn 2 is correct, rather than 1 or 3. 

D 

f\. 
/c~ 

A-------------B 

diag 4 

(unbroken Iines indicate unscreened-off correlations) 
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However, while this line of response has been gestured at in the literature, there has, 
so far as I know, been no systematic development of the idea. 

Recent work by Spirtes, Glymour and Scheines (1992) shows how to fill this gap. 
These authors are themselves more interested in methodology than metaphysics . 
They want to show that surprisingly strong causal conclusions can often be derived 
from relatively meagre probabilistic data, contrary to received wisdom in economet­
rics and allied disciplines. But their arguments also establish the conclusion needed 
for a metaphysical reduction of causation: namely, that every causal conclusion will 
be fixed, given sufficient infonnation in the fonn of a probabilistic graph detailing 
conditional and unconditional correlations between variables. 

This is not the place to explore all the technical details of their analysis, both for 
reasons of space, and because I am not sure I fully understand them fully. But in out­
line their strategy is to make the following assumptions about causation: 

(I) Pairs of events which have common causal ancestors or which cause each other 
are probabilistically correlated. 

(II) Pairs of events which are not causally related as in (l) are probabilistically in­
dependent. 

(III) Causa! ancestors and causal intennediaries screen off the correlations required 
by (I). 

Spirtes, Glymour and Scheines then show how these assumptions place constraints on 
the possible causal orderings that might obtain between probabilistically related vari­
ables. Of course, as diagrams 1-3 make clear, limited probabilistic information might 
fail to identify a unique causal structure. But then, as in diagram 4, further probabilis­
tic information can. Spirtes, Glymour and Scheines show (cf their theorem 4.6): 

For any set of probabilistically related variables, there is a possible wider such 
set such that assumptions (I)-(ill) will fix the causal order of the original vari­
ables. 

lt is of course a contingent matter whether such a possible wider set is actually avail­
able in every case, that is, whether, for any causally arnbiguous probabilistic structure 
(as in diagrams 1-3), there is always a wider structure (diagram 4) which disambiguates 
iL Let us assume that there is. Our entitlement to this assumption will be discussed 
further in the next section. But for the moment let me sirnply observe that, if we do 
make this assumption, then we have an effective reduction of causation to probabilities. 

For this assumption means that the causal facts are always fixed by the probabilis­
tic facts, in virtue of (I) - (III). We can thus take (I) - (ill) to show us how there is 
not hing more to the causal facts than certain kinds of probabilistic facts. 

Of course, (l) - (Ill) use the notion of cause, and it may not be irnmediately obvious 
in what sense they offer an analysis of it. But suppose (l) - (Ill) were framed, not as a 
set of statements about causes, but rather as a set of constraints on admissible ways of 
drawing arrows between probabilistically correlated sets of variables. Tue above points 
irnply that there will only be one way of drawing arrows consistent with these con­
straints and the actual probabilistic facts. And this, 1 suggest, is causal direction. 
Causa! direction is simply that ordering of correlated variables that satisfies (l) - (Ill). 
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(I) - (Ill) go beyond the simple principle that common causes screen off correla­
tions between their joint effects. But they do include it, so in the next section 1 shall 
consider some of the standard objections to this principle. 

However, !et me first briefly observe that the common cause principle is not entire­
ly independent of our other assumptions about causes. Fot if we assume deterrninism, 
then assumption (III) follows from (I) and (II). To assume deterrninism, in the present 
context, means that we observe conditional probabilities other than 0 and 1 only be­
cause we are conditioning on less than complete information. If we assume in addition 
that the further factors which make up complete causes are probabilistically indepen­
dent of each other (cf assumption (II)), then the screening-off property of common 
causes follows. (Cf Papineau 1985; Horwich 1987; Cartwright 1989; Spirtes, Glymour 
and Scheines op cit 3.5.1.) With genuinely indeterrninistic systems, on the other hand, 
the screening-off property of common causes is not guaranteed, and so needs to be 
added as an independent extra assumption. (Ibis then offers a possible explanation of 
the common cause principle: namely, that the causal systems with which we are famil­
iar are (effectively) deterrninistic systems, in which the exogenous causes are proba­
bilistically independent. 1 myself find this explanation plausible; but nothing except a 
couple of remarks right at the end of this paper will rest on it.) 

2. Objections to the Fork Asymmetry 

(i) Pre-Established Harmonies 

Aren't there plenty of correlations which don't have a common cause, like the cor­
relation between the price of bread in Great Britain and the sea level in Venice, both 
of which have been increasing steadily for some time? (Cf Sober 1988.) 

An initial response might be that this simply misses the target of the common 
cause principle, if this is understood as the claim that common causes always screen 
off correlations between their effects. For this claim only requires that, if there is a 
common cause, then it will screen off the correlation between its effects, not that 
every comelation has a common cause. So examples of correlations without com­
mon causes are beside the point. 

But this would be too quick. For our discussion has now committed us to a 
stronger version of the common cause principle. The Spirtes-Glymour-Scheines as­
sumptions do not only imply the weaker claim that common causes are screeners-off, 
but-see assumptions (I) and (Il}-the stronger claim that two variables will be corre­
lated if and only if they are causally connected, that is, if and only if one causes the 
other or they have a common cause. And so, whenever we have two correlated vari­
ables neither of which causes the other-such as, presumably, the bread price in the 
UK and the sea level in Venice--0ur assumptions do now require that there must be a 
common cause. 

The right response to this problem is that the correlation between bread price and 
sea levels isn't the kind of correlation that demands a causal interpretation. There are 
various possible ways in which we might try to delimit the appropriate kind. An ini­
tial response would be that we should only be concerned with genuinely general cor­
relations, correlations between qualitatively specifiable types of events that might 
occur in any spatio-temporal locations, and not with correlations between stages of 
particular spatio-temporal processes, like the bread price in the UK and the sea level 
in Venice . 
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But this would be too restrictive. What about the correlation between the level of 
oxygen in the earth 's atmosphere and the level of plant life on its surface? Thls is a 
correlation between stages of particular spatio-temporal processes, but we don 't want 
to deny it causal significance on that account. 

The idea we want, 1 !hink, is that of correlations between types of events whlch are 
not sirnply due to the spatio-temporal relationships between successive instances of 
each type on its own. The sea level and bread price correlation fails thls test, since it 
is entirely explicable by the fact that, for each process, there is a correlation between 
succeeding stages. Thls would be shown by the Standard statistical procedures for 
analysing "time-series". The moral, then, is that correlations between the stages of 
different time-series are not to be counted as causally significant unless they display 
co-variation beyond that due to co-variation within each time-series. 

(ii) Quantum Correlations 

The well-known quantum correlations between spacelike separated measurements 
on joint systems also lack screening-off common causes. (lt's not just that they don't 
have screerung-off common causes. John Bell showed that their statistical structure 
means they can't have any.) These quantum correlations pose the same problem as 
the last objection. But they obviously doesn't have the same solution, since the corre­
lated measurements aren't members oftime-series. 

Tue problem, to repeat, is that the Spirtes-Olymour-Scheines assumptions irnply that 
if A and B are correlated, then either one causes the other, or they have a screening-off 
common cause. However, the quantum correlations can't have a screening-off common 
cause. But nor do we want to conclude that one measurement result causes the other, 
since, apart from anythlng eise, thls seems inconsistent with special relativity. 

Perhaps there is some other way, apart from appeals to time-series, by whlch we 
can argue that these quantum correlations aren't the kind of correlations that demand a 
causal interpretation. One suggestion, due to Michael Redhead (1987, 1989), is that 
they are insufficiently robust to carry causal sigruficance. By thls he means the corre­
lation between one measurement result and another isn't insensitive to how the former 
is brought about. If A really were a cause of B, then we would expect the influence of 
A on B to remain the same whether or not A or its absence is brought about by, say, 
D. In symbols, Prob(B/A&D) = Prob(B/A), and Prob(B/-A&D) = Prob(B/-A). But 
this robustness requirement is violated by the quantum correlations. If A is the mea­
surement result on one wing, and B the result on the other, then the probabilistic de­
pendence of B on A will alter if we alter circumstances so as to affect the probability 
of A's occurrence. 

Whether thls suffices to deal with the problem is a matter of some current contro­
versy. Some commentators have pointed out that the probabilistic dependence of B 
on A-and-the-prior-quantum-state-P is robust with respect to how that putative cause 
is brought about (note that anythlng that changes the probability of A will change P), 
and so, even given Redhead's suggestion, thls joint circumstance will qualify as the 
cause of B (Cartwright and Jones 1991; Healey 1992). In response, 1 have heard 
Redhead express doubts about whether quantum states qualify as the kind of entity 
that can enter into causal relationshlps. 

1 propose to leave thls issue unresolved. We will know better what to say about 
the spacelike quantum correlations when we know better how to interpret quantum 
mecharucs. Given our lack of current understanding of quantum mecharucs, it would 
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be premature, I !hink, to require a philosophical account of causation to deal with all 
quantum puzzles. (In this connection, note that the spacelike correlations pose a 
problem for not just for my specific approach, but for any account of causation !hat 
implies that, if Prob(B/A) > Prob(B), then either one causes the other or they have a 
common cause.) 

(iii) Future Screeners-Off in State Space 

Frank Arntzenius (1990) has observed that in any macroscopically described type 
of deterministic system, if we have a common cause C which screens off a correlation 
between later effects A and B, then there will be always be some yet later type of 
"event" D for which Cis both necessary and sufficient-namely, the "event" consist­
ing of the set of points in phase space which the points in C will evolve into. But if 
this is right, then it would seem that no probabilistic relationships can possibly identi­
fy C rather than D as the common cause of A and B, since D will bear exactly same 
probabilistic relationships to everything !hat C does. 

My response is that these later "events" will not be be events in any normal sense 
of the word, since they will invariably consist in an entirely disconnected set of phase 
space points, with nothing in common except !hat they have all evolved from points 
in C. There will certainly be no everyday; macroscopic description which picks them 
out. I take causation to be a relationship between events of a kind !hat can be de­
scribed in such normal terrninology. So I do not regard cooked-up events like D as 
candidates for entering into causal relationships. (Arntzenius' example of Oeopatra 
and the slaves is intended to provide a kosher macroscopic later D, namely death (op 
cit pp 86-7). But 1 would dispute whether this example properly instantiates the for­
mal phase space idea, and would correspondingly argue !hat there are probabilistic re­
lationships which can distinguish the later death D from the earlier poisoning C. But 
this is not the place to pursue details.) 

(iv) The Spirtes-Glymour-Scheines assumption (1) says !hat if two factors are 
causally connected, then there will be a correlation between them. But there are 
counter-examples. For example, irnagine !hat drinking cola (C) both stirnulates peo­
ple to exercise more (E), but also causes them to put on weight (W). And suppose 
further !hat exercise E independently has a negative influence on weight increase W, 
to just the extent required to cancel out the direct positive influence of C, and leave us 
with an overall zero correlation between cola C and weight increase W. Tue cola and 
the weight increase are causally connected, but aren't correlated-so they violate (1). 
(In discussion, Nancy Cartwright has stressed this difficulty facing the Spirtes­
Glymour-Scheines approach.) 

;'\ C and W uncorrelated 

E _) W 

diag5 

Spirtes, Glymour and Scheines, if 1 understand them right, have a weaker variant as­
sumption which is not falsified by such cases. This is the assumption of "minimali­
ty", which says only that every direct causal connection makes some probabilistic dif-
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ference. This assumption is satisfied in the cola-exercise-weight example. The 
stronger requirement, which is violated by that exarnple, and which they call "faith­
fulness", is in effect that these probabilistic differences should never cancel out in 
such a way as to leave us with a zero overall correlation between two variables where 
the causal structure would lead us to expect some correlation (op cit 3.4). 

Despite the fact it is open to counter-exarnples, Spirtes, Glymour and Scheines, 
generally assume faithfulness rather than minimality in their analysis. This is because 
their interests are as much methodological as metaphysical, and any practical proce­
dures for inferring causes from probabilities are likely to deliver definitely wrang an­
swers in cases where faithfulness is violated. Thus, for exarnple, in the cola-exercise­
weight example, the correlations between these three variables unequivocally indicate 
the false verdict that cola C and weight increase W are independent causes (positive 
and negative respectively) of exercise E. For cola C and weight increase Ware them­
selves probabilistically independent, yet each correlated with exercise E. 

In defence of the faithfulness assumption which rules out the possibility of such 
misleading cases, Spirtes, Glymour and Scheines say that it would be a complete 
freak if there were ever in fact any perfect cancelling out. (Or, rather, they say (op 
cit 3.5.2) that, for any causal structure, the set of points in the parameter space that 
create misleadingly vanishing correlations have Lebesgue measure zero-- but this 
comes to the same thing.) Given their methodological interests, this is not unreason­
able. From a metaphysical point of view, however, it is Iess than satisfactory. If it is 
possible that there should be cancelling-out cases, as clearly seems to be the case, 
then the idea that causal direction reduces to probabilitistic asymmetries is in trouble. 

Note, however, that the misleading conclusion indicated by the cola-weight-exer­
cise correlations taken on their own could be overturned if we embedded these vari­
ables in a larger structure of variables. For the probabilistic relationships among such 
a !arger structure of variables could well be inconsistent with the claim that weight W 
is a negative cause of exercise E, rather than vice versa, or that cola C exerts no 
causal influence on weight W. Thus, in the diagram below, a correlation between X 
and W would undermine the former claim, and a correlation between Y and W would 
undermine the latter. 

diag6 

This is analogous to the earlier point made about the underdeterrnination of the causal 
diagrams 1-3 by probabilistic facts. In that case we saw how extra probabilistic facts 
from a wider network could resolve the ambiguity between diagrarns 1-3. Sirnilarly, 
in the present case we see how such extra probabilistic facts can overturn the definite­
ly misleading verdict of the C-W-E correlations taken on their own. 
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Still, what if the extra probabilistic facts themselves violate faithfulness, and so 
continue to conceal the underlying causal facts? Couldn't the true causal structures be 
concealed by a k.ind of cosrnic conspiracy, in which probabilistic correlations keep on 
cancelling out, however wide a network of variables we consider? 

I deny that this is possible. I allow that within a framework ofprobabilistically 
connected variables we can sometimes find cancelling-out substructures which are 
causally misleading when considered on their own. But I do not accept that such fail­
ures of faithfulness can be universal. A world in which no probabilistic dependencies 
at all manifested some supposed causal structure would be a world in which that 
causal structure did not exist. 

I do not necessarily want to deny that such conspiratorial worlds are conceivable. 
I am happy to accept our idea of causation is sufficiently detached from ideas of prob­
abilistic dependence and independence for us to be able to imagine that there are 
causal connections which never show up probabilistically, however wide a set of vari­
ables we consider. But 1 deny that such imagined situations are possible. 1 think that 
the relevant probabilistic connections constitute a metaphysical reduction of the 
causal relationship, just as, say, molecular motion constitutes a metaphysical reduc­
tion of temperature. The probabilistic connections provide the metaphysical essence 
of the causal structure. So a conspiratorial world may be conceivable, but it is not 
metaphysically possible. 

This answers one of Price's main objections to the fork asymmetry version of the 
"third arrow" strategy 1 am defending. He complains that the fork asymmetry has in­
adequate scope, in that there are cases of causal asymmetry where the fork asymmetry 
is absent (this volume, his section 3). For example, agues Price, a possible world in 
thermodynarnic equilibrium would lack the fork asymmetry, as would any microscop­
ic realm in the actual world which had no macroscopic features. I agree. But 1 say 
that these situations would Jack causal structure too. Even if we can conceive of them 
as being causally ordered (which is in effect all Price assumes), it does not follow that 
they really would be. 

1 do not of course want to deny that worlds which lack the fork asymmetry, like 
worlds in thermodynamic equilibrium, are possible in themselves. What are not pos­
sible are worlds which both Jack the fork asymmetry but contain causal asymmetry. 

(These last few paragraphs have argued that the relationship between causal 
asymmetry and the fork asymmetry is metaphysical rather than conceptual. There is 
also the question of the relation between these two arrows and the arrow of temporal 
asymmetry. On this question, 1 would be prepared to argue that the direction of time 
is conceptually dependent on the direction of causation. So, ascending the explanato­
ry order, the fork asymmetry first yields a metaphysical explanation for causal asym­
metry, and this in turn yields a conceptual explanation for temporal asymmetry.) 

3. Causation and Action 

In the first instance a metaphysical reduction, as opposed to a conceptual reduc­
tion, does not require any a priori grounding, but only a posteriori evidence that the 
relevant probabilistic asymmetries in fact coincide with our pre-theoretical judge­
ments of causal asymmetry. But we standardly hope for something more from a re­
duction than just such an empirical demonstration of coextensiveness. We also want a 
reduction to explain why the reduced phenomenon has the manifest features by which 
we pick it out and which make it interesting in the first place. Thus the kinetic reduc-
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1 take it that the manifest feature by which we identify causal direction, andin 
virtue of which it is of such interest to us, is its instrumentality. We human beings can 
use directed causal relationships to manipulate things . If A causes B, and we can 
bring about A, we can thereby influence B-which is important to us, since there are 
lots of Bs we care about. 

In this final section 1 want to show how the reduction I have proposed can explain 
the instrumental power of directed causal relationships. As it happens, I shall be ap­
pealing to pretty much the same probabilistic phenomena that Huw Price uses to ex­
plain the direction of causation. But my attitude to these probabilities is different. 
Where Price thinks that these probabilities are somehow peculiar to the agent's per­
spective, and that causal asymmetry is therefore a "projection" ofthe agent's perspec­
tive onto the world, I think that these probabilities and the resulting causal structure 
are entirely objective features of the world, whose relationship to human agency is 
only incidental. Even if human agents had never existed, there would still have been 
objective causal asymmetry. The connection with agency is sirnply that this objective 
probabilistic-causal asymmetry enables us human beings to influence events. Still, as 
1 said, it is this connection with agency that makes causal asymmetry especially inter­
esting to us. So we would like our reduction to explain it. 

At first sight this might seem trivial. Our reduction hinges inter alia on the as­
sumption that if A causes B then (unfaithful freaks aside) Prob(B/A)'> Prob(B). So 
doesn't it immediately follow that, if we can control A, we can thereby influence B, at 
least to the extent of increasing its probability? 

The trouble with this explanation is that it works too well. For if A causes B, then 
not only is Prob(B/A) > Prob(B), but also Prob(A/B) > Prob(A), since these inequali­
ties are trivially equivalent. So the above explanation threatens also to imply that 
anybody who can control some effect B will thereby be able to influence its cause A, 
which would be absurd. 

So we need some way of avoiding this overkill. We need to identify some feature 
that differentiates the "backwards" conditional probabilities from the "forwards" ones 
and explains why the latter alone are good for acting on. 

I think the idea we need here is robustness, in Redhead's sense. lt follows from the 
reduction that 1 am proposing that the "backwards" conditional probabilities, unlike the 
"forwards" ones, are not so robust. The idea of robustness, recall, was that genuine 
causal conditional probabilities should be stable under variations in the way the an­
tecedent condition is brought about. lf A causes B, then we should find that Prob(B/A) 
= Prob(B/A&D), and Prob(B/-A) = Prob(B/-A&D), for all the different Ds which might 
antecede A. That is, the causal dependence of B on A and its absence should itself be 
independent of where A or its absence have come from. This requirement, as we saw, 
was violated by the quantum correlations between spacelike separated measurements. 
lt is al so violated, 1 shall now show, by the "backwards" conditional probabilities which 
at first sight might seem to suggest that we can use effects to influence causes. 

Consider the situation where the effect of some cause is also partially controllable 
by human decision. For example, Jet the cause be high atrnospheric pressure, A; !et 
the effect be a high reading on the barometer, B; and suppose that we can also decide 
to raise the barometer reading artificially, D, by fiddling with the dial, say, or putting 
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the barometer in pressure cooker. I say that we cannot increase the atmospheric pres­
sure A by deciding D to increase the barometer reading B, despite the correlation be­
tween B and A, because this latter correlation is not robust with respect to D. lt 
doesn ' t remain stable in those cases where B occurs as a result of your decision D. 

A D 

\/ 
diag 7 

In order to show this, Jet me assume for the moment the special case where D is prob­
abilistically independent of A-the probability of someone deciding to fiddle with the 
barometer is independent of the atmospheric pressure. Given this assumption, we 
can't possibly have robustness. For robustness teils us that the B/A correlation 
doesn't depend on whether Bor its absence comes from D-that Prob(A/B) = 
Prob(A/B&D), and that Prob(N-B) = Prob(N-B&D). But these are just the require­
ments that B screens D off from A. And this screening-off requirement, together with 
the fact that both A and D are certainly unconditionally correlated with B, would 
imply that Dis correlated with A, contrary to my assumption at the beginning of this 
paragraph. (In effect robustness would mean that B stood probabilistically to A and D 
as common causes stand to their joint effects-and this probabilistic structure implies 
that such joint effects are correlated. Fora proof, see Reichenbach 1956, eh 19.) 

This establishes the non-robustness of "backwards correlations" for the Special 
case where D and A are themselves uncorrelated. But we can imagine situations 
where this assumption is violated. Can we establish backwards non-robustness for 
this more general case? 

Weil, if Dis correlated with A, then either one causes the other or they have a 
common cause. Let us consider separately the situations where: (a) either A causes D 
or A and D have a common cause, and (b) D causes A. (Note that all cases where A 
is in the past will be of type (a).) 

In case (a) we need to retreat to a broader causal framework , and find some further 
cause X of D which is independent of A (see diagram 8) and run the argument as be­
fore. That is, if A could be influenced backwards by B-the possibility we need to 
discredit-then this influence ought tobe robust in the situation where B comes from 
X-Prob(A/B&X) = Prob(A/B) and Prob(N-B&X) =·Prob(N-B). But this would 
mean that B screens X off from A, and once more this, together with the overall A/B 
and X/B correlations, would be inconsistent with the fact that X is independent of A. 

diag 8 
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For case (b) we need something different. For ifD, in addition to causing B, is 
also a genuine cause of A (diagram 9), then there won 't be any causes X of D which 
are independent of A. But here we can appeal to a result of Spirtes, Glymour and 
Scheines. They show that if we start with an overall causal structure satisfying (1)­
(III), then, in any sub-structure derived by conditioning on some factor D, the "for­
wards" conditional probability Prob(B/AD) will remain equal to the original 
Prob(B/A) (cf op cit theorems 3.6, 7.1). But it is not difficult to show that if this "for­
wards" conditional probability remains constant in this way, then in general the 
"backwards" conditional probability Prob(A/BD) will not. So in this kind of set-up 
we find once more that the "backwards influence" of B on A is not robust in the way 
that the forwards A-B influence is. 

diag 9 

Let me conclude this paper with three further observations on the line of thought 
developed in this section. 

(i) This kind of argument used for case (a) is not new. lt goes back to Dummett's 
classic paper "On Bringing About the Past" (1964). Variations on Dummett's theme 
are found in Mellor (1981) and Price (1992). These writers, however, use various as­
sumptions about human freedom and knowledge to ground the assumption that D will 
be probabilistically independent of A (which assumption they then show is inconsis­
tent with the robustness of a backwards influence from B to A) . In outline, they note 
that, if A is past, then an agent can know whether A has happened, and they then ob­
serve that such agents canfreely decide whether D, both when A has happened, and 
when it hasn' t. 

I have no objections to such arguments. But 1 think the approach adopted here 
yields a broader perspective. Rather than simply taking certain assumptions about 
human agents as basic, 1 prefer to view human agents as themselves part of the overall 
probabilistic structure of the world. From this perspective, the existence of circum­
stances in which D and A are probabilistically independent is a coiisequence of the 
overall structure, not an independent datum. And this is important, because it shows 
that the asymmetry of causation is not merely a projection of human experience, but a 
general phenomenon of which human agency is just one instance. (To show exactly 
how the Dummett-Mellor-Price assumptions about agency follow from the overall 
probabilistic structure of the world would be a more detailed enterprise than is possi­
ble here. But remember the observation in section 1 that our ability to remember the 
past is itself an upshot of the fork asymmetry.) 

(ii) Nancy Cartwright has argued (in discussion again) that the failure ofrobust­
ness for the "backwards" conditional probabilities does not suffice to explain why we 
cannot manipulate effects so as affect causes. For the failure of robustness only 
shows that, when we condition on D, the B/A correlation is different from the uncon­
ditioned correlation. lt doesn't show that the correlation disappears. That is, B might 
still make some difference to A in the presence of D; non-robustness only requires 
that this be a different difference from the difference B makes generally. (We estab-
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lish non-robustness by showing B fails to screen off D from A, that is, that B doesn 't 
make the same difference to A when D is present; but perhaps a better way of show­
ing no backwards causation would be to show that D does screen off B from A, that 
is, that B doesn't make any difference to A given D.) 

There are a number of possible responses to this objection. One line is to appeal 
to the assumption of human freedom used in the Dummett-Mellor-Price tradition. 
Mellor, for example, effectively assumes a detenninistic link between D and B-we 
can bring <ibout B if we decide to. This removes the difficulty, for, given such a de­
terministic D/B link, the assumption that Dis uncorrelated with A implies that D&B 
is uncorrelated with A too. However, this detenninistic assumption seems a special 
case. In connection with the more general case, Dummett observes that, in order for 
B to continue to make a difference to A in the presence of D, even though A and D 
are themselves uncorrelated in general, there would need to be a systematic tendency 
for you to fail to bring about B by deciding D in just those cases where A has not hap­
pened. And this tendency might itself be thought tobe in conflict with the idea that 
you are free to bring about B by deciding A. 

My hope is to be able to explain human freedom as itself an aspect of the overall 
probabilistic structure of the world. So from my point of view these appeals to more 
detailed assumptions about human freedom would incur more detailed explanatory bur­
dens. lt may be preferable to adopt a different strategy, and seek to uphold robustness 
as a necessary condition of causality after all. If we can do this, then we continue to 
maintain that the failure of B/A robustness indeed shows that the B/A link is not causal . 

Here is one possible line of argument. The link between causation and decision 
requires more than just that a cause makes some probabilistic difference to its effect. 
Causation, 1 am assuming, is an objective phenomenon. But we are interested in it 
because knowledge of causal connections enables us to choose means appropriate to 
our ends. Such decisions, however, are characteristically quantitative. We want to 
know how likely it is that E will follow C, so as to be able to compare the overall ad­
vantage expected from C with those from other courses of action. But this means that 
a C/E link that had different strengths in different circumstances would not qualify as 
a causal connection. Just knowing that C makes some probabilistic difference to E is 
unhelpful in most real-life decisions. We need to know how much difference it 
makes. So a link, like the B/A link in our example, that oscillates in strength depend­
ing on what the background to B is, could on this account be argued not to be a gen­
uine causal connection. 

(iii) My aim in this section has been to explain, in the light of the probabilistic re­
duction of causal direction 1 have proposed, why directed causal connections are good 
for acting on. My answer has been that it follows from this reduction that "forwards" 
conditional probabilities are robust, but "backwards" ones are not. However, Frank 
Amtzenius (1990, section 5) argues that this kind of contrast in robustness is itself the 
essence of causal direction, quite independently of the fact that it follows from our as­
sumptions (1)-(ill). In particular, Amtzenius would like to detach the robustness 
asymmetry from the the comrnitrnent to the existence of screening-off common caus­
es contained in assumption (ill). 

As you might expect, given my overall argument in this paper, 1 am in some sym­
pathy with Amtzenius' stance. But there remain questions about the possibility of de­
taching the robustness asymmetry from the principle of the common cause, and 1 
would like to conclude by briefly mentioning some of these. 
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Fora start, we will still need the full set of assumptions (0-(III) to fix causal struc­
ture in general. Even if the robustness asymmetry is the specific consequence of (0-
(III) which explains why effects can't be used to influence their causes, it won't on its 
own suffice to fix directed causal relationships among any set of probabilistically relat­
ed variables. For without the principle of the common cause, we will have to allow that 
C may be the common cause of an otherwise unconnected A and B, yet C not screen off 
the A/B correlation. But then we won't be able to teil whether such unscreened-off cor­
relations indicate direct A/B connections, or merely that A and B are joint effects of C. 

But perhaps this isn't conclusive. While we clearly won't be able to fix causal di­
rection if we have no assumptions about the probabilistic structure of common causes, 
we may be able to manage with different assumptions from the standard screening-off 
assumptions about common causes. Thus some people want to think of prior quan­
tum states as the common causes of the quantum correlated spacelike separated mea­
surements. These prior quantum states don't screen off the quantum correlations. But 
quantum theory does specify an alternative probabilistic structure. Perhaps this speci­
fication, when conjoined with the probabilistic independence of causally unconnected 
variables, and the screening-off property of interrnediate causes, will give us an alter­
native way of fixing causal order for such systems to that provided by (1)-(ill). 

There remains another question, it seems to me, of whether we infact ever find the 
robustness asymmetry without the normal screening-off property of common causes 
embodied in (III). 1 am happy to accept that there is no mathernatical block to such un­
coupling of robustness asymmetry from screening-off common causes. While assump­
tions (0-(III) irnply the robustness asymmetry, 1 agree that the converse irnplication 
does not hold. But the fact that there is mathematical space for certain kinds of struc­
tures-those with the robustness asymmetry but without screening-off common caus­
es-<loes not mean that this space is ever physically occupied. (In which case 1 would 
say once more that the real essence of causal direction requires screening-off common 
causes, even if it is conceivable, in the way Arntz.enius has in mind, that it rnight not) 

Consider, by way of analogy, the link between determinism and screening-off 
common causes mentioned at the end of section 1. Underlying deterrninism plus as­
sumptions (1) and (II) irnply the screening-off feature of common causes. But the 
converse is not true. The screening-off feature of common causes does not require 
underlying deterrninism. So there is mathematical room for structures with screening­
off common causes but where the link between causes and effects is fundarnentally 
chancy. However, it is unclear whether such mathematical structures are ever physi­
cally actualized. When we study those quantum systems in which we are sure we 
have genuinely chancy links, we find that the correlations between coordinated results 
have a structure which precludes any possibility of screening-off common causes. Put 
it like this. Underlying deterrninism/orces the existence of screening-off common 
causes. But in the absence of deterrninism, there is room for nature to avoid screen­
ing-off common causes-and it seems that nature takes it. 

1 am suggesting that screening-off common causes are in fact only found where there 
is underlying deterrninism (or deterrninism-to-a-high-degree-of approxirnation). An anal-
ogous conjecture would be that the robustness asymmetry is sirnilarly only found where 

there is underlying deterrninism, and hence screening-off common causes. To make good 
this conjecture, we would need to show that underlying deterrninism allows a natural ex­
planation for the robustness asymmetry (like the explanation it allows for the screening­
off asymmetry) and that, in cases where this explanation is not available, the robustness 

asymmetry disappears (as screening-off common causes disappear in quantum situations). 
But that would take us beyond the issues discussed in this paper. 
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