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As the IUE satellite is the subject for a series of detailed 
papers to be published in a forthcoming issue of Nature, we will 
give only a brief description here. The interested reader should 
refer to Nature. 

The telescope is a Ritchey-Chretien type with a clear 
aperture of 1*5 cm. The effective focal ratio is f/15. Two 
spectrographs can be operated, one, in the low dispersion mode 
(about 6 A) and another in the high dispersion mode (about 0.1 A). 
The detectors are SEC Vidicon television cameras. Each spectro­
graph has two apertures: a 3 arc sec circle and a 10 X 20 arc sec 
ellipse. The limiting magnitudes for objects observed are V • 8 
for hot stars at high dispersion, V • 14 for galaxies at low 
dispersion. The output is available as plots, magnetic tapes 
and photowrites. The observatories are located at Goddard Space 
Flight Center, Greenbelt, Md. for U.S. observers and Villafranca 
Satellite Tracking Station, Madrid, Spain for U.K. and E.S.A. 
observers. 
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Continued from page 286 
the digitized intensity curve. Furthermore, this interaction is 
the most subjective part of the measuring process. 

Barry et al. obtained a measure ZH of the Balmer line 
strength ZH (= Wy + Wg + W^) linearly correlated to the $ index 
corresponding to a mean error of +0^010 in $ for one plate. The 
ratios 3860/3872 and UOT8/U06U were used for luminosity calibration 
with a m.e. of about +0?8 in My. The metallicity was inferred 
from the Fel lines W?6, kQ12, ^326, U38U with an accuracy 
[Fe/H] = +0.2 again comparable to the 6m]_ index of the Stromgren 
photometry. Comparison shows, however, that the photoelectric 
uvby$ photometry takes half the time at the telescope than to 
take the image tube spectra. Of course, quite a bit of information 
was not extracted from these spectra. The advantage lies in the 
direct physical meaning of the equivalent widths compared to the 
indices which are related to physical quantities by complicated 
relations needing difficult calibrations. 

Thompson worked on photographic spectra of F and G type 
stars in the region 5^00-6600 A at 15 A/mm with a digitized Joyce-
Loebl microphotometer, measuring one plate with k spectra per day. 
By variance analysis about 600 lines down to very faint intensities 
W\ = 10 mA can be treated. The r.m.s. error of the equivalent 
widths is of the order of 5 mA- A similar error is indicated by 
Cassatella et al. for 3.2 A/mm spectra of K giants. As in the 
case of Thompson the measured data are transferred to magnetic 
tape, and then processed by an IBM 370/125, taking about 15 min. 
for a 35 A wide window with about 200 lines. 

3. SEMI-AUTOMATIC CLASSIFICATION AT LOW DISPERSIONS 

3.1 Hardware and Software 

The examples which I am going to describe are based on ob­
jective prism plate material. But one may reach even fainter 
limits and correspondingly larger numbers of spectra by using a 
transmission grating in the converging beam of a large telescope 
(Hoag and Schroeder 1970; Miller and Graham 197^) or by construct­
ion of what I called a field spectrograph such as the one to be 
described by Geyer (1978). In this way one may reach with modern 
photographic emulsions stars of 21m over the whole optical field 
of about 0'.8° with a modern large telescope. 

Before one can start the programming of the automation process 
one has to digitize the microdensitometer. Lynga and Arinder (1972) 
gave a very instructive description of how they computerized their 
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Chalonge-Laffineur microphotometer using the interpretative 
language BASIC. Lynga and Arinder's ASTOL BASIC incorporates a 
set of interconnected programmes which allow to measure trans­
parencies on the plate, transform them to magnitudes m(X) and store 
them on tape. We digitized the Bruckner/Gottingen microphotometer 
in much the same way, and applied in addition two exact glass icales 
to digitize the X- and Y-coordinates (Schmidt-Kaler et al. 1976). 
The software system (which was designed by Dr. Schlosser) is called 
ASTRO BASIC and executes all the processes mentioned above in 
continuous interrelated succession. 

Nowadays fast digital microphotometers with extensive soft­
ware are commercially available. The best example is probably the 
PDS machine (Photometric Data Systems, Perkin Elmer Corp.) coupled 
to a PDP11 minicomputer. This machine can produce a detailed two-
dimensional map of photographic density. It scans the plate auto­
matically, linearizes and takes account of the variations in 
background density; it will be dealt with in detail in section 1*. 

The first step in handling the plates is to determine the 
dispersion curve D (A, P ) , where P denotes the position on the 
plate. On a Schmidt plate this is very nearly given by the 
Hartmann formula, constant over the plate. On astrograph plates 
we could approximate the dependence from the southern edge of the 
plate (the prism edge) sufficiently well by a third degree 
polynomial. 

The next step usually is -the construction of the photographic 
calibration curve. Sensitometer spots, half filters, multiple 
exposures, objective gratings, step wedges and other devices have 
been used. We obtained the best results by constructing the char­
acteristic curve of the plate directly from measurements of the 
spectra on it near 3600 and 1*1*00 A, which had been observed photo-
electrically in the UBV system (Schmidt-Kaler 1966, Ardeberg and 
Virdefors 1972, Schmidt-Kaler et al. 1976). Corrections of the 
photoelectrically measured broad-band magnitude have been computed 
to obtain the monochromatic magnitude near 1*1*00 and 365O A, resp., 
for various spectral types and reddenings. If the calibrating 
sequence is restricted to 0-F5 stars with E]j_v K lm such corrections 
amount to 0?02 at most. This procedure to obtain spectral inten­
sities on a large-field plate is the analog of the usual photo­
electric calibration of direct photographic plates. From the 
measurements the photographic calibration curve can be interpolated 
at any desired wavelength. The accuracy of an average curve, based 
on about 30 suitable stars, is better than +0?02. Such accuracy 
is absolutely vital for quantitative spectrophotometric measurements 
which in turn are vital to obtain a two-dimensional quantitative 
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classification from those low-dispersion spectra. For the approx­
imation of the characteristic curve the Baker density or its 
generalization by Moffat (I969) has proved more practical than the 
transparency. 

The next and most difficult step is the determination of the 
continuum. This was done after thorough inspection of the available 
high dispersion spectral atlases (e.g. Griffin I968, Hiltner and 
Williams 19^6, Moore et al. 1966, Seitter 1970) to take account of 
blends. For 0-F5 stars at the spectral resolution of the Hamburg 
Schmidt objective prism survey (568 A/mm near By dispersion and 
Ik A resolution, corresponding to 2" seeing) we found 9 useful 
windows in the blue-ultraviolet region. The continuum was then well 
fitted by tan hyp f(x), where f(x) represented a fourth-order 
polynomial; the fit was checked and corrected on the display. In 
the case of later-type stars we defined a pseudo-continuum and 
correspondingly an equivalent area (=line depth x half width) 
instead of equivalent width, when the wings of the line are heavily 
disturbed by blends. Equivalent widths (or similar quantities) 
must be used in the case of objective prism plates with varying 
resolution because of the variations of the seeing since only these 
are (as a measure of energy) in principle independent of the 
variable (or unknown) instrumental profile. Only strong stray-
light effects (at full moon) can vitiate the equivalent widths 
from plates obtained under very different seeing conditions. 

3.2 Results 

Using the methods described above we were able to classify 
in two dimensions with an accuracy comparable to the MK-system 
from the same plate material which had been used for very rough 
estimates of the spectral type in the Hamburg-Cleveland survey. 
Most of the plates were taken from the stock at Hamburg where they 
had been used just to pick out OB-stars - and we had to take them 
with all their scratches and other signs of perusal. 

Color indices and Balmer jump were determined with errors of 
+0?03 (from one plate). The intensity distributions were rectified 
and equivalent widths of 16 lines were determined, using Gauss 
profiles. Internal errors from one plate are about +15 %; the 
corresponding accuracy in the 3-index is +09020. For one line and 
one plate is 

e(Wx) = 1 + 0 . 1 Wx [A] (1) 

In the average we find e(Wx) = e(W<$) = 1.5 A (or 1.27 A in the 
scale of Petrie) corresponding to +_23#. 
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The error estimates are confirmed by comparison with W^, from 
slit spectra and with photoelectric measurements of the H3-index. 
A similar error was found by Clausen (1973) from objective prism 
spectra of much higher dispersion (102 A/mm at Hy) for A5-G1V stars 
with error equivalent +09020. Azzopardi et al. (1978) determined 
Wy from objective prism plates with 125 A/mm at Hy. The scatter 
against the measures of Balona, and those of Crampton et al. turns 
out to be +0.1+5 A. Assuming equal contributions to the error one 
finds +0.32 A or about +9% (from 3.1* plates in the average), or 
E(Wy) = +0.6 A = +17/5 (one plate). On the other hand, we determined 
Balmer line equivalent widths from Michigan Schmidt Thin Prism plates 
with 11*00 A/mm dispersion and R = 11 A spectral resolution still with 
E(Wy) £ 1.6 A S 25# (Schmidt-Kaler 1978). Apparently in a wide 
range of dispersion and spectral resolution the error of a Balmer 
line W^ is about +20$, or more exactly given by equ. (l). 

Our equivalent widths tend to be larger than those determined 
from slit spectra with, of course, much higher dispersion. This is 
the well-known dispersion effect (see, e.g., Unsold 1968). However, 
this effect is irrelevant for the purpose of spectral classification 
provided the standards are observed on the same plates (as in our 
case). If the relations defining the spectral classification are 
transferred from higher dispersion standards, only the constancy 
of the relation W\/W^ is supposed. 

In the domain 0-F5 the Balmer line intensity Wg = %(Wy + W5) 
and the Balmer jump were finally selected as best suited reddening-
free++ classification parameters; Call K was used to discriminate 
spectral types earlier or later than Al. This yielded a quantitative 
two-dimensional classification of the measured stars in the domain 
B0-F2 within about +0.5 spectral subtypes and +0.5 to +1.5 lumin­
osity classes. Our accuracy is not much worse than what is obtained 
by photoelectric ubvyg photometry for 0B and AF stars (Faber 1977). 

Remembering that the human observer from the same plates just 
could tell 0B+/0B/0B~ and sometimes a little more about the super-
giants we see that quantitative automatic classification not only 
adds speed but also accuracy and reliability. 

'A method to calibrate the various stellar photographic equivalent 
widths from slit.spectra against solar photoelectric equivalent 
widths was successfully tested by Edmonds (1978). 

•+ 

A small reddening correction to the Balmer jump D has been 
pointed out by Ardeberg and Virdefors (1978). 
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The accuracy was checked by I9I+ stars with well-determined MK 
classification in the fields of three OB-associations. All O-stars 
are lumped together in one group. This would barely be changed by 
using the measured Hell-lines. The one-dimensional classification 
can easily be extended from F5 to late K with high accuracy by 
using Call K, H; 1*227 Cal, the G band and various Fel^lines. Lum­
inosity determination, however, from SrII 1*077 and CN 1*173 or 3885 
was so far not really successful at such low dispersion. 

That quantitative two-dimensional classification of late-type 
stars from objective prism plates is possible at higher resolution 
(166 A/mm near Hy) has been shown by West (1972, 1976). The 
error of the spectral type is about +0.1, that of My is about +lm, 
furthermore the metallicity can be rather well measured with an 
error of about +0.2 in [Fe/H] (see also Malyuto 197**, 1977 and 
McCarthy 1973). These results may be compared in accuracy to the 
photoelectric DDO photometry (Yoss 1973, 1977). which is about 
+0.2 in spectral type and +1/2 in luminosity class. 

The time needed for the various steps can be broken down 
in the following way: 

preparation of finding charts 10 Min. per plate (or 1 sec. 
per star) 

construction of calibration curves 20 Min. 

identifying 1*0 sec per star 

registering l(X), 
calculations (sp 21ll*B) 60 sec 

readout and check on display 
by human eye 30 sec 

storage on tape and/or 
print-out 20 sec 

2.5 Min. per star (l plate) 

If there is no control by the observer the whole machine time 
can be reduced to 30 sec. 

This time should be compared with the time needed for the 
usual procedures 

visual inspection for MK classi­
fication (preparatory work included) 10-20 Min. per star 
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quantitative classification from 
registering spectra with inter­
active methods 2.5-10 Min. 

same without human interaction 0.5 Min. 

fast digital scanning micro-
densitometer without human 
interaction 0.01-0.1 Min. 

From this comparison it is evident that for really automatic 
classification the troublesome identification business and the 
setting by hand must be avoided. This narrows the possibilities 
down to fast digital scanning microphotometers. Secondly it is 
evident that the simplest way is to measure all stars down to a 
given limit with identifications prepared by the machine itself 
from a direct B-plate of the field. In this way also any bias in 
the reduction and classification should be done without inter­
action of the observer, otherwise the high speed of the fast 
microphotometer system would be completely lost. 

k. FUTUEE DEVELOPMENTS 

What has been done and even what ought to be done in auto-
mizing stellar spectral classification has been very well and 
extensively described by West (1973, 1975, 1976. see also Lynga 
1975). In agreement with West and the above considerations we 
conclude that complete automation is expected to lead to progress 
in the following respects: 

(1) speed 
(2) objectivity and homogeneity 
(3) accuracy 
{k) reliability 

where the order reflects the certainty of these expectations or, 
conversely, the difficulty of the requirements (which seem partly 
contradictory). If, starting from the measurement on the plate 
until the final classification, nothing is touched by human hand, 
results will be obtained very fast and they will be very objective, 
but perhaps not reliable in cases especially of peculiar spectra. 
We therefore propose completely non-interactive procedures, with 
human interaction reserved for peculiar spectra and for cases 
with funny results. 

https://doi.org/10.1017/S0252921100104518 Published online by Cambridge University Press

https://doi.org/10.1017/S0252921100104518


Automatic Spectral Classification 551 

5. AUTOMATIC CLASSIFICATION FROM LOW DISPERSION OBJECTIVE PRISM 
(OR TRANSMISSION GRATING) PLATES 

5.1 Hardware 

Typical plate material now becoming available in the 
photographic blue region is given by the following examples: 

disper- linear typical measurable 
focal sing dispersion typical spectral limiting 

telescope lengths element (at Hy) seeing resolution magnitude 
A g RX Mii m 

80 cm-Ham­
burg Schmidt 

6l cm-Michi­
gan Schmidt 

1 m-ESO 
Schmidt 

3.6 m-Te­
lescope 

1.2 m-UK-
Schmidt 

2.1*m 

2.1m 

3.0m 

3.0m 

Objective 
'Prism 
UBK 7 

Objective 
Prism 
Thin 
Prism 

same 

Field 
Spectro­
graph 

Thin 
prism 
BK7 

570 A/mm 

108 A/mm 

1^00 A/mm 

1+50 A/mm 

2000 A/mm 

2U80 A/mm 

2" Ham­
burg 

077 
Cerro 
Tololo 

0'.'7 La 
Silla 

Ik A 

2 A 

11 A 

5 A 

10 A 

1" Siding 
Spring 

1*0 A 

13m 

12m 

15m 

15m5 

21m 

l8m 

Modern fast plate material and small widening (down to 0.1mm) gives 
maximal limiting magnitudes and minimizes crowding. Background 
and overlap problems can further be minimized by use of various 
prism orientations. The grain of the plates selected should be 
matched to the seeing so that the additional spectral smearing 
does not substantially decrease the spectral resolution R\. 

As noted above, instead of the one-dimensional slit micro-
photometer a measuring machine like the PDS (plus minicomputer) is 
necessary. Descriptions of such machines can be found, for 
instance, in the Proceedings of the Utrecht Conference on Image 
Processing Techniques in Astronomy ( Eds. de Jager and Nieuwen-
huyzen 1975), for the COSMOS machine by Pratt (1977) and for 
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automatic measurements of spectrograms with the Grant machine by 
Palmer et al. (1978). The positional accuracy of the PDS machine 
attains +0.5P or less over large areas. It sets on a point given 
by its coordinates, switches from one spectrum to a neighboring 
spectrum in 0.1 sec, and focuses automatically. It scans a 
typical low dispersion spectrum of 5 nun length in 0.1 sec. Its 
two-dimensional scanning mode is important for recognizing plate 
errors of any kind and overlapping of adjacent spectra. Similar 
repeatibility and speed has been reported for other machines 
(Heintze et al. 1975, Pratt 1977, West 1975). 

With an absolute accuracy of about +ly over the whole plate 
(Fresneau 1978, King 1978) and +0.3U resp. if the position error 
catalogue of the employed PDS is taken into account by an addition­
al glass scale near the spectrum (Albrecht et al. 1978, Weiss et 
al. 1978) one may even expect to obtain as a by-product radial 
velocities from the same plates with an error of the order of 
+0.07 A = +_ km/s (and third of that) resp. A[A/mm] being the 
reciprocal linear dispersion. This error does not include the 
random error from the individual line widths which is of the 
order +0.1cR^/x n = +_5 km/s (the number of measurable lines is n). 
In fact, Fehrenbach and Burnage (1978) arrived at an error of 
+5 km/s using normal field objective prism spectra 200 A/mm dis­
persion. Similar accuracies were reported by Gieseking (1976) 
and Weiss et al. (1978). The use of the reversion method with 
normal field prism is not essential since the coordinates of the 
stars - and therefore the location of the centre of, say, the By 
line as well - can be measured and transferred from a direct to 
a spectral plate with the astrometric accuracy investigated by 
Fresneau (1978) in the case of Palomar Schmidt plates. 

Such a determination of one full set of astrometric plate 
constants, the stellar coordinates and the transfer from a direct 
plate to the spectral plate is also necessary if only spectral 
classifications are aimed "at. Of course the claim to accuracy 
can then be relaxed since only the location of Hy or Cal 1+227 etc. 
within its width is necessary, i.e. within wider limits than the 
spectral resolution. This location is necessary to allow the 
treatment of stellar spectra with very faint or no recognizable 
lines, to simplify the spectral pattern recognition in general, and 
to allow determination of equivalent widths near the noise limit 
of the plate. 

Instead of the astrometric procedure (which provides not 
only exact identifications of stars and spectral features but also 
radial velocities) a simplified procedure could start from the 
properties of the emulsion or emulsion/filter/telescope material. 
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For instance the green plate cut-off of the IllaJ emulsion is for 
galaxies and stars well defined at 5360+30 A (Cooke et al. 1977, 
Handy et al. 1977). Since +30 A correspond td +1700 km/s this 
accuracy is in all practical cases sufficient to set on the most 
prominent features like By, Cal 1*227, TiO WOO/5000. Further 
supporting measurements include - just as discussed in section 1 -
the dispersion curve fit, the photographic calibration on the plate 
by means of photoelectric UBV sequences, and the direct B plate for 
identification purposes. The spectral classification system (to 
which the classification is to he referred) may best be realized by 
a sufficient number of standard stars in and outside the MK domain. 
These should be measured in the same way as the program stars, or 
at least the standard star photographic measures should be simulated 
on the basis of well-calibrated higher resolution spectra, e.g. 
photoelectric spectrum scans. Multi-variate analysis of all measur­
able features will then yield final correlations to physical char­
acteristics and the final selection of the criteria incl. the 
definition of the continua and the integration limits of lines. 

Preprocessing is completed with the scanning of the direct 
plate and the construction of the calibration curve. Measurements 
with PDS or a similar device take full advantage of the facility 
only if setting is automatic and if there is no preselection of 
stars. The two-dimensional scanning may consist of two scans on 
the background above and below the spectrum, and two (or more) scans 
of the widened spectrum (including the background before and behind 
the spectrum), taking altogether 0.5-2 sec. This measuring mode 
permits automatic recognition of overlap since the physical 
restriction of the spectrum is known: spectra which overlap partially 
are either too wide or too long. 

5.2 Software 

Overlap recognition is a task for a microcomputer. The problem 
is not trivial since the length of a spectrum depends on the spectral 
type which is determined only later on. Most.of the reductions must 
be done on-line to avoid high demands on the storage capacity of 
the computer. Most reductions are, however, rather simple procedures 
so that a CPU cycle-time of 0.1-lys appears to be sufficient for 
real-time reductions. 

There are several alternatives to realize the spectral 
classification: 

(I) Measurement of spectral criteria (including color indices). 
This method leads directly to quantitative spectral classifications 
(cf. section 1.2). In this case a continuum or a pseudo-continuum 
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must be defined which will be very different for different spectral 
types. Even a raw spectral type, however, will be known only at a 
later step. Thus a time-consuming iterative process cannot be 
avoided. For this method the selection of the relevant spectral 
criteria is of vital importance. 

(II) Pattern Recognition. In this case no continuum def­
inition is needed; however, some complications will be introduced by 
strong interstellar reddening and very strong interstellar lines. 
This method leads to spectral classification in boxes. The number and 
kind of pattern (boxes) is decisive for the accuracy and homogeneity. 
The MK-domain in its classical definition comprises alone about 

250 boxes. If, in addition, various reddenings, metallicities 
and further parameters have to be accounted for, the number of 
boxes becomes prohibitively large, even if interpolation is 
accepted. Direct recognition of so many patterns appears too 
lengthy a process again or presupposes a very great number of 
parallel microprocessors. However, the patterns can be split up 
into a hierarchy of raw patterns with only very few of the strongest 
lines and bands etc. (e.g. Balmer lines, Call HK, G band, TiO bands) 
thus yielding very few raw types to begin with. In the second 
step these raw spectral types can be refined using the restricted 
number of additional pattern characteristics existing in each raw 
type group. The technique of pattern recognition has been greatly 
developed in the last years thanks to intensive mathematical work 
(e.g. Fu 1976, Grasselli I969, Grenander 1978, Meyer-Brotz and 
Schumann 1970, Watanabe 1969). For this method the selection of 
few, but reliable features is vital. 

(III) Two-dimensional Fast Fourier Transformation (incl. 
noise filtering). This method also leads directly to quantitative 
spectral classifications. It necessitates rather extensive calcu­
lations and may therefore be too time-consuming to be applied on­
line with the measurements, although attempts have been made to 
circumvent this difficulty by special software techniques 
(Schlosser et al. 1976). Cross-correlation methods can improve 
the recognition of faint lines remendously. 

(IV) Search for special objects. If the task is restricted 
to pick out especially interesting objects like OB-stars, emission 
objects, WR-stars, QSO etc. some of the time-consuming procedures 
can be abridged considerably. It appears even possible to do the 
search work by. very fast analog methods (Fourier inversion of 
standard spectrum by laser light, laser scanning of the plate and 
matching). Searching with a full set of standard spectra could be 
done either in a very slow, consecutive mode or in a fast quasi-
simultaneous, very expensive mode. We do not further consider this 
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very interesting possibility because we aim at spectral classifi­
cations of all stars of whole fields. 

Weighing the pro's and con's of the various methods a mixed 
procedure seems to be most promising with present-day techniques. 
The first step is the determination of the raw spectral type by 
pattern recognition (o=no lines, b (Balmer lines) = 0-F5, g (G 
band) • F5-G9, k (Cal 4227), m (TiO), p = pec + whole rest). This 
could be done by specially designed microprocessors (or microprog­
rams) so that the computer itself is clear for its proper tasks. 
To take care of strong emission lines the recognition procedure is 
repeated without these lines and the results are compared. Very 
strong interstellar H and K lines may vitiate the b/g division, they 
will be recognized in the second step. The coordinates of stars 
with "peculiar" spectra are stored by the computer. These spectra 
will be dealt with separately; they will be inspected by the observer 
on the display or CRT before proceeding further. 

In the second step four parallel microprocessors define the 
relevant continuum to the raw type from step 1, and calculate the 
appropriate spectral criteria (equivalent widths, discontinuities, 
colors). In the third step these criteria are used to obtain the 
spectral classification and an error estimate. Again this is done 
by a microprocessor. In the last step these data are taken over 
by another microprocessor (or microprogram unit) which calculates 
the physical quantities (based on correlations as a result of 
preceding multivariate analysis of given calibration data) like 
absolute magnitudes, intrinsic colors, reddening and extinctions, 
distances, metallicities etc. Only these final data (together with 
the coordinates and the spectral classification) are stored and 
printed out as basis for the follow-up by stellar-statistical, 
dynamical etc. discussion. It should be noted that the main 
computer can proceed with measuring the plate unimpeded by ex­
tensive calculations or great storage requirements since the 
microprocessors take over the measurements immediately and work 
parallel to the main computer. 

The time needed for the completion of the above classifi­
cation programs is estimated at 0.5 - 2 sec per spectrum or 
typically one working day per plate. The rather large share of 
time devoted to the peculiar stars is illustrated by the follow­
ing example: if one fully automatic classification takes 0.8 sec, 
one classification with intervening human interaction 30 sec, and 
only 3% of the stars belong to raw class p, then more time is 
spent on the latter stars than on the normal classifications. 

For an external check of the accuracy results for stars on 
the plate field with MK or other sufficiently precise spectral 
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classifications should be compared. Here it is noted that such 
classifications for fainter stars (m - 9) are in general badly 
lacking. The MK system is at this time the best available 
reference system for spectral classifications in 1, 2 or more 
dimensions. It would be a great help if in a few field stars 
(preferably with m > 8) covering the whole MK-domain would be 
accurately MK-classified to represent a general framework for 
any further classification procedures. The region around the 
double cluster in Perseus may serve as an example; there a large 
part of the MK-domain is already covered by the MK-classified stars. 
Other regions suitable for standard fields include areas in Cygnus, 
Carina and in the upper Sco-Cen region. 

6. AUTOMATIC SPECTRAL CLASSIFICATION BY PHOTOELECTRIC SPECTRO­
PHOTOMETRY 

Modern multi-element detector systems are revolutionizing 
astronomical techniques (for reviews of presently or in the near 
future available multi-element detectors see Duchesne, Lelievre 
(1976) and Rudolph et al. (1978)). A whole series of classical 
instruments like multi-color photometer, spectrum scanner, radial 
velocity spectrograph and polarimeter can no-r be integrated into 
one instrument by means of such detector systems. Measuring 
processes and data handling (incl. raw reductions, convolutions 
to any desired multi-color system etc.) will be done by micro­
processors and flexible software of the computer at the telescope. 
We intend to realize such an instrument at the Astronomische 
Institut der Ruhr-Universitat Bochum using a Digicon as detector 
system. Control of measurement and data management will be pro­
vided by a special microelectronics/microcomputer system, being 
developed by the Institut fur elektronische Schaltungen der Ruhr-
Universitat Bochum. The Digicon Spectrum Scanner will have 212/ 
512 channels with resolutions to be chosen between 0.5 A and 8 A. 
The photometric accuracy is better than 0.5%. Frequent measurements 
of black-body calibrated standard stars (Tug 1978) will guarantee 
a similar system accuracy. We expect to observe an A0 star of 12m 

with 3 A resolution in the blue region and 3% photometric accuracy 
at the 6l cm-telescope in 15 min. 

6.1 Application to multi-dimensional spectral classification 

Such a multi-element spectrum scanner can be used for direct 
spectral classification at the telescope. 

(l) The spectral classification system is set up by 
measurements of a sufficient number of MK-standards and 
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additional stars (p) in the spectral domain 3200 - 8000 A 
at R^ = 1 - 2 A. This work is under way. 

(2) By multivariate analysis all spectral features 
measurable at a given resolution R^ (and step by step 
decreased by mathematical filtering from R^ = 1 A to 8 A) 
the optimal features for 1-, 2- or more-dimensional 
classifications, and the minimum resolution for that are 
found. Then raw type domains are defined and correlations 
calibrated for M^, (B-V)0, [C/H], [Fe/H] etc. as outlined 
above in Section 5. 

(3) The desired quantities UBV, uvby£, etc. and those 
of the optimally achievable color system are obtained by 
convolution. 

Again, Fourier transform is an alternative to (2), 
see e.g. Johnson (1977). 

Attached to a 3.6 m-telescope such a spectrum 
scanner should be able to give two - or three - dimensional 
quantitative spectral classifications immediately at the 
telescope for stars down to l6m in less than 20 minutes. 

6.2 Space UV/IR-observations for spectral classification 

Low dispersion objective prism spectrograms in space have 
first been obtained by Henize et al. (1975) and by Gurzadian (1976) 
and coworkers. Recent progress has been reported by Houziaux 
(1977) and Cucchiaro et al. (1977). ESA plans to incorporate a 
low-dispersion facility in the Faint Object Camera of the Space 
Telescope. The various techniques discussed above can be applied 
to these data to obtain spectral classifications in the new 
spectral domains. 
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DISCUSSION 

Lynga: Our 1972 system which you referred to has been updated con­
siderably by the acquisition of a PDS machine. We have not changed 
our program philosophy in that we are still using BASIC language, 
considerably updated. This may make measuring times ten times 
larger, but it allows a flexible use of interactive methods in our 
measurement of spectrophotometric quantities. We have not entered 
into spectral classification. 

Schmidt-Kaler: BASIC is an interpretative language and well suited 
for the purpose. However, this is a question of philosophy. If 
one wants really to do large numbers of spectra, one will finally 
be forced to do it without interactive methods. 

Kinman: I have used the PDS microphotometer for the automatic 
measurement of stellar magnitudes. I prefer to make a selection of 
the star (and sky) positions to be measured (the values are punched 
on IBM cards) and give these to the PDS machine for automatic mea­
surement. I feel that this is more efficient and satisfactory than 
having to investigate at a later stage the results of automatic 
measurements which are anomalous because of crowding, image defects 
etc., all of which I feel will be quite serious. 

Schmidt-Kaler: Pre-selection of stars makes the procedures slower 
by a factor of 10 and is likely to introduce statistical bias. 

Krawczyk: You have mentioned a density calibration of objective 
prism plates using stars on the same plate with UBV magnitudes. 
It is my experience that on an arbitrary photo with a field of 5° 
diameter there are only a few stars with published UBV magnitudes, 
and, as you know, the UBV system is the system with the most mea­
sures. It seems to me that the more recent Geneva system, Vilnius 
system, Stromgren, etc. may replace the UBV system. Do you have 
the same problems? 

Schmidt-Kaler: If there are not enough dependable UBV measures we 
simply measure photoelectrically for our purpose 20-30 suitable 
stars in the field. The choice of the color system is unimportant; 
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for narrower pass bands the corrections to monochromatic magnitudes 
will become smaller. 

Zekl: In the semi-automatic version you check your continuum by 
looking on a screen. In a completely automatic version you have to 
be very careful in defining your continuum. Did you compare the 
results from the semi-automatic version and the completely automa­
tic one? 

Schmidt-Kaler: For a physical significance of equivalent widths 
the definition of the continuum is of vital importance. For 
classification purposes you only need a reproducible recipe (which 
we call the pseudo-continuum). We compared the semi-automatic 
and preliminary automatic results and found, except for a few 
cases, quite a good agreement. 

Fehrenbach: Our main research is the measurement of radial veloci­
ties with an objective prism with a normal field. The measurements 
are automatic. The transmittance is measured at 1375 points 4 
micrometers apart from each other. These transmittances are then 
transformed into Baker densities: I = -log(l/T. - 1) which allows 
one to disregard partially the differences in exposure time. 
Radial velocities are found by calculating the correlation coef­
ficient between the intensity measurements and those of a standard 
star. The maximum of this coefficient corresponds to the super­
position of the spectrum. The difference between this coefficient 
and that for the reversed spectrum gives the radial velocity. The 
correlation with the intensity values for the standard spectrum, 
stored in the computer, passes through a maximum when the spectral 
type and the luminosity are the same. In order to decrease the 
calculation time one correlates the modulus of the Fourier trans­
form of the spectrum with that of the standard spectrum. The 
significant details are limited to the low frequencies. The cor­
relation is fast and allows a choice between many boxes. 
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