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LETTER TO THE EDITOR

Reliable Change formula query: A statistician’'s comments

IAN S. ABRAMSON
Department of Mathematics, University of California, San Diego

Dr. Hinton-Bayre has correctly noted a discrepancy here be- The differencex’ — x then has mea#d, and its standard
tween the Jacobson and Temkin procedures. His compardeviation is readily shown to bé202(1 — p). The ques-
son of prediction bounds both confirms this and suggestsion is how to estimate this from paired-sample data. The
too that the differences are minor. There is a large-sampl@emkin approach is to ignore the form of the expression in
X ) denotes a vector of before and the par_ameterﬁ ando? and jus_t empirically take the sam-
X' ple variance of the observed differences. The Jacobson ap-
after readings on a random variable, following a shift modelproach observes the form and plugs in estimates“énd

o . _ . u _ p: p by ry (Hinton-Bayre’s symbol—it is just a sample
with fixed variance: its expectation (SH L 6)’ andits co-  correlation), andr? (strangely perhaps) bs?, the sample

1p o _ variance of the initial scores. | say strangely, because there

1 |- Thisis ageneral formulation is no reason not to pool the variation in the before and after

and a consequence of the standard random coefficient mod&fadings, and get a more efficient (i.e., less wasteful) esti-

(with or without practice effects) that implicitly underlies mator which would be denoted kﬁgwed: 2(S? + S7) with

the change-score problem. Normality need not even be as: smaller (indeed, essentially minimal) standard error for

sumed at this poinf is the correlation coefficient between estimatingo 2

x andx’. Now it can be algebraically verified that the Temkin pro-
posal is exactly equivalent to Hinton-Bayre’s formula with
the terms? replaced by§.e4 Both are consistent, and for

. . _large samples they will be close. To this extent the Temkin
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explanation: supposé

variance matrix igr2
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