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Abstract. Our knowledge of massive star evolution is limited by uncertainties linked with
multi-dimensional processes taking place in stellar interiors. Important examples are convec-
tive boundary mixing (CBM) and entrainment, which are implemented in 1D stellar evolution
models assuming simplified prescriptions. 3D hydrodynamics models can improve these pre-
scriptions by studying realistic multi-D processes for a short timerange (minutes or hours). In
these proceedings, we present results coming from a new set of high-resolution hydrodynamics
simulations of a neon-burning shell in a massive star, and discuss how the entrainment law can
be calibrated from 3D models and then used to improve 1D stellar evolution prescriptions.
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1. Introduction

Stellar evolution models are one-dimensional (1D) tools employed to simulate the entire
lifetime of a star. Their efficiency is gained by making simplifying assumptions, spherical
symmetry being the main one. Calibrating the prescriptions often requires comparison
of results from specific simulations to observational data. As an example, the mixing
length theory (MLT, Bohm-Vitense 1958) is used in 1D models to predict the extension
of convective regions in the star.

Multi-dimensional hydrodynamics models provide useful insight in this sense, having
several advantages compared to 1D stellar models. In particular, removing the assumption
of spherical symmetry, it is possible to model fluid instabilities and reproduce com-
plex processes, e.g. convection, rotation and magnetic activity, without the simplifying
assumptions made in 1D models. On the other hand, multi-D models have a high com-
puting cost, much larger than for 1D models, so they are bound to reproduce only short
time scales and localized spatial extents. Therefore, an advancement in understanding
stellar evolution can be achieved by combining the strengths of 1D and multi-D mod-
els, using the latter for constraining prescriptions, and subsequently including them in
the former.
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In these proceedings, we present a new set of hydrodynamics models simulating con-
vection in a neon-burning shell of a 15 Mg star. The simulations have been run with
the PROMPI code, successfully used in the past for studying in a similar way other con-
vective regions of massive stars (see Meakin & Arnett 2007; Viallet et al. 2013; Cristini
et al. 2019). In particular, we focus here on the evolution of the convective zone in the
neon shell, and the modelling of the convective boundary mixing (CBM) employing the
entrainment law.

2. Methodology

Initial conditions were taken from a 1D stellar evolution simulation of a 15 Mg, star,
obtained with the GENEC code (Eggenberger et al. 2008). Assumptions of this 1D model
include solar metallicity, Schwarzschild criterion for convective boundaries, and pene-
trative overshoot for hydrogen- and helium-burning cores. For our neon-shell model, we
mapped the 1D radial profiles of fundamental variables (e.g. density, temperature, abun-
dances) from the second neon-burning shell onto a cubic box of side 0.64 x 10% cm. The
numerical resolution chosen for the model is a grid of 5123 cells, i.e. each cell is a cube
of 1.25 x 10° c¢m side. All simulations have been run starting from this initial setup.

In our simulations, convection is driven using an explicit nuclear network for neon
burning, including the isotopes *He, 60, 2°Ne, Mg and 28Si (the *He abundance is
assumed to be at nuclear equilibrium in this late burning stage). Having all the same
burning network, the simulations differ for the so-called “boosting factor”, a constant
factor that multiplies the nuclear energy generation rates. The factor has been intro-
duced in order to boost convection and reduce the computing cost, but also to study the
dependence of key quantities on the driving energy. For this reason, we produced a set
of four simulations with boosting factors 1, 10, 100, 1000 times the nominal 1D case (see
Rizzuti et al. 2022), in a similar way to what has been done in the work of Cristini et al.
(2019) for the carbon shell. The boosting factor has a strong impact on the computing
power required to run the simulations. In particular, with a fixed computing budget we
are able to simulate a longer time range for models with a larger boosting factor.

3. Results

In Figure 1 we display a vertical cross-section across the domain of the nominal-
luminosity simulation, with the velocity magnitude in colour scale. The convective zone
is easily recognizable as the central region where the flow has higher speed and forms
plumes and eddies. Above and below the convective zone, the stable region is dominated
by low-speed internal gravity waves.

In order to study the evolution of this convective zone in our simulations, we need first
to identify the convective boundaries. We define them by means of the chemical composi-
tion of the layers, using the fact that the convective zone is always homogeneously mixed.
In this way, we define the convective boundaries as the location where the horizontally-
averaged mean atomic mass is equal to the mid-point between the value in the convective
and in the stable zone. With this definition, we are able to follow the time evolution of
both the upper and lower convective boundary locations, as shown in Figure 2 for the
four simulations with different boosting factors.

At the beginning of the simulations an intermediate phase is present, that we call
“initial transient”, before convection is fully developed with eddies and plumes. The
length of this transient depends on the boosting factor, since a stronger energy generation
produces faster convection. After the initial transient the simulation is in a “quasi-steady”
state, and it is possible to analyse the results. Figure 2 clearly shows the growth in time
of the convective zone, both upwards and downwards. This is due to a phenomenon
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Figure 1. Vertical cross section of the velocity magnitude (values in colour scale, cm s™!)
taken towards the end of the nominal-luminosity simulation, at 2730 seconds. The high-velocity
eddies identify the convective zone.
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Figure 2. Time evolution of the upper and lower boundaries enclosing the convective zone (in
magenta), for the four simulations with boosting factors 1, 10, 100 and 1000. After an initial
transient, whose length depends on the boosting, the convective zones grow due to entrainment.
It is noticeable how strongly the boosting affects the timescale for evolution.
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Figure 3. Entrainment rate versus bulk Richardson number in log scale and respective linear
regressions: Ne-shell from this study (blue, solid), C-shell from Cristini et al. (2019) (green,
dashed), O-shell from Meakin & Arnett (2007) (orange, dot-dashed). Triangles are measurements
for the lower convective boundary, circles for the upper boundary. Error bars (only for Ne-shell)

are standard deviations. Parameter estimates for the entrainment law ve/vrms = A Rig" are
listed in the legend. See Rizzuti et al. (2022).

called “turbulent entrainment”, well-known in the literature (see Maeder 1976; Zahn
1991). It results from the shear mixing that takes place near the convective boundaries,
where material is continuously entrained from the stable region into the convective zone,
resulting in more fluid becoming convective.

Entrainment can be parametrized with a simple law, assuming a dependence of
the entrainment rate (i.e. entrainment velocity over convective velocity) on the bulk
Richardson number, Rig (a measure of the convective boundary stiffness): E = ve/vrms =
A Rig", coming from geophysics (Fernando 1991) and applied to stellar interiors by
Meakin & Arnett (2007). For our simulations, the entrainment velocities have been
obtained from the time derivatives of Figure 2, noticing that a larger boosting factor
produces stronger entrainment, and that the entrainment velocity is smaller for the lower
boundary, given its larger stiffness. The bulk Richardson number has been computed for
each boundary by integrating the Brunt-Vaiisilé frequency as described in Cristini et al.
(2019).

We finally show in Figure 3 the measurements of entrainement rate versus bulk
Richardson number for our three simulations with boosting factors 1, 10 and 100 (in
blue, solid). We decided to exclude boosting factor 1000 from the analysis, since we
found that the extreme fluid velocities in the simulation disrupt the boundaries, losing
the information about CBM. With these data points, we are able to estimate the free
parameters of the entrainment law given above. We display in Figure 3 the line of best
fit in log scale for our neon-shell simulations alongside other two PROMPI simulations for
the carbon (Cristini et al. 2019) and oxygen (Meakin & Arnett 2007) shells of massive
stars. The error bars for neon shell come from our statistical analysis of the simulations.
The estimates of the entrainment law parameters A and n are given in the legend for
each study.

From the parameter estimates, we can conclude that entrainment takes place in a
similar way in multiple burning stages of massive stars. This is also compatible with
other hydrodynamics simulations of convective zones in stellar interiors (e.g. Mocék et al.
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2009; Gilet et al. 2013; Horst et al. 2021). The best fit for our new neon-shell simulations
provides n =0.96 £ 0.19, which is compatible with the value of 1 expected from geophysics
(Fernando 1991). Estimates for A are generally more uncertain, taking into account the
large dispersion of measurements and that the fitting has been done in log scale. Our
results for the neon shell indicate that values lie between 0.1 and 1.0. The small errors
in the estimated parameters may suggest that uncertainties have been underestimated.

4. Conclusions

We present in these proceedings a new set of 3D hydrodynamics simulations of a neon-
burning shell in a 15 Mg star, obtained with the PROMPI code. We studied in detail
the development and evolution of the convective zone, as well as the mixing which takes
place near the convective boundaries. Importantly, we analyzed the entrainment of stable
material into the convective zone and parametrized it with a simple law.

We found that significant entrainment is present in our simulations when using the
exact same conditions taken from a state-of-the-art 1D stellar model, particularly in the
case where the energy generation was not modified (nominal-luminosity case). Estimating
the free parameters for the entrainment law in our simulations, we found that results
for neon shell are in agreement with previous hydrodynamics studies of other burning
phases in massive stars, confirming the occurrence and importance of CBM for the stellar
evolution.

There is still a discrepancy between predictions for entrainment in hydrodynamics
models versus stellar evolution models. This is well represented by the disagreement on
the A parameter for the entrainment law. We refer here to the studies conducted by
Staritsin (2013) and Scott et al. (2021), the only ones so far in the literature to have
tested the entrainment law in 1D stellar models.

Synergy and convergence between one- and multi-dimensional models are crucial steps
towards a better understanding of the complex phenomena in the stellar interiors. On the
one hand, hydrodynamics models rely on the initial conditions assumed from 1D models,
and they show disagreement on the strength of CBM assumed for 1D stellar evolution.
On the other hand, adopting the entrainment law in 1D, especially for late convective
phases, will provide a realistic way of modelling CBM, as well as produce more accurate
initial conditions for starting new 3D simulations.
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Discussion

QUESTION: Do your simulations eventually reach the sub-surface convection? How far
from the surface do they get?

ANSWER: The burning shell is deep so it doesn’t reach the surface. Simulating convection
below the surface would be a different environment. Our simulations are not including
the surface.

QUESTION: [ was very excited to see that you also see changes at lower boundary as well
as the upper boundary, because in 1D stellar models we just use overshooting and not
undershooting. I'd like to know if we should try to include undershooting in our models
to get closer to 3D results.

ANSWER: Yes, this is something we see happening in 3D, so it should be included. We are
expecting it from the fluid motions. Entrainment is much slower at the lower boundary,
but for completeness it also should be included.

FOLLOW-UP QUESTION: So why is this? Why do we not see the same effect at the upper
and lower boundary?

FoLLOw-UP ANSWER: It depends on the properties of the boundary. The bulk
Richardson number is a measurement of the stiffness of boundary. The lower bound-
ary is much stiffer, it has a higher bulk Richardson number, so we have much different
properties.
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