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Abstract

The surface deformation of the main reflector in a large radio telescope is closely related to its
working efficiency, which is important for some astronomical science studies. Here, we present
a deep learning-based surface deformation recovery framework using non-interferometric
intensity measurements as input. The recurrent convolutional neural network (RCNN) is
developed to establish the inverse mapping relationship between the surface deformation of
the main reflector and the intensity images at the aperture plane and at a near-field plane.
Meanwhile, a physical forward propagation model is adopted to generate a large amount of
data for pre-training in a computationally efficient manner. Then, the inverse mapping rela-
tionship is adjusted and improved by transfer learning using experimental data, which achieves
a 15-fold reduction in the number of training image sets required, which is helpful to facilitate
the practical application of deep learning in this field. In addition, the RCNN model can be
trained as a denoiser, and it is robust to the axial positioning error of the measuring points. It
is also promising to extend this method to the study of adaptive optics.

Introduction

Large radio telescopes, such as the Green Bank Telescope [1], and the Five-hundred-meter
Aperture Spherical radio Telescope [2], are built to help observe the universe, explore other
intelligent civilizations and search for the origin of life, playing an important role in astronomy
[3-6]. In practice, the observing efficiency of large radio telescopes is closely related to the sur-
face deformation of the main reflector [7]. However, many factors, such as the enormous weight
of the main reflector, wind, and temperature changes, can cause unknown surface distortions.
Therefore, it is important to accurately measure and adjust the surface distortion.

The photogrammetric method [8, 9] and the laser tracking method [10] are first used to
perform non-contact measurements for large reflector antennas. With the advantage of high
precision and high automation, radio holography is increasingly used to perform surface recov-
ery [11-18]. By introducing an additional reference antenna, the unknown surface distortion
can be accurately reconstructed based on the holographic principle. However, the equipment
cost is greatly increased and accurate calibration is required. In addition, it is difficult to accu-
rately obtain the high-frequency scattering field, and these interferometry-based methods are
sensitive to noise, which easily leads to poor surface retrieval. Therefore, a non-interferometric
method is a promising alternative to achieve surface recovery.

For non-interferometric methods, the key is to propose an accurate forward propaga-
tion model and develop the corresponding reconstruction algorithm. The propagation of the
microwave signal in a large radio telescope can be accurately described by Maxwell’s equa-
tions. To simplify the calculation, Baars et al. proposed the Fresnel approximation and the
Fraunhofer approximation [19], corresponding to the near-field and the far-field propagation
models, respectively. However, the reconstruction is a non-convex and ill-posed inverse prob-
lem. Alternative projection algorithms [20-24], such as the well-known Gerchberg-Saxton (GS)
algorithm, are proposed to solve this optimization problem. Due to the intensity-only (non-
convex) constraints, it is easy for the iteration to stagnate around the local minimum, and the
convergence is slow. Recently, based on the geometric optics and the law of conservation of
energy, Huang et al. proposed a linear propagation model [25] and developed the correspond-
ing deconvolution algorithm (namely the Huang algorithm). However, its limitation is that
certain reconstruction errors also result from the linear approximation. Overall, the above tra-
ditional methods are physical-model-driven (i.e., based on a physical propagation model), and
it is difficult to achieve a proper trade-off between reconstruction accuracy and reconstruction
speed.

In optical imaging, the neural network has been introduced to retrieve the phase at the aper-
ture plane based on a single near-field or far-field intensity measurement [26, 27]. To the best of
our knowledge, deep learning is first introduced by Xu et al. [28] to solve the inverse scattering
problem in antennas. Compared with traditional methods, this is a data-driven approach,
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and the inverse mapping relationship is built directly by deep learn-
ing without the need to build a physical propagation model. In
addition, the reconstruction can be accurate and fast. However, its
weakness is that it requires a huge amount of training data, which
is a major barrier to its practical application.

In this work, recurrent neural network (RNN) and convolu-
tional neural network (CNN) are combined to establish the inverse
mapping relationship between the intensity measurements and the
surface deformation. To solve the problem of training data, an
accurate physical propagation model is used to generate the data
for pre-training. Then, the pre-trained RCNN model is improved
and adapted by transfer learning, and finally, an accurate inverse
mapping relationship is established.

Methods and materials
An approximate propagation model

For surface recovery of the main reflector in a large radio tele-
scope, the propagation of the microwave signal can be divided into
two stages, as shown in Fig. 1(a). In the first stage, the microwave
signal originally emitted by the feed is reflected by the main reflec-
tor and then propagates to the aperture plane. This process can be
approximated using ray propagation based on geometric optics.
Theoretically, if the main reflector has no surface distortion (i.e.,
an ideal paraboloid), the complex wave field at the aperture plane
should be a plane wave with equal phase. However, due to man-
ufacturing errors and other factors, such as the gravity of the
main reflector, wind, and temperature changes, there is usually
some unknown distortion d(x,y) on the main reflector, where
(x, y) is the local transverse coordinate of the main reflector. Thus,
the phase contrast ¢, (x, y) (or wavefront in adaptive optics) can
be found at the aperture plane. Based on ray propagation, the
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mapping relationship between d(x, y) and ¢, (x, y) can be simpli-

fied as:
4 2
Palx,y) = 47”\/ x2+yJ:—+4fZ “0(x,), )

where A is the wavelength of the microwave signal, f is the focal
length of the main reflector, and the derivation of Eq. (1) is illus-
trated in Supplemental Document.

In the second stage, the microwave signal propagates from the
aperture plane to a near-field plane that can be described by the
Fresnel approximation,

IN(xay) - €Xp (i'¢N(X:)’)) :‘(PAZ{V IA(xvy) @)
rexp (i ¢a(x, 7))},

where Iy(x, y) and ¢y (x, y) are the intensity and phase of the wave-
field at the near-field plane, respectively, I, (x, y) is the intensity
of the wavefield at the aperture plane, P, {-} is the propagation
operator by an axial distance Az, and this operator can be calcu-
lated using the angular spectrum theory, i.e., Px,{-} = F{exp(i-

A/ 2r/N)? —kE—k3) - F{-}}, where F{-} and F'{-} denote
the Fourier transform (FT) and the inverse FT, k, and ky denote
the transverse coordinate in the frequency domain, respectively.
However, only the intensity of the wavefield can be detected, as
shown in Fig. 1(b), and the phase information is lost. Therefore,
it is difficult to deterministically reconstruct the distortion of the
main reflector.

This approximate propagation model is used to generate a large
amount of training data. Then, in the pre-training process, the
corresponding approximate inverse mapping relationship can be

(b)  Point-wise Intensity Measurement
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Figure 1. Schematic diagram of the proposed method. (a) Microwave propagation in a large radio telescope. (b) Point-by-point scanning intensity measurement by a UAV.

(c) Deep learning-based surface reconstruction framework.
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Figure 2. The workflow diagram of surface reconstruction using the RCNN model, including the network input, the network output, and the detailed architecture of the
RCNN model.

priorly learned by the RCNN model. It should be noted that this  The recurrent convolutional neural network

approximate propagation model has the following approximations: Inspired by the study in volumetric fluorescence microscopy pro-

posed by Huang et al. [29], this work is based on the RCNN to

e In practice, the microwave signal emitted from the feed is  establish the complex mapping relationship between the surface
designed as a Gaussian beam instead of an ideal point source; ~ deformation of the main reflector and the intensity at the aperture

o The forward propagation of the wavefield in the first stage  plane and that at the near-field plane, as presented in Fig. 1(c). On
is approximately described by ray propagation, ignoring the onehand, CNN hasbeen proven to successfully solve the image
diffraction effects such as scattering, interference, etc.; reconstruction problems in medical imaging, and computational

e For the wavefield at the aperture plane, only the phase part  imaging [26, 27, 30, 31]. In this work, the intensity measurements
is considered to be affected and the amplitude part remains  (network input) and the surface deformation (network output) are

unchanged; all images, and the inverse mapping relationship between them
o In the second stage, the propagation is modeled by the Fresnel  is to be built via CNN. On the other hand, the RNN framework,
approximation, which includes the paraxial approximation. such as Long Short-Term Memory (LSTM) or Gated Recurrent
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Units (GRU) [32-34], is proposed to deal with the prediction prob-
lems with temporal series input. In this work, spatial causality
rather than temporal causality exists between the multi-channel
network input and the network output. Therefore, RNN is extended
to explore the relationship between these spatial sequence signals.
Overall, RCNN is theoretically well suited to solve this inverse
problem.

Figure 2 illustrates the RCNN architecture. It has a two-channel
input, consisting of the intensity at the aperture plane and that
at a near-field plane, and the output is the predicted surface
deformation. The main body of the RCNN model adopts the
U-Net encoder-decoder framework, and the recurrent connection
is arranged between the two feature maps (corresponding to the
two-channel input) at each layer in the encoder parts. Since the
network has only two-channel input, the recurrent connection is
realized by the element-wise addition. For those networks with
multi-channel input, a GRU or LSTM connection is recommended.
In the encoder parts, the inter-layer propagation of the 2-channel
input can be described by the following formula:

xp = Selu{BN [Convszz(Selu{BN[Convszl(x,Ll)] })] }, (3)

xp = Selu{BN [ConVSZZ(Selu{BN [Conv,_, (x}_; + x7_,)] })} },
(4)

where Selu{-} is the Scaled Exponential Linear Units activation
function, BN[:] represents batch-normalization, and Conv(-) rep-
resents convolutional layers with parameter slide s equal to 1 or 2.
In the decoder parts, the inter-layer propagation can be described
as:

yi = Selu{ BN Conv,_, (Selu{BN[Conv,_, (UpS (1)1} }-
(5)

where UpS(-) represents up-sampling, which is realized by an
interpolation operation.

Transfer learning

For the practical application of deep learning, one of the biggest
barriers is obtaining massive experimental data to effectively per-
form supervised learning. The same problem exists in this work.
Due to the point-by-point scanning method, the intensity collec-
tion is critically time-consuming. Therefore, transfer learning is
introduced to solve this problem. Based on the approximate prop-
agation model proposed in section “An approximate propagation
model’, the corresponding approximate inverse mapping relation-
ship can be learned in advance by the RCNN model through
pre-training. Then, the RCNN model is adjusted by transfer learn-
ing using experimental data, and finally, a more accurate inverse
mapping relationship is established.

In this work, the experimental data for transfer learning are
replaced by data generated by a commercial software package,
GRASP Ticra 9.0, including the intensity at the aperture plane
and the intensity at a near-field plane. In this software, the prop-
agation of the wavefield in a large radio telescope is described by
Maxwell’s equations, without any approximation about the total
propagation process. Advanced algorithms are specially studied for
the inverse scattering problems in a large antenna reflector, pro-
viding reliable results for the near-field and far-field calculations
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Table 1. Parameters involved in the propagation of the microwave signal

Parameter Abbre. Value
Focus length of the main reflector f 33m
Diameter of the main reflector D 110 m
Wavelength of the microwave signal A 0.1m
z-Axis coordinate of the aperture plane Za 33m
z-Axis coordinate of the near-field plane N 505 m

[35-38]. Overall, the forward propagation model built by GRASP
Ticra 9.0 is more accurate compared to the approximate propaga-
tion model. Therefore, the effectiveness of transfer learning can be
validated using the data generated by GRASP Ticra 9.0.

Data preparation and model training

For the RCNN model, the two-channel input is the intensity at the
aperture plane and that at the near-field plane, and the output is
the surface deformation. These three spatial sequence signals form
one set of training data. The parameters involved in the forward
propagation model are listed in Table 1.

The surface deformation and the intensity measurements both
adopt 256 x 256-pixel images. The corresponding distance between
adjacent nodes can be calculated as 0.43m. This dimension
matches the spacing of adjacent actuators under the main reflector
panels (0.3 ~ 0.7m). Therefore, it is convenient for the actua-
tors to adjust the main reflector surface according to the predicted
distortion.

Then, since the main reflector panels are manufactured and
installed with high precision, it is assumed that there are no severe
deformations between adjacent nodes. That is, smooth and con-
tinuous surface deformations are simulated and studied in this
work. The range of the surface deformation is set to be [0, A/5].
The surface deformations are first generated by pseudo-random
distribution, and then smoothed by Gaussian filtering. This proce-
dure generates the surface deformations for both pre-training and
transfer learning. However, it should be noted that different sur-
face deformations are used for pre-training and transfer learning,
respectively.

Intensity images used for pre-training
The intensity at the aperture plane under a given surface defor-
mation adopts the counterpart with an ideal main reflector, i.e.,

IA(x7y)]6(x7y) = IA(x,y)‘(s(x.y)zo (3rd assumption in section “An

approximate propagation model”). Next, the intensity at the near-
field plane is calculated using Egs. (1) and (2). The computation
time for a single intensity image is about 0.19s. A total of 24,000
image sets are generated for pre-training. Specifically, 20,000 sets
are used as the training dataset, 2000 sets are used as the validation
dataset, and the remaining 2000 sets are used as the test dataset.

Intensity images used for transfer learning

The intensity at the aperture plane and the intensity at a near-field
plane are calculated using GRASP Ticra 9.0. The Gaussian beam is
used as the source and the solver is set to Physical Optics Model
and Physical Theory of Diftraction (PO/PTD). The computation
time for one image set is 6.33 h, and six sets can be calculated in
parallel on a workstation computer with a 12-core CPU. A total of
900 image sets are generated for transfer learning, where 700 sets
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Figure 3. The performance of the RCNN model in the pre-training process. (a) Loss functions over the training dataset and the validation dataset. (b) Histogram of the RMS
errors of the reconstruction over the test dataset, where the red line represents the accuracy criterion. (c) Ground truth and reconstructed surface deformations, and the
RMS and SSIM values are listed below the images. (d) Horizontal and vertical cross-section profiles (marked with yellow lines in (c)).

are used as the training dataset, 100 sets are used as the validation
dataset, and the remaining 100 sets are used as the test dataset.
The Baidu PaddlePaddle backend framework is adopted to build
the RCNN model. The L2 loss function is used, and it is optimized
using the Adam optimizer with an initial learning rate of 0.001.
The RCNN model is trained on a Baidu cloud computing platform
equipped with a 32GB CPU and a Tesla V100 16GB graphics card.

Results

To ensure the performance of a large radio telescope, the Root
Mean Square (RMS) error for the surface deformation should be
less than A/20 ~ A\/60 [39-41]. Here, the accuracy criterion for
the surface recovery is set to RMS < /120 in order to successfully
perform the subsequent adjustment using actuators. In addition,
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the structural similarity index (SSIM) is also used to provide a more
comprehensive evaluation of the image reconstruction problem.

The pre-training

First, the RCNN model is pre-trained with the data generated by
the approximate propagation model. The pre-training converges
in about 40 epochs, and it takes 27.49 h. The RCNN model is well
fitted during the pre-training process, with the loss function over
the training dataset and that over the validation dataset decreas-
ing rapidly and simultaneously, as shown in Fig. 3(a). As for the
reconstruction performance over the test dataset, the correspond-
ing RMS errors can be seen in Fig. 3(b). The prediction for a single
surface deformation takes 0.85s. The proportion that the sur-
face recovery meets the accuracy requirement (i.e., RMS < \/120)
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Figure 4. Boxplots of the RMS errors of the surface recovery over the test dataset via the RCNN model with and without pre-training. The blue and red dashed lines are the

same one, i.e., the accuracy criterion (RMS < \/120).

over the test dataset is more than 99.9%, indicating that the inverse
mapping relationship (corresponding to the approximate propaga-
tion model) can be well established by pre-training. Some recon-
structed surface deformations are shown in Fig. 3(c). The first
and second rows are the ground truth surface deformations and
the reconstructed ones, respectively, and good agreement between
them is shown. Furthermore, their horizontal and vertical sec-
tion profiles are presented in Fig. 3(d). It is clear that quantitative
reconstructions can be achieved by the RCNN model for the
approximate propagation model.

Transfer learning

Next, the pre-trained RCNN model is trained on the data gen-
erated by GRASP Ticra 9.0. To verify the importance of transfer
learning, a comparison is made, i.e. another RCNN model without
pre-training is trained directly with the same data. In addition, the
number of the image sets in the training dataset is set as a vari-
able. After the transfer learning, the same test dataset is employed
to demonstrate the reconstruction performance, and the corre-
sponding RMS errors are presented in Fig. 4. It is clear that after
the pre-training, the learning of the inverse mapping relationship
via the RCNN model can be greatly improved and accelerated. In
particular, for the pre-trained RCNN model, the transfer learn-
ing converges quickly (with all RMS errors over the test dataset
less than A/120) with only 400 image sets used as the training
dataset. In contrast, it is very difficult for the untrained RCNN
model to converge on a small training dataset. The corresponding
RMS errors over the test dataset are much larger than A/120, and
they decrease at a very low rate as the number of training images
increases. The RCNN model without pre-training comes to conver-
gence when at least 6000 image sets are used as the training dataset
(see Supplemental Document for more details).

The reconstruction performance of various methods, includ-
ing RMS error, SSIM value, and computation time, is summarized
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Table 2. Comparison of different methods on the test dataset, including mean
RMS error, mean SSIM value, and mean computation time

Computation

Methods RMS error SSIM value time/s
The Huang algorithm [25] 0.0953 0.9296 2.79
The GS algorithm [20] 0.2160 0.6973 19.82
The RCNN model 0.0045 0.9878 0.85

in Table 2. The computation time of the RCNN model and the
Huang algorithm are 0.85 and 2.79 s, respectively, while the coun-
terpart of the GS algorithm is 19.82 s. Figure 5 shows some recon-
structed surface deformations by different methods, including the
above two RCNN models (400 training image sets are used in the
transfer learning), the Huang algorithm, and the GS algorithm.
The first row is the ground truth surface deformations, the second
and third rows are those recovered by the RCNN model with and
without pre-training, and the fourth and fifth rows are those recov-
ered by the Huang and GS algorithms, respectively. It can be seen
that the RCNN model with pre-training has the best reconstruc-
tion performance. As for the RCNN model without pre-training,
the general contour can be recovered, but most of the detailed
features are lost. The reconstructions using the Huang algorithm
have higher accuracy around the image center, while the recovery
accuracy near the image edge is poor, which is due to the linear
assumption related to the spatial coordinate. Finally, the GS algo-
rithm fails to achieve reliable surface recovery, indicating that it
is difficult for the iterative algorithm to find the global optimal
solution under the intensity-only constraints.

Noise robustness of RCNN model

In practice, the intensity measurements may be contaminated by
various noises, such as Gaussian noise, Poisson noise, speckle
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Figure 5. The predictions by different methods. (a) Ground truth surface deformations. (b, c) Recovered surface deformations via the RCNN model with and without
pre-training. (d, e) Recovered surface deformations using the Huang algorithm and the GS algorithm. The corresponding RMS and SSIM values are listed below each image.

noise, etc. And, the final reconstruction can be seriously destroyed
by these noises. Therefore, the robustness of different methods
to noise is studied in this subsection. A certain amount of noise
is added to the original intensity images, and the corresponding
noise level is measured by the signal-to-noise ratio (SNR). We take
Gaussian noise as an example, and the study of Poisson noise is
presented in Supplemental Document.

In previous studies, various deep learning frameworks have
been proposed to perform image denoising. In this subsection, we
investigate whether the RCNN model can also be used as a denoiser
when performing surface recovery. Specifically, an RCNN model

https://doi.org/10.1017/51759078724000217 Published online by Cambridge University Press

is trained with noisy image sets in the pre-training and trans-
fer learning process (referred to as noise-learning). Meanwhile,
another same RCNN model is trained with noise-free image sets
(referred to as noise-free-learning). In the transfer learning pro-
cess, 700 image sets are used as the training dataset for both
noise-learning and noise-free-learning. Then, the same test dataset
consisting of 100 noisy image sets is adopted to demonstrate the
reconstruction performance, and the corresponding RMS errors
are shown in Fig. 6. It is clear that the performance of the
RCNN model is significantly improved via noise-learning com-
pared with the counterpart of noise-free-learning. As the noise
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Figure 6. The violin plots of the RMS errors of the surface reconstruction over the same test dataset via the RCNN model under noise learning and under noise-free learning.

level increases (i.e., the SNR value decreases), the performance of
the RCNN model by noise-free-learning degrades critically, as
expected, with RMS errors becoming larger than the accuracy
requirement and their distribution becoming much wider. In con-
trast, the performance of the RCNN model by noise-learning is
robust, and the RMS error and its range remain stable.

Figure 7 shows the reconstructions by different methods under
noisy conditions. The first line is the noise-free intensity image
and the noisy ones at the aperture plane, and the second line is
the intensity images at the near-field plane. Without an effective
denoising approach, the performance of the RCNN model under
noise-free-learning, the Huang algorithm, and the GS algorithm
become worse as the noise increases, and even fails to recover the
surface deformation (SNR = 20 dB). In contrast, the RCNN model
under noise-learning produces reliable reconstructions even when
the noise is very high, suggesting that the noise can be implicitly
revealed in the backward propagation model using this data-driven
approach.

Robustness to axial positioning errors

The point-by-point intensity measurement is planned to be per-
formed by an unmanned aerial vehicle (UAV). The positioning
error of the UAV can have an important influence on the recorded
intensity and the final surface recovery. In this subsection, the
effect of the axial positioning error of the UAV is investigated.
For each measuring point M at the aperture plane and at the
near-field plane, M = (x,y,z = z,,), a certain perturbation is
added along the z-axis, i.e, M = (x,y,2 = z, + Az(x,y)),
where this perturbation obeys a random uniform distribution,

iid. Az
Az(x,y)) "= U(~ 2

axial positioning error. The reconstruction performance versus
Az, is shown in Fig. 8. It can be seen that the surface recovery
is accurate and stable even when the maximum axial positioning
error is up to 1 m. In practice, most commercial UAVs are able to
meet this positioning accuracy requirement.

Az, . .
, +—=2), where Az, is the maximum
2
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Discussion and conclusion

In this work, a deep learning based framework is developed to
achieve fast and accurate surface recovery. RNN and CNN are
combined to build the inverse mapping relationship between the
intensity measurements and the surface deformation. In addition,
a physical forward propagation model is used to perform the pre-
training, which is helpful to facilitate the practical application of
this method.

RNN is first proposed to solve the prediction problems with the
input temporal sequential signals. Recently, RNN is combined with
CNN to predict the fluorescence intensity image at a certain trans-
verse plane according to the known ones at other planes. In these
studies, the input and output of the network are both the same tem-
poral or spatial signals. However, in our work, the network input
and output have different spatial properties, while spatial causal-
ity exists between them. And, it is proved in the pre-training and
transfer learning that the complex inverse mapping relationship
between these spatial sequence signals can be well established via
the RCNN model.

Next, transfer learning is helpful to facilitate the practical appli-
cation of this deep learning-based surface reconstruction frame-
work. Although a physical forward propagation model is required,
a large amount of data can be generated via this propagation
model in a computationally efficient manner compared to the time-
consuming collection of experimental data. Thus, the correspond-
ing approximate inverse mapping relationship can be built up in
advance via the RCNN model. As a result, a 15-fold reduction in
the number of training images is achieved in the transfer learning
process. From an optimization point of view, pre-training provides
a good initial guess for transfer learning. However, in practice, it
is still difficult to obtain the ground truth surface deformations,
which can be the focus of further study.

Traditional methods can be classified as the model-driven
approach, since the basis and focus of their study is to develop
an accurate forward propagation model. In the Huang algorithm,
microwave propagation is described by ray propagation, which is
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Figure 7. Reconstruction performance of different methods under noisy conditions. (a), (b) Original intensity image and the noisy ones at the aperture plane and at the
near-field plane. (c, d) Surface recovery via the RCNN model under noise-learning and noise-free-learning. (e, f) Surface recovery via the Huang algorithm and the GS

algorithm. The corresponding RMS and SSIM values are listed below each image.

not valid since the diffraction effects cannot be ignored in the
large antenna scattering problems. Although its reconstruction is
fast, the reconstruction accuracy is not satisfactory. For the GS
algorithm, the forward propagation model is more accurate than
that of the Huang algorithm. However, due to the ill-posedness
of the reconstruction problem, the iterative algorithm fails to find
the global optimal solution. Deep learning is known for its data-
driven approach to directly build the inverse mapping relationship.
However, its weakness and limitation is that the preparation of a
large amount of experimental data is challenging.

https://doi.org/10.1017/51759078724000217 Published online by Cambridge University Press

In this work, the model-driven approach and the data-driven
approach are combined. The former is used to establish the basis
of transfer learning, thus reducing the requirement in the number
of experimental data for deep learning, while the latter is adopted
to establish the inverse mapping relationship between the spatial
sequential signals. By using multiple intensity as the network input,
the number of image pairs in the training dataset can be further
reduced to facilitate the practical application of the deep learning
approach. In addition, the RCNN model is more robust to noise
and axial positioning errors of the measurement points.
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Figure 8. The boxplot of the RMS errors of the surface recovery over the test dataset via the RCNN model when the measuring points have axial positioning errors.

This study may also be useful in adaptive optics, where atmo-
spheric turbulence is also related to phase contrast at the aperture
plane.

Supplementary material. The supplementary material for this article can
be found at https://doi.org/10.1017/S1759078724000217.
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