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Misinformation Shapes Perceptions and Trust 1

1 Introduction
While misinformation has always been a part of the media ecosystem, the
2016 election was an inflection point for its prominence in public discourse.
A 2017 Time magazine cover asked, in stark red letters, “Is Truth Dead?” A
2016 Economist cover heralded the advent of “Post-truth politics in the age
of social media.” News magazines were not the only ones paying attention. In
the wake of the election, “post-truth,” “misinformation,” and “fake news” were
each named “word of the year” by (respectively) the Oxford Dictionaries, Dic-
tionary.com, and Collins Dictionary (Funke 2018a). Local and national news
outlets reported on these decisions, and in doing so called even more attention
to the issue of misinformation (Diaz 2018; Italie 2018; Strauss 2018). Wrote
Emily Jacobs at the New York Post, “the word-of-the-year decision comes
as social media companies, and the American people, grapple with the now-
global struggle surrounding ‘fake news”’ (Jacobs 2018). The often hyperbolic
media attention garnered by these (relatively inconsequential) “word of the
year” decisions aptly illustrates the mainstream media’s earnest attention to
the phenomenon of misinformation (Tsfati et al. 2020).
Despite these initial concerns that exposure to misinformation was wide-

spread, empirical assessments have consistently shown a pattern of low average
exposure. For most people, misinformation is a tiny fraction of their informa-
tion diet (Guess, Nagler and Tucker 2019): for example, Allen et al. (2020)
find that “fake news” comprises just 0.15% of Americans’ daily media expo-
sure. But while many Americans may have relatively little direct experience
with misinformation, the intense media coverage of the issue likely provides
them with a great deal of indirect experience, painting the “pictures in their
heads” that shape not only how they conceive of the problem, but also who
they hold responsible for it (Lippmann 1922; Iyengar 1994).
This Elements investigates how media coverage of the misinformation phe-

nomenon shapes public beliefs and attitudes, including media trust. I show
that exposure to news coverage of misinformation has the surprising effect of
increasing trust in mainstream media, and in particular print news. Drawing on
data from a content analysis and three experiments, I argue that this unexpected
pattern is a direct result of how the media frame responsibility for misinforma-
tion: as largely the fault of social media. News coverage of misinformation
paints a picture of often-toxic social media platforms where anyone can post
“fake news” and gatekeeping is nonexistent. This coverage shapes Americans’
beliefs not only about who is to blame for misinformation, but also who can
best protect them against it. Print media – with its professional standards and
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2 Politics and Communication

commitment to checking sources – is perceived as a bulwark against the
post-truth chaos of social media.

1.1 The News Media’s Fascination with Misinformation
Journalists see misinformation and “fake news” as an especially serious prob-
lem partly because it has the potential to directly undermine their work, and
these concerns in turn inform the nature of their coverage. A 2022 Pew sur-
vey of working journalists shows that they are even more concerned than the
American public about made-up news: 71% of journalists say it is a “very big
problem,” compared to 50% of the public (Gottfried et al. 2022). In addition,
58% report having had conversations with colleagues about misinformation at
least several times a month over the past year.
Journalists’ concern over misinformation is not only a topic of water-

cooler conversation – it has also inspired a number of conferences focused
on strategies for both combatting and covering “fake news.” For example,
in 2019, the American Press Institute convened “Truth-Telling in the Modern
Age: Strategies to Confront Polarization and Misinformation” with represen-
tatives from media institutions both local (e.g. the Knoxville News Sentinel,
the Boston Globe) and national (e.g. The New York Times and The Washing-
ton Post). In 2021, the Shorenstein Center at Harvard hosted a “News Leaders
Summit” with participants from outlets ranging from CNN and the Associ-
ated Press to Buzzfeed and The Atlantic, with the stated goal of “bring[ing]
together small cohorts of news and media leaders to tackle the problem of
misinformation-at-scale and media manipulation within the industry.” Also in
2021, the BBC hosted a conference entitled “Trust in News: The View from
the Frontline Fighting Disinformation,” featuring speakers from Reuters, the
Canadian Broadcasting Corporation (CBC), and Facebook. While conferences
that bring together journalists to talk about an emerging issue can be both help-
ful and informative, it is worth noting the unusual amount of attention paid
to misinformation in particular, especially compared to other novel issues that
have emerged over the last decade.
Why is misinformation of such intense concern to journalists, especially

given social science research suggesting that absolute levels of public expo-
sure to “fake news” are relatively low (Allen et al. 2020; Guess, Nyhan and
Reifler 2020)? There are several potential explanations. First, misinformation
runs counter to one of the core normative commitments of journalism: to ensure
a functioning democracy by creating an informed public. To the extent that
misinformation has the ability to change behavior or attitudes (including vote
choice), it has the potential to threaten democracy. As Richard Hasen put it
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Misinformation Shapes Perceptions and Trust 3

in The New York Times, “False information about Covid-19 vaccines meant to
undermine confidence in government or the Biden presidency has had deadly
consequences” (Hasen 2022). While these concerns are real, they may also be
heightened by journalists’ own self-identity and perception of their roles. Ana-
lyzing at how journalists covered misinformation during November of 2016,
Carlson (2020) characterizes their response as an “informational moral panic”
inwhich they “cast fake news as polluting the information environment, sowing
confusion, and undermining legitimate news.”
Of course, the “fake news” headlines circulating on social media (e.g. “Pope

Endorses Donald Trump”) are just one type ofmisinformation. Another critical,
and arguably more influential, source of false claims is political elites. During
the 2020 election, former President Donald Trump’s false claims about election
fraud hadmeasurable impacts on public trust in elections (Berlinski et al. 2023).
When deciding how to cover claims like these, journalists are facedwith several
difficult choices. First, there is the choice of whether to cover these false claims
at all. On the one hand, reporting on elite statements is part of their mission. On
the other hand, repeating false claims – even if only to correct them – has the
potential consequence of ensuring that they reach a broader audience than they
would otherwise (Tsfati et al. 2020). McClure Haughey et al. (2020) note this
tension in interviews with journalists on the “misinformation beat,” describing
their struggle to “[weigh] the risk of amplifying a marginal and problematic
narrative into the mainstream against the danger of ignoring it.”
Then, even if they do decide to repeat the false claims, they face the choice

of how to cover them: by correcting them directly (i.e. using their authority
to explicitly state that the claim is false, sometimes referred to as “journalis-
tic arbitration”) or by offering a competing perspective (i.e. quoting a different
politician making a competing claim; sometimes referred to as the “he-said,
she-said” approach). Each of these approaches comes with both costs and
benefits. While journalistic arbitration can be more effective at reducing belief
in misinformation (Thorson 2018), it also has the potential to threaten a news
source’s credibility if a reader sees this arbitration as evidence of political bias
(Shin 2023).
Journalists’ concerns over misinformation are thus multifaceted. First, they

worry that exposure to misinformation may threaten democratic functioning
by creating a misinformed public. Second, they perceive that the act of correct-
ing misinformation may also erode trust: because elites are a major source of
false claims, journalists are faced with the thorny problem of how to accurately
cover these false claims while also avoiding accusations of bias. Finally, the
use of “fake news” as a rhetorical strategy deliberately wielded to undermine
journalistic authority poses a more existential threat. Given this constellation
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4 Politics and Communication

of ethical and practical worries that directly affect their livelihood and identity,
it is perhaps unsurprising that journalists are uniquely attentive to the problems
of misinformation – and that this attention may influence both the volume and
nature of their coverage.
In addition, as technological changes facilitate new entrants to the media

marketplace (including both social media and niche partisan outlets), journal-
ists are faced with increasing pressure to capture audience attention (Munger
2020; Nelson 2021). If coverage of “fake news” is particularly compelling to
potential readers (asmeasured in clicks, views, or engagement), then journalists
may feel pressured to cover the topic even in spite of ethical qualms.

1.2 Public Perceptions of Misinformation and “Fake News”
This Element takes on two related questions: How do the media cover mis-
information, and what effects does this coverage have on the public’s beliefs
and attitudes? While the previous section lays out some of the factors that may
shape journalists’ conceptions of “fake news” and misinformation, this section
discusses how the public views these phenomena.
Just as media attention to misinformation has grown over the last decade,

so has the issue’s perceived importance among the public. And indeed, many
people are both deeply concerned about misinformation and convinced that it
is omnipresent. Americans estimate that about 39% of the news in TV, newspa-
per, and radio is misinformation, along with 65% of the news on social media
(Gallup 2018). Two-thirds say that made-up news has caused “a great deal of
confusion” about the basic facts of current events (Barthel, Mitchell and Hol-
comb 2016). In a cross-national survey, 64% of Americans reported that they
were very or extremely concerned about “what is real and what is fake on the
internet when it comes to news,” substantially more than the average (54%)
across the twenty-five countries surveyed (Newman 2018). Among the 64% of
Americans who think that social media has a “mostly negative” effect on the
way things are going in the United States today, a plurality cite misinformation
and made-up news as the primary reason (Auxier 2020).
The tandem rise of media attention to and public concern over misinforma-

tion is consistent with a long literature showing the agenda-setting power of
media: from issues ranging from the environment to crime, the more the media
covers an issue, the more people see it as important (McCombs and Shaw 1972;
McCombs 2005). However, the association alone is not sufficient to show that
media coverage of the topic has influenced public opinion. A plausible alter-
nate explanation is that direct exposure to misinformation has led people to see
it as a problem. If people are regularly encountering misinformation in their
day-to-day life, they may come to see it as a major threat.
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Misinformation Shapes Perceptions and Trust 5

At the same time that concern about misinformation has risen, trust in
media – and political trust more broadly – has declined. Since 1972, Gallup
has asked, “In general, how much trust and confidence do you have in the mass
media – such as newspapers, TV and radio – when it comes to reporting the
news fully, accurately and fairly?” In the 1970s, around 70% of people reported
that they trusted the mass media a great deal or a fair amount. By 2022, this
number had fallen to just 22%, with the decline largely concentrated among
Republicans (Brenan 2022).
The fact that as self-reported exposure to misinformation has increased, trust

in media has decreased is not in and of itself evidence of a causal relation-
ship between the two. However, many scholars have raised concerns that either
direct or indirect exposure to misinformation might have effects beyond sim-
ply belief in false claims. A 2018 assessment of the dangers of misinformation
published in Science warns that “[b]eyond electoral impacts, what we know
about the effects of media more generally suggests many potential pathways
of influence, from increasing cynicism and apathy to encouraging extremism”
(Lazer et al. 2018). Tsfati et al. (2020) emphasize that “many people may hear
about fake news stories through mainstream news media,” and point to the
need for experimental research examining the effects of this coverage not only
on belief, but also on related attitudes such as media trust.
In addition, there are several reasons to believe that Democrats and Republi-

cans may respond differently to news coverage of misinformation. Substantial
research shows that there is a large partisan asymmetry in misinformation in the
information ecosystem. Statements made by Republican politicians are more
likely than their Democratic counterparts to be found “false” by fact-checkers
(Ferracioli, Kniess and Marques 2022), Republicans are more likely than
Democrats to visit “fake news” websites (Guess, Nyhan and Reifler 2020), and
conservatives see more misinformation on Facebook than liberals (González-
Bailón et al. 2023). In addition, starting in 2016, then-candidate Donald Trump
began using the term “fake news” as a catch-all critique of any news cover-
age with which he disagreed, and this rhetoric may differentially shape how
Republicans respond to either misinformation or coverage of the phenomenon
(Van Duyn and Collier 2018; Farhall et al. 2019). Given these concerns, as
well as the discrepancy in media trust between Democrats and Republicans,
throughout this Element I explore partisan differences in responses to news
coverage of misinformation.

1.3 Overview of Studies
This Element explores the nature and effects of media coverage of misin-
formation using a multi-method approach. First, a content analysis analyzes
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6 Politics and Communication

more than 800 articles about the misinformation phenomenon published in four
major media outlets. These articles all explicitly explore the issue of misin-
formation, with headlines like “How Do We Get to Herd Immunity for Fake
News?” and “YouTube Bans All Anti-Vaccine Misinformation.” The content
analysis shows not only that news headlines focused on the misinformation
phenomenon have increased over the past eight years, but also that in these
articles, journalists overwhelmingly characterize misinformation as a problem
endemic to social media (e.g. Facebook and Twitter).
Next, I draw on existing theory to formulate hypotheses about how expo-

sure to misinformation coverage might impact beliefs about the prevalence of
misinformation as well as media and political trust. I also present the results
of a pretest examining potential partisan differences in perceptions of this
coverage. In the pretest, participants are asked to evaluate whether twenty head-
lines (including eight about misinformation, all based on real headlines) are
biased against Democrats, Republicans, or neither. The pretest yields twomajor
findings: neither Republicans nor Democrats perceive news coverage of misin-
formation as having more partisan bias than political coverage more generally,
and the term “fake news” does not elicit more perceptions of partisan bias than
the term “misinformation.”
Both the pretest and the content analysis directly inform two survey exper-

iments. In the first, participants are randomly assigned to view a series of
headlines about either misinformation, or elections, or to a pure control condi-
tion. I find that exposure to the headlines about misinformation (e.g. “Google
Announces Plan to Combat Spread of Fake News”) has no effect on politi-
cal trust, but increases trust in media. The second experiment replicates and
extends that finding, showing that making news coverage of misinformation
more salient increases trust in print media, and decreases trust in social media.
Finally, a third exploratory study offers an explanation for this counterintuitive
effect onmedia trust: exposure to news about misinformation increases the sali-
ence of professional journalistic norms such as relying on credible sources and
validating facts, and reduces concerns about biased coverage.

2 Media Attention to the Misinformation Phenomenon
While substantial research has tracked the rise of journalistic fact-checking ini-
tiatives designed to debunk specific falsehoods (Graves 2016; Graves, Nyhan
and Reifler 2016; Amazeen 2020), we have fewer systematic investigations
of how the media have covered the larger phenomenon of misinformation and
“fake news.” This section briefly summarizes some of the existingwork looking
at journalistic responses to misinformation.
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Misinformation Shapes Perceptions and Trust 7

Carlson (2020) examines how the media coverage of “fake news” in Novem-
ber of 2016, the month following Donald Trump’s victory, exemplifies an
“informational moral panic.” Using qualitative textual analysis, he draws out
four major themes. The first focused on producers of misinformation, in which
journalists drew explicit contrasts between their own motivations (to inform
the public) and those of misinformation producers (to make money). The sec-
ond theme showcases the role of social media platforms in facilitating the
spread of “fake news” and enabling a “free-for-all” information environment
that makes it impossible for consumers to tell fact from fiction. The third theme
also critiques the internet, this time for the extent to which its click-driven
profit model allows platforms to financially benefit from the spread of misin-
formation. Finally, the fourth theme excoriates gullible social media users for
believing and sharing unverified information. Socialmedia plays an outsize role
in three out of four of these themes, both as a conduit for misinformation and
as an existential crisis for traditional media. As Carlson explains, “the threat
accorded to [“fake news”] by journalists reflects a fear that digital media chan-
nels only pollute the media environment, with an irresistible psychological and
emotional draw that runs counter to standard objective news.”
Drawing on a sample of articles about “fake news” published in Denmark

during 2019, Farkas (2023) reaches a similar conclusion. Journalists, he argues,
frame misinformation as evidence of the critical importance of the news media:
“In the face of rapid technological change and financial hardship, fake news
affirms the need to preserve the authority of established journalism as a societal
knowledge gatekeeper.” A more recent analysis of US coverage of deepfakes
again finds a similar theme: while focusing on the “worst-case” scenario of
deepfakes (a massively misinformed public), journalists also reify their own
status as a bulwark against these threats (Wahl-Jorgensen and Carlson 2021),
even in the face of increasing evidence that deepfakes may not be uniquely
persuasive (Barari, Lucas and Munger 2021). Finally, Egelhofer et al. (2020)
track journalists’ use of the term “fake news” over a three-year period in eight
major Austrian newspapers, including references to “fake news” as a type of
misinformation (57% of articles), as a label to attack the news media (22% of
articles), and as a synonym for anything false (43% of articles). The plurality
of articles that mentioned who was responsible for counteracting “fake news”
named social media (26%).
Despite employing quite different methodologies and different samples,

these studies suggest a common theme in the media’s treatment of the mis-
information phenomenon. First, even though “fake news” circulates through
a range of channels, including email chains, interpersonal conversation, text
chats (e.g.WhatsApp) andmainstreammedia (including cable news), themedia
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8 Politics and Communication

consistently portray social media as the primary bogeyman in their discussions
of “fake news.” And second, the mainstream media often explicitly contrasts
the information free-for-all of social media with their own more systematic
approach to fact-checking and verification.

2.1 Content Analysis Design and Procedure
This section presents the results of a content analysis designed to identify both
themes in media coverage of misinformation and changes in the volume of
coverage over time. The content analysis was conducted in two waves. The
first wave, collected in 2019, examined media coverage from 2015 to 2018.
These results informed the design of the experimental treatments. In 2023, the
content analysis was updated to include data from 2019 to 2022, providing
a comprehensive overview of media coverage that spans two presidencies and
the COVID-19 pandemic. This date range was selected because it encompasses
the rise of the “misinformation” phenomenon. TheWashington Post aptly illus-
trates this dramatic shift in focus. In the thirty-five years prior to 2015, the
words “misinformation” or “fake news” appeared in only 21 total Washington
Post headlines – about one article every eighteen months. In the eight years
that followed, these terms appeared in 200 headlines: about one every two
weeks.
To systematically analyze media coverage of the misinformation phenom-

enon, I use the NexisUni and ProQuest databases to generate a list of all
news articles whose headlines used the terms “misinformation” or “fake news”
published in The New York Times, Washington Post, the USA Today, and the
Associated Press between January 1, 2015, and January 1, 2019 (Phase 1) and
between January 2, 2019, andDecember 31, 2023 (Phase 2). The first three pub-
lications have the highest circulations in the United States, and the AP provides
content for local news outlets across the country.
I distinguish between these two phases of data collection and coding because

the first set of articles was coded by two research assistants in 2020, and the
results directly informed the design of the experiments in the following chap-
ters. The second set of articles was coded by a different set of research assistants
in 2023, with the goal of bringing the content analysis up to date and inte-
grating coverage of the COVID pandemic. More information about inter-coder
reliability for both phases is available in Section 2.1.4.
Selecting news articles that use the phrase in the headline (rather than only

in the body of the text) ensures that the articles are about the larger phe-
nomenon of misinformation, and avoids articles in which misinformation is
mentioned only in passing and/or as a synonym for any kind of false
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Misinformation Shapes Perceptions and Trust 9

belief.1 While this sampling strategy avoids false positives, it also ignores
articles about misinformation that do not explicitly mention the issue in the
headline. For example, while a 2018 USA Today article headlined “Clock
Ticking for Facebook to Halt ElectionMeddling” discusses Facebook’s respon-
sibility to stop the spread of “fake news” (Guynn 2018), this article is not
included in the articles coded because it does not include either of the key
phrases in its headline. In sum, while limiting the analysis to articles that are
explicitly about misinformation and “fake news” limits the universe of articles
to a more manageable size and makes it possible to observe patterns in how the
media frame this emerging issue, this approach is limited in its ability to paint
a complete picture of how these outlets discuss the topic.
Despite these limitations, it is also worth noting that headlines play an

increasingly important role in news consumption. The “endless feed” of scroll-
able posts and headlines enabled by platforms like Facebook and X (formerly
known as Twitter) makes it possible for users to consume news in “headline-
only” format far more easily than before the advent of these platforms (Searles
and Feezell 2023). Indeed, in 2018, 69% of Americans reported that they
“scanned the headlines of a lot of stories” at least once a day (NORC 2018).
I focus on the specific terms “fake news” and “misinformation” because

they are heavily used in public discourse about the topic. For example, Pew
and Gallup’s survey questions on the issue employ the term “misinformation.”
A robustness check shows that “misinformation” and “fake news” are indeed
substantially more common than other terms: even when the headline search is
expanded to include “post-truth,” “alternative facts,” and “false news,” head-
lines employing “fake news” and misinformation make up 92% of the total
articles in the sample. Of course, “misinformation” is itself a contested con-
cept, and an active scholarly conversation has arisen around defining the term,
along with similar concepts like conspiracy theories, rumors, disinformation,
and “fake news” (Jerit and Zhao 2020; Vraga and Bode 2020). A key point
of contention in this debate is the role of intentionality; in particular to what
extent these different terms imply and/or require a deliberate attempt to deceive
(Tandoc, Lim and Ling 2018). Because this study attempts to understand the
patterns and effects of media coverage of the topic, I do not propose a rigid defi-
nition of “misinformation” or “fake news” but rather seek to analyze the range
of (often contradictory) ways this fluid concept is discussed in mainstream

1 For example, a 2018 AP article described how a Spirit Airlines flight attendant, “misinformed”
about airline policy, told a passenger to flush her emotional support hamster down the toilet
(The Associated Press 2018).
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10 Politics and Communication

media.However, as the content analysis demonstrates, this idea of responsi-
bility emerges in journalistic discourse as well, albeit slightly differently than
in academic work.
The next section discusses the three types of content the news coverage was

coded for: attribution of responsibility, the use of “fake news” as a rhetorical
strategy, and (starting in 2020) references to COVID-related misinformation.

2.1.1 Attributing Responsibility for Misinformation
to Social Media

The media play a critical role in shaping public beliefs about who is respon-
sible for social problems (Iyengar 1994). Attributions of responsibility matter
for democratic functioning, shaping both voting behavior (Marsh and Tilley
2010) and policy preferences (McGlynn and McGlone 2019). In the case of
misinformation, social media is an easy scapegoat.
The tendency to hold social media primarily responsible for the misinforma-

tion epidemic is omnipresent in public discourse, including elite rhetoric. In the
fall of 2018, Congress held a series of hearings specifically aimed at addressing
the issue of fake news on social media, and called the CEOs of Facebook and
Twitter to testify. A dislike of misinformation – and a tendency to blame social
media for it – is one of few issues that both Democrats and Republicans can
agree on. In 2022, Democrat Amy Klobuchar and Republican Cynthia Lum-
mis introduced bipartisan legislation aimed at reducing misinformation-related
harms of social media: “For too long, tech companies have said ‘Trust us, we’ve
got this.’ But social media platforms have repeatedly put profits over peo-
ple, with algorithms pushing dangerous content that hooks users and spreads
misinformation” (Kelly 2022).
The public is also suspicious of social media’s role in the misinformation

epidemic, with 89% of Americans saying that social media is mostly or partly
responsible for the spread of “fake news” (Murray 2018). In a 2022 study,
Lima, Han and Cha (2022) use both open-ended and closed-ended questions
to investigate who the public holds responsible for creating, disseminating,
and failing to prevent misinformation. The majority (63%) of respondents held
social media primarily responsible for failing to prevent the spread of misinfor-
mation, and 39% held them primarily responsible for disseminating it. Fewer
(21.2%) believed that they were responsible for creatingmisinformation. These
patterns did not differ between liberals and conservatives.
To investigate the extent to which media coverage blames social media for

the misinformation epidemic, the content of each article was coded for whether
it mentioned misinformation and/or “fake news” as a problem either caused by
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Misinformation Shapes Perceptions and Trust 11

or endemic to social media. This category includes both mentions of specific
platforms (e.g. Twitter or Facebook) as well as more general mentions of
social media. However, it does not include mentions of “the internet” more
broadly.

2.1.2 “Fake News” as Rhetorical Strategy

Soon after winning the 2016 presidential election, Donald Trump first used
the term “fake news” to criticize news coverage that he personally disagreed
with (Kurtzleben 2017; Ross and Rivers 2018; Funke 2018b). “Fake news”
soon became a regular part of Trump’s rhetoric (Lischka 2019; Meeks 2020):
in the first six months of 2017, the Trump Twitter Archive shows that his tweets
employed the term “fake news” about once every three days. The list of tar-
gets Trump has labeled as “fake news” includes specific outlets like CNN, The
Washington Post, and The New York Times, as well as broader claims like neg-
ative job reports, allegations about collusion with Russia, and leaks from the
White House (Britzky 2017). Trump’s use of the term was in turn adopted by
others, including both political elites and members of the public.
This use of “fake news” differs substantially from how many researchers

use the term (for example, Allcott and Gentzkow (2017) define “fake news”
as “news articles that are intentionally and verifiably false, and could mislead
readers”). Egelhofer and Lecheler (2019) explicitly distinguish between the
academic use of the term, which they call “the fake news genre (i.e. the delib-
erate creation of pseudojournalistic disinformation)” and the use of the term
as a critique, which they refer to as “the fake news label (i.e. the instrumen-
talization of the term to delegitimize news media).” Understanding the extent
to which this rhetoric is amplified via news coverage is especially important
given that most Americans do not use Twitter, and most of those who do use
the platform do not follow Donald Trump (Bacon Jr and Mehta 2018). There-
fore, mainstream media coverage of the “fake news label” may be a primary
channel through which many Americans are exposed to “fake news” as a rhe-
torical delegitimization strategy (Zhang et al. 2018; Farhall et al. 2019; Wells
et al. 2020).
The content of each article was coded for whether it included any use of “fake

news” as a delegitimization strategy. This included direct reporting on Trump’s
use of the term, its use by others (including Trump’s supporters or other polit-
ical actors), as well as attempts to analyze and/or refute the “fake news” label
(Lischka 2019). For example, a 2017 New York Times article discussed how
Russia’s foreign ministry had begun characterizing news articles it disagreed
with as “fake news” (MacFarquhar 2017).
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12 Politics and Communication

2.1.3 COVID-related Misinformation

The COVID-19 pandemic began in January of 2020, immediately spurring
concerns about – and research into – the spread of misinformation, including
untested treatments, conspiracy theories, and false claims about the eventual
COVID vaccine (Ball and Maxmen 2020; Porter, Velez and Wood 2023).
Understanding the extent to which COVID misinformation was covered in
mainstream news is important for several reasons. First, it provides an illumi-
nating case study of how themedia covers an emerging issue through the lens of
misinformation. Second, it speaks to concerns that in its enthusiasm to debunk
false claims, mainstreammedia might inadvertently amplify fringe false claims
that originated on social media and initially had quite small audiences (Wardle
2018).
The content of each article published after January 2020 was coded for

whether it included any mention of misinformation related to COVID-19.
This included general mentions of COVID-related misinformation, as well as
specific examples (e.g. false claims about the vaccine).

2.1.4 Coding Procedure and Validity

The initial NexisUni/ProQuest search generated 1,155 articles across the four
outlets during the eight-year time period. All duplicate articles (e.g. versions
published both online and in print that thus appeared multiple times in the data-
base) were removed, along with letters to the editor, leaving a final sample
of 859 articles. Each of the 859 articles was read and coded by two separate
coders, both research assistants. Both used the same codebook (available in the
Appendix), with the COVID section added for the second phase. The codebook
provided an explicit definition, along with examples, of each category. Coders
first coded a batch of 20 articles, then met to discuss any discrepancies before
coding the remainder independently. Because the articles were collected four
years apart (Phase 1 in 2019 and Phase 2 in 2023), different teams of coders
read each of the two sets.
Table 1 shows the intercoder reliability for each of the three major themes:

social media as responsible, the use of “fake news” as a rhetorical delegitimi-
zation strategy, and COVID-related misinformation.
Overall, reliability was quite high across all three categories for both the 347

articles published in 2015 through 2018 and for the 512 articles published in
2019 through 2023. While reliability was lowest (0.71) for use of “fake news”
rhetoric in the second phase, all values were above the generally acceptable
threshold of 0.60 (Landis and Koch 1977).
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Misinformation Shapes Perceptions and Trust 13

Table 1 Intercoder reliability.

Social media “Fake news” rhetoric COVID misinfo

Agreement Kappa Agreement Kappa Agreement Kappa

Phase 1
(2015–
2018) 92% 0.80 96% 0.88 N/A N/A
Phase 2
(2019–
2022) 92% 0.79 98% 0.71 92% 0.83

Figure 1 Use of “misinformation” and “fake news” in headlines by year.

2.2 Content Analysis Results
2.2.1 Changes in Coverage over Time

Together, the four news outlets published a total of 859 articles with “fake
news” and/or “misinformation” in their headlines between 2015 and 2022. Over
the time period as a whole, the two terms were used at similar rates, with 48%
of the headlines using “fake news,” 50% using “misinformation,” and 2% using
both. However, as Figure 1 demonstrates, these averages mask a great deal of
over-time variation – specifically, a steep post-2017 decline in the use of “fake
news” and a commensurate increase in “misinformation.” In the first phase
of the content analysis (2016–2018), 91% of headlines used the term “fake
news.” In the second phase of the content analysis (2019–2022), this pattern
was reversed: 80% of headlines referenced “misinformation.” This pattern was
consistent across all four news outlets.
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14 Politics and Communication

There are several potential reasons for this shift in terminology. As Don-
ald Trump began to use the term more frequently, some journalists expressed
increasing reluctance to employ it. In 2017, the nonprofit media institute Poyn-
ter published an article (directed at media practitioners) titled “ShouldWe Stop
Saying ‘Fake News’?” The article laid out several arguments for why journal-
ists should stop using the term, including concerns that the term had become
“too weaponized to be useful” and its “definitional ambiguity” (Funke 2017).
Similarly, in 2018, Newsweek published an opinion piece taking an even firmer
stance, declaring “the term undermines the intellectual values of democracy—
and there is a real possibility that it means nothing. We would be better off if
we stopped using it” (Habgood-Coote 2018). While not everyone in the media
community agreed with this recommendation (Meyer 2018), the results of the
content analysis suggest that many journalists may have taken these warnings
seriously.
A second reason that “misinformation” may have replaced “fake news” as

the term of choice is increased concern over types ofmisinformation that are not
masquerading as news articles. While much of the public discourse following
the 2016 election focused on misinformation that was disguised as traditional
news (Allcott and Gentzkow 2017), in the years that followed misinformation
increasingly took other forms. For example, a 2020 AP article about COVID
misinformation described false claims that do not fit neatly into the “fake news”
paradigm: “Twitter users are also pushingYouTube video links that describe the
coronavirus as a hoax…Facebook groups are peppered with posts that predict
the government will force people to get coronavirus vaccinations and videos
that say health officials are intentionally inflating coronavirus death numbers”
(Seitz 2020).

2.2.2 Changes in Volume and Themes

Figure 2 shows the main results of the content analysis, illustrating both the
trends in volume and theme of media coverage of misinformation. The patterns
suggest that the surge in media attention to the misinformation phenomenon
was in large part a reaction to the 2016 election. Of the 79 articles on the topic
published in 2016, all but three came out after Trump’s victory, and 2017 saw
a total of 143 headlines about misinformation and/or “fake news.” Coverage
wanes slightly, with just 73 articles in 2019, and then increases dramatically in
2020 in the face of both COVID and a presidential election.
Of course, the sampling strategy under-represents the total volume of cov-

erage, because it by design focuses on articles explicitly about the topic of
misinformation. Many more articles mention the issue in passing. For example,
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Misinformation Shapes Perceptions and Trust 15

Table 2 Headline mentions of issues, 2015–2023.

Headline mention Number of articles

Immigration 3648
Unemployment 2617
Misinformation or fake news 1155
Poverty 758
Inequality 528
National/federal debt/deficit 86

Figure 2 News coverage of misinformation and “fake news” by year.

in 2021, The New York Times ran 65 articles with “misinformation” in the
headline, but 1,611 articles that included the word elsewhere in the article.
Because these raw numbers can be difficult to interpret, it is helpful to bench-

mark this volume of coverage to other relevant topics in the news. Table 2
shows the total number of headlines across the four outlets with each keyword
in the title.2 Misinformation and/or “fake news” are mentioned in headlines
more frequently than the national/federal debt/deficit, poverty, or inequality,
and less than half as often as immigration or unemployment. While these are
noisy estimates, they provide a sense of the scope of coverage as compared to
other issues of interest to the public.

2 Issues were chosen based on common responses to the Gallup “most important problem” sur-
vey question. To facilitate comparability across categories, each of these categories is a simple
raw count, without removing duplicates, letters to the editor, or irrelevant uses of the term.
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Across the eight years, more than two-thirds (69%) of articles assigned blame
to social media for the spread of misinformation and “fake news.” Coverage
in the Associated Press was least likely to blame social media (58%), while
that in The New York Times was most likely to do so (75%). In many of the
articles that blamed social media, the platforms were implicated in the head-
line itself. For example, a 2018 Associated Press headline read “Social Media
and Misinformation: It’s a Game of Whack-a-Mole,” while a 2020 New York
Times headline warned, “Misinformation Surge on Coronavirus Stumps Face-
book and Twitter.” In total, about one out of every seven articles during this
time period implicated social media in the headline itself, making it possible
even for casual news consumers to receive a clear signal about who was to
blame for the problem.
While excoriations of social media were common, references to or uses of the

term “fake news” as rhetorical delegitimization were far less frequent. Among
the 778 articles published after Trump began using the phrase “fake news” in
December 2017, just 9% (68) referenced him (or others) using the term in this
way. A 2017 USA Today article headlined “Trump is Confident, Combative
with Media; President-elect Blisters ‘Fake News’ Coverage” repeats a number
of Trump’s tweets using the phrase. Coverage in the Associated Press was least
likely to reference the “fake news” delegitimization strategy (6%), while that
in The Washington Post was most likely to do so (15%).
After the COVID pandemic began in early 2020, it quickly became a

mainstay of misinformation coverage. In 2020 through 2022, fully 50% of
misinformation stories mentioned specific pieces of COVID-related misin-
formation, including false claims about vaccines, masking, and unproven
treatments. Stories that mentioned COVID-related misinformation were sub-
stantially more likely to also assign responsibility to social media than those
that did not. Among the 2020–2022 articles that discussed COVID misinfor-
mation, 82% blamed social media, compared to 72% of stories without COVID
mentions.
The content analysis offers empirical evidence that coverage of misinforma-

tion and “fake news” has indeed increased over the past four years, and that
the majority of news coverage characterizes the issue as a problem endemic to
social media in particular. These results echo journalists’ larger concerns about
social media: 67% of surveyed journalists think that social media has a negative
impact on journalism (Gottfried et al. 2022). In addition, “fake news” as a rhe-
torical strategy comprised a minority of coverage, especially after 2018. Both
these patterns are important for theorizing about how media attention to misin-
formation might shape public opinion, as well as for designing an experiment
that accurately reflects media coverage of misinformation.
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Finally, it is important to note that althoughmany of these news stories imply
that misinformation is more consequential than ever before, research support-
ing this assumption is limited. Jamieson (2020) shows how Russian trolls and
hackers strategically spread misinformation in an attempt to influence the 2016
election, but little empirical evidence suggests that these attempts had large
effects on voters’ attitudes and/or behavior. Survey data paired with web traffic
from the 2016 election suggests that most Americans did not see any “fake
news”websites, and thosewho did visited only a few (Guess, Nyhan andReifler
2020). Similarly, an analysis of Twitter data suggests that the vast majority of
“fake news” exposures was concentrated among 1% of users (Grinberg et al.
2019). When people do visit “fake news” sites, they are overwhelmingly like-
minded ones that likely reinforce rather than change attitudes (Guess, Nyhan
and Reifler 2020), and experimental participants randomly assigned to read
“fake news” stories show little change in opinion (Guess et al. 2020). Thus,
while evidence suggests that both the absolute reach and persuasive power
of “fake news” on social media is (as of yet) relatively small (Allcott and
Gentzkow 2017; Guess, Nyhan and Reifler 2018; Nyhan 2020), journalism
about fake news – and in particular, about the role of social media in spreading
misinformation – has seen substantial growth.

3 Potential Effects of News Coverage of Misinformation
While a large literature has examined the effects of direct exposure to mis-
information and “fake news” (Nyhan 2010; Pasek, Sood and Krosnick 2015;
Thorson 2016; Berinsky 2017; Wood and Porter 2019), fewer studies have
examined how the ways the mass media has covered the issue might also shape
public opinion (though see Tsfati et al. (2020)). This section outlines specific
hypotheses about how media coverage of misinformation might affect beliefs
and attitudes.

3.1 Effects on Estimates of the Prevalence of Misinformation
First, exposure to heavy coverage of the “fake news” phenomenon likely
affects peoples’ estimates of how much misinformation is present in the media
environment. Just as watching news stories about crime increases viewers’ esti-
mates of both the overall crime rate and their own risk of becoming a victim of
violent crime (Lowry, Nio and Leitner 2003; Romer, Jamieson and Aday 2003),
seeing news about misinformation may increase peoples’ estimates of how fre-
quently they or others are exposed to misinformation. This effect is driven in
part by the “availability heuristic”: people’s estimates of the size of a particular
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category (e.g. crimes in their area or misinformation in the media) is affected by
how easily they can bring examples to mind (Riddle 2010; Kahneman 2011).
Thus, H1 predicts that exposure to news coverage of misinformation increases
estimates of exposure to misinformation.
Of course, most Americans already believemisinformation is quite common:

in 2018, they estimated that about 39% of the news on “television, newspa-
pers, and on the radio” was misinformation, along with 65% of news on social
media (Gallup 2018). Given these differences between media types, RQ1 asks
whether exposure to news about misinformation shapes estimates of misinfor-
mation differently for television, print news, and social media. For example,
does reading about the “fake news” phenomenon increase estimates of misin-
formation on social media more than it does estimates of misinformation on
television?

3.2 Effects on Trust in Media
The decline in media trust over the past few decades, especially among Repub-
licans, has been an increasing matter of concern for pundits and academics
alike (Ladd and Podkul 2018; Stephens 2023). Evidence suggests that direct
exposure to misinformation leads to less trust in media: among participants
who installed a browser extension tracking their web visits over a three-month
period, those who saw more “fake news” also showed a larger decrease in
media trust (Ognyanova et al. 2020). Survey data also suggests that those who
self-report having heard about more “fake news” stories become less trusting
in media over time (Lee, Gil de Zúñiga and Munger 2023). In addition, par-
ticipants randomly assigned to learn about a conspiracy theory became more
skeptical of the information environment (Invernizzi and Mohamed 2023).
To what extent might we expect a similar effect for news coverage about

misinformation? This section discusses two different channels through which
news coverage of misinformation could accelerate this decline in media trust.
First, it might serve to bring attention to (even if inadvertently) Donald Trump’s
rhetorical strategy of discrediting mainstream media by calling it “fake news.”
Second, highlighting the surfeit of misinformation might decrease citizens’
trust in the information environment more broadly.
Concerns over the public’s decline in media trust were amplified when, in

2016, Trump adopted the term “fake news” as a one-size-fits-all critique of
any information he disagreed with. Indeed, in 2016, then-presidential candi-
date Donald Trump explicitly stated that he deliberately attempted to discredit
journalists “so that when you write negative stories about me, no one will
believe you” (CBSNews 2018). While the content analysis shows that Trump’s
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explicit attacks comprised a minority of “fake news” and misinformation cov-
erage, these attacks may still have an indirect effect on media trust by creating
an implicit association between misinformation and mainstream journalism.
Indeed, Van Duyn and Collier (2018) find that experimental participants ran-
domly assigned to view tweets from elites using the term “fake news” had lower
levels of media trust, although the effect was small and inconsistent across
studies.
News coverage of misinformation may also decrease trust through a differ-

ent mechanism: the belief that misinformation is omnipresent may increase
overall skepticism, which may in turn impact evaluations even of trustwor-
thy content. This effect is consistent with other interventions that attempt to
raise awareness about misleading content. For example, viewing a warning
that some stories may “use misleading tactics to try and convince the public
they are true” reduces belief not only in false news stories but also in true ones
(Clayton et al. 2019), learning that a video is a “deepfake” decreases trust in
social media (Vaccari and Chadwick 2020), and reading a warning about mis-
information decreases the perceived credibility of accurate headlines (van der
Meer, Hameleers and Ohme 2023).
Given the consistent negative effect of both direct exposure to misinforma-

tion and exposure to fact-checks and warnings on media trust, H2 predicts that
exposure to news coverage of misinformation will decrease media trust. How-
ever, this effect is by no means inevitable. The results of the content analysis
in this Element, as well as several previous examinations of media coverage of
“fake news” (Carlson 2020; Egelhofer et al. 2020; Farkas 2023), suggest that
journalists actively (and perhaps strategically) blame social media for misinfor-
mation partly to reify their own positions as informational gatekeepers. If their
effort is successful, then exposure to misinformation coverage may actually
increase trust in mainstream media.

3.3 Effects on Political Trust
By bringing attention to the problem of misinformation, news coverage may
also decrease political trust more generally (Lazer et al. 2018). Survey research
suggests that about a third of Americans explicitly hold politicians primarily
responsible for the creation of misinformation (Lima, Han and Cha 2022), and
so reading stories about the misinformation phenomenon may intensify their
political cynicism and/or distrust of the political system. Exposure to fact-
checking has a similar effect in terms of decreasing trust Pingree, Hill and
McLeod (2013, p. 209) found that exposure to fact-checking increased politi-
cal cynicism because it “highlights inaccurate or misleading claims by elites.”
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More recently, during the 2018 midterm elections, people who perceived them-
selves as being exposed to misinformation showed increased levels of political
cynicism (Jones-Jang, Kim and Kenski 2021).
Testing the causal impact of misinformation coverage on political trust is

important because these observed associations could also plausibly be driven
by direct exposure to misinformation that critiques existing institutions (Ben-
nett and Livingston 2018). H3 thus predicts that exposure to news coverage of
misinformation decreases political trust.

3.4 Pretest: Identifying Headlines and Investigating
Partisan Differences

In December 2018 (prior to Study 1), a pretest was conducted to address the
possibility that Republicans and Democrats react differently to headlines about
misinformation and/or those that use the term “fake news.” Two factors make
investigating these questions important. First, the term “fake news” may not
be interchangeable with “misinformation” because it has been used strategi-
cally by President Trump as a critique of the mainstream news industry (Funke
2018b; Ott 2017). Second, at least in the 2016 election, misinformation itself
was not distributed evenly along partisan lines: there was more fabricated con-
tent favoring conservative points of view (Guess, Nyhan and Reifler 2018). If
media coverage of misinformation has been similarly asymmetrical, Republi-
cansmight react differently thanDemocrats to news about the topic. The pretest
was thus designed to investigate, using both closed and open-ended responses,
potential partisan differences in perceptions of (1) articles about misinforma-
tion and (2) the term “fake news” versus “misinformation.” In addition, the
design makes it possible to identify specific news headlines that are evaluated
similarly by both Democrats and Republicans, and could be used as treatments
in the experiment.
The pretest included 414 participants (52% Democratic and 48% Repub-

lican, identified via branching partisanship questions) recruited via Survey
Sampling International (SSI). All participants indicated whether each of a set of
twenty headlines (all taken from real news articles) favored Democrats, favored
Republicans, or favored neither. The headlines, presented in random order,
included eight about made-up news (e.g., “Facebook Will Now Fact-Check
Photos, Videos as It Fights Misinformation”) and twelve about elections more
generally (e.g. “Campaigns Are Texting Voters Out of the Blue”). For half the
respondents, the headlines about made-up news used the term “misinforma-
tion.” The other half saw the same headlines but with the phrase “fake news”
substituted. At the end of the survey, respondents answered a thought-listing
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question about one of the misinformation/fake news headlines they had seen
earlier. Specifically, they were shown the headline again and asked, “What
comes to mind when you see this headline?”

3.4.1 Pretest Results: No Evidence of Partisan Differences

Respondents do not perceive stories about misinformation as having more
partisan bias than stories about politics. Averaging across the twelve non-
misinformation headlines, 55% (S.D. = 8.4) of respondents answered that the
story “favors neither party,” compared to 47% for the misinformation headlines
(S.D. = 5.0), a statistically indistinguishable difference. In addition, Republi-
cans were no more likely than Democrats to perceive misinformation stories
as biased.3 On average, Republicans perceived 15% of the politics headlines
and 14% of the headlines about made-up news as biased towards Democrats.
Table 3 shows the full list of headlines used in the pretest, alongwith the percent
of respondents who reported that each headline favored Republicans, favored
Democrats, or favored neither party.
The term used to describe false information does not affect perceptions of

partisan bias, either among respondents as a whole or partisans in particular.
Perceived partisan bias is identical regardless of whether the headline uses the
term “fake news” or “misinformation,” both for the sample as a whole and for
Republicans.
As an additional measure of perceived partisan bias, the open-ended

responses were coded for any references to partisanship or partisan figures.4

Overall, just 16% of the open-ended responses specifically mentioned parti-
sanship or partisan bias: a relatively low number given that the idea of partisan
bias was explicitly primed in the headline evaluation task that respondents com-
pleted immediately before answering the open-ended question. Table 4 shows
that the only factor significantly associated with making a partisan reference is
political interest. This pattern is consistent with Krupnikov and Ryan’s (2022)
argument that level of political engagement is often a more meaningful predic-
tor of behavior than partisan identification. Finally, respondents assigned to the
“fake news” condition were not more likely to make a partisan reference, nor
were Republicans. There was also not a significant interaction between the two.

3 I describe the data here in terms of overall distribution for ease of interpretation and discussion.
However, the Appendix also includes details of a regression analysis in which the dependent
variable is the difference between the average perceived bias of the misinformation articles
versus control articles. The results are the same: there is neither a main effect of party ID nor
use of the term “fake news,” nor is there a significant interaction between the two.

4 For example, “Censorship of conservative views,” “Who else...the Donald,” and “the president
trying to get attention.”
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Table 3 Perceptions that headlines favor a party.

Control headlines Democrats Neither Republicans

Traditional Election Maps Don’t
Tell the Full Story

25.8 50.7 23.5

Four Steps to Protect Our
Elections

25.6 53.3 21.0

Election Uncertainty Spurs
Investors to Hedge

24.9 52.8 22.3

Young Voters Could Sway
Election, If They Turn Up

53.7 39.4 6.9

Campaigns Are Texting Voters
Out of the Blue

28.8 52.4 18.9

Posting Political Signs in the
Window Is Your Right — Isn’t
It?

20.9 61.7 17.3

Advertising War Already Started
during Tough Election Season

28.0 53.7 18.3

Viral Videos Are Replacing
Pricey Political Ads

25.4 61.9 12.7

after a Tough 2016, Many
Pollsters Haven’t Changed
Anything

26.7 51.4 21.9

New Voting Machines Will
Provide “Paper Trail”

19.9 59.2 20.9

Wandering Voters Key to
Presidential Race

26.9 53.0 20.1

Wisconsin Couple Has Dueling
Political Yard Signs

13.2 74.5 12.3

Average 26.7 55.3 18.0

Misinfo/Fake News headlines Democrats Neither Republicans

Experts Tell Senate Panel
[Misinformation/Fake News]
Campaigns Are Growing More
Sophisticated

25.8 48.3 25.8
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Table 3 (Cont.)

Misinfo/Fake News headlines Democrats Neither Republicans

Political Ignorance and the
Future of Political
[Misinformation/Fake News]
Online

27.2 47.1 25.7

How Twitter Is Being Gamed to
Feed [Misinformation/Fake
News]

31.7 44.7 23.6

Fighting [Misinformation/Fake
News] on Social Media Has
Proven Lucrative for Tech
Groups

25.7 52.9 21.5

Facebook Will Now Fact-Check
Photos, Videos as It Fights
[Misinformation/Fake News]

27.3 54.1 18.5

[Misinformation/Fake News] on
Social Media Platforms Is a New
Kind of Cybersecurity Attack,
Expert Says

28.4 53.5 18.1

How Can Students Learn to
Distinguish
[Misinformation/Fake News]
from Real News?

23.3 59.5 17.2

Google Announces Plan to
Combat Spread of
[Misinformation/Fake News]

29.8 55.8 14.4

Average 27.4 52.0 20.6

Taken together, the results of the pretest indicate that people do not perceive
stories about misinformation as more biased than stories about politics in gen-
eral. While Republicans perceive all stories as more biased towards Democrats
than vice versa (consistent with Republicans’ overall distrust of media), this
effect is not magnified when the story is about misinformation. The term used
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Table 4 Factors associated with invoking partisanship
in the open-ended response.

Partisan reference

Female 0.62 (0.19)
Age 1.24 (0.15)
Education 0.94 (0.083)
Political interest 1.79∗∗∗ (0.31)
Republican 1.90 (0.77)
Fake news condition 1.10 (0.42)
Republican × Fake news 1.17 (0.67)

Observations 405
Pseudo R2 .081

Exponentiated coefficients; Standard errors in parentheses
∗ p < 0.05, ∗∗ p < 0.01, ∗∗∗ p < 0.001

to describe false information (misinformation vs. “fake news”) also does not
affect perceptions of partisan bias, either among respondents as a whole or par-
tisans in particular. The pretest directly informed the design of Study 1 (outlined
in the next section) in two major ways. First, the results provide empirical evi-
dence that using both “fake news” and “misinformation” in the headlines is
unlikely to introduce a problematic interaction with partisanship. Second, the
specific headlines tested (Table 5) were used in Study 1’s treatment.

4 Study 1: How Misinformation Coverage Shapes Perceptions
and Trust

Study 1 measures the effects of exposure to news coverage of misinformation
by randomly assigning participants to read either headlines about misinforma-
tion and “fake news,” headlines about politics and elections more generally, or
a control condition (no headlines). Using headlines rather than asking people to
read full articles is designed to increase external validity by replicating the con-
text in which people are exposed to news coverage of misinformation: often not
in a context-rich, detailed article, but in succinct headlines. News consumers
increasingly see news in headline format (for example, in their Facebook news
feeds) rather than as longer pieces, and exposure to news only in headline
format may be especially common for people who are the least interested in
politics (Gabielkov et al. 2016; Bode, Vraga and Troller-Renfree 2017). Thus,
while showing respondents a series of headlines may be a weaker treatment
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Table 5 Headlines used in Study 1.

Election headlines
Election Uncertainty Spurs Investors to Hedge
Campaigns Are Texting Voters Out of the Blue
Posting Political Signs in the Window Is Your Right - Isn’t It?
Advertising War Already Started during Tough Election Season
After A Tough 2016, Many Pollsters Haven’t Changed Anything
Wandering Voters Key to Presidential Race

Misinformation headlines
Fighting Misinformation on Social Media Has Proven Lucrative for Tech
Groups
FacebookWill Now Fact-Check Photos, Videos as It Fights Misinformation
Fake News on Social Media Platforms is a New Kind of Cybersecurity
Attack
How Can Students Learn to Distinguish Misinformation from Real News?
Google Announces Plan to Combat Spread of Fake News
(One election-related headline inserted at random from the “Election Head-
lines” list)

than asking them to read a full news story about misinformation, it also more
accurately replicates the reality of news exposure on the internet and reduces
the likelihood that any observed effects are due to an artificial forced-exposure
experimental format (Arceneaux and Johnson 2013).

4.1 Study 1 Design
An online survey (N=3,507) was conducted in the spring of 2019 via the survey
vendor Lucid. Lucid uses quota sampling to match US census demographics,
and participants recruited via Lucid perform similarly to representative samples
on several experimental benchmark surveys (Coppock and McClellan 2019).
The sample was evenly split between men and women. Twenty-three percent
were age thirty or under, 27% between 31 and 45, 27% between 46 and 60, and
24% over the age of 60. 36% identified as Democrats, 28% as Republicans, and
34% as Independents. A quarter of the sample had a bachelor’s degree, and 23%
have a high school diploma or less. The median survey completion time was
7.2 minutes, and no respondents who completed the survey were excluded from
the analysis.
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Participants were first asked their age and gender. They then completed two
batteries to be used as potential covariates, and thus asked prior to treatment
(Montgomery, Nyhan and Torres 2018). The first consisted of four agree-
disagree questions measuring their general predisposition to conspiratorial
thinking (α = .81, 1-5 scale, M = 3.2, SD = .97) (Uscinski, Klofstad and
Atkinson 2016). The second question measured media consumption, asking
participants how often (never, sometimes, often) they got news from the fol-
lowing sources: Facebook, Twitter, Fox News, local TV news, national TV
news, MSNBC, online news websites, and print newspapers. Finally, to assess
political interest, they were asked, “how closely do you follow what’s going on
in government and public affairs?” (1–4 scale, M=3.0).
Participants were then randomly assigned to one of three conditions: a “mis-

information headlines” condition, an “election headlines” condition, and a pure
control group. The first two groups were told, “Different people prefer differ-
ent types of news stories. We’re interested in learning more about the types
of news you prefer.” They were then asked to rate their interest in six differ-
ent headlines. In the “misinformation headlines” condition, five out of the six
headlines explicitly referenced the issue of misinformation, and the sixth was
about elections more generally. In the “election headlines” condition, the six
headlines were all about US elections and did not reference misinformation.
The inclusion of both an “election headlines” condition and a pure control con-
dition makes it possible to distinguish the effects of misinformation coverage
from the effects of political coverage more generally. None of the headlines
were attributed to a specific outlet.
Respondents in the pure control group did not see any headlines. Rather,

they proceeded directly to the dependent variables. The inclusion of this group
helps to establish a neutral baseline against which to compare effects of themis-
information treatment. In many survey experiments examining media effects
in politics, the control group sees nonpolitical content For example, in Lev-
endusky and Malhotra’s (2016) study of how news coverage of polarization
shapes attitudes, respondents in the control condition read an article about a
popular television show. However, showing respondents nonpolitical headlines
might also affect media trust, and so the inclusion of a pure control group helps
to avoid this issue.
Table 5 shows the full list of headlines used in Study 1, all of which are based

on real news articles. Both the content analysis and the pretest informed the
selection of headlines. The content analysis found that about two-thirds of news
coverage held social media partially or fully responsible for the spread of “fake
news,” and that many articles implicated social media in the headline itself.
Similarly, three out of the five headlines used in the experimental treatment
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Figure 3 Example of headline and questions.

mention social media. All of the headlines used in Study 1 were also part of
the pretest, and each was perceived as equally unbiased by both Democrats and
Republicans. Participants saw each headline on a separate page, and below each
one was a question asking about their interest in the story and a brief factual
question about the headline, which served to ensure that they were reading the
headlines. An example, with the accompanying questions, is shown in Figure 3.
Immediately after reading the headlines, participants completed a brief

thought-listing task in which they were asked, “what thoughts came to mind
when reading those headlines?” The question was designed to encourage more
deliberation as well as to generate insights into the types of thoughts that people
have about the topic of misinformation (Brewer and Gross 2005). Then, they
completed the questions tapping the dependent variables of interest.
Perceptions of the prevalence of misinformation. All respondents indi-

cated how often (every day, a few times a week, a few times a month, a few
times a year, rarely or never) they themselves encountered misinformation
(M= 4.0, SD = 1.2). In addition, given the extent to which the third-person
effect shapes concerns over misinformation (Altay and Acerbi 2023), I also
measure how often they think the average person encountered misinformation
(M = 4.2, SD = 1.0). They also estimated the percentage of news that is mis-
information (from 0 to 100) on social media (M = 62.4, SD = 24.6), TV (M =
50.3, SD = 27.2), and in newspapers (M = 40.8, SD = 25.7).
Trust in media. Trust in media was assessed with a battery of three different

questions (α = .76, 1-4 scale, M = 2.6, SD = .70): how much of the time they
could trust the media to report the news fairly, and how much (if at all) they
trusted the information they got from national news and from local news.
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Political trust. Political trust was measured with three agree-disagree state-
ments: “Most politicians are trustworthy,” “Politicians in the U.S. do not
deserve much respect,” and “Politicians generally have good intentions,” as
well as a question asking, “In general, how often can you trust the government
in Washington to do what is right?” (α = .67, 0–1 scale, M = .42, SD = .19)
Finally, participants answered a series of demographic questions including

gender, income, education, and party identification, followed by an additional
manipulation check.

4.2 Study 1 Results
4.2.1 Manipulation Checks

The experiment included two manipulation checks. Immediately after reading
each headline, participants were asked to answer a question about the topic of
the story. People in both the election and misinformation headline conditions
answered an average of five out of the six questions correctly, suggesting that
most participants paid relatively close attention to the experimental treatments,
and that their attention did not differ by condition. The second manipulation
check came at the end of the experiment. All participants who had been shown
headlines (i.e. those not in the pure control group) were asked, “Were some of
the headlines you saw earlier specifically about the issue of misinformation?”
In the “elections headline” group, 53% answered affirmatively, compared to
90% in the treatment group.5

4.2.2 Descriptives: Who Perceives the Most Misinformation?

This section offers descriptive context about the types of people who self-report
seeing more misinformation. Table 6 shows factors associated with higher
levels of self-reported exposure to misinformation.6

Overall, people who are older, more politically interested, more educated,
and higher in conspiratorial thinking all report seeing misinformation more
frequently. These patterns could represent one of two phenomena: first, these
groups may actually see more misinformation. Alternatively, however, these
groups may have more previous exposure to narratives about misinforma-
tion (e.g. the media coverage explored in the content analysis), which makes

5 The many false positives in the election headlines group may be explained by the fact that
immediately before themanipulation check, participants answered a battery of questions asking
about the prevalence of misinformation.

6 This pattern was similar when participants were asked about the “average person” rather than
themself (see Table A3 in the Appendix), although (consistent with the third-person effect) the
baseline estimates were slightly higher.
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Table 6 Predictors of self-reported frequency of exposure to misinformation.

Perceived exposure (self)

Age 0.086∗∗ (0.030)
Education 0.15∗∗∗ (0.034)
Female −0.11 (0.065)
Republican 0.22∗∗ (0.079)
Independent 0.14 (0.076)
Political interest 0.33∗∗∗ (0.040)
Conspiratorial thinking 0.16∗∗∗ (0.028)
Constant 2.10∗∗∗ (0.18)

Observations 1052
Adjusted R2 0.139

Standard errors in parentheses
∗ p < 0.05, ∗∗ p < 0.01, ∗∗∗ p < 0.001

them believe that misinformation is a larger problem. Finally, it is notable that
Republicans are significantly more likely than Democrats to say that they see
misinformation frequently.

4.2.3 Effects on Estimates of the Prevalence of Misinformation

H1 predicted that exposure to news coverage of misinformation would increase
respondents’ perceptions of misinformation’s prevalence. Figure B.3 shows
how the treatment affected respondents’ estimates of how often the average
person and they themselves were exposed to misinformation. The dependent
variable is on a 1 (never) to 5 (every day) scale. As expected, reading headlines
about misinformation significantly increased estimates of how much both they
(B=.14, p<.01) and others (B=.17, p<.001) were exposed to misinformation.
RQ1 asked whether the treatment affected peoples’ estimates of misinfor-

mation differently across media types. Participants were asked to estimate
the percentage of the news on social media, television, and newspapers that
is misinformation. Table 7 shows these estimates for the pure control condi-
tion (N=1,077). Consistent with previous research, people are most skeptical
of news content on social media, estimating that about 60% of what they see
on the platforms is misinformation (compared to 52% on television and 42%
in newspapers). Republicans and Democrats are equally skeptical of social
media content. However, they diverge more in their estimates of television and
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Table 7 Estimates of percentage of news that is misinformation
(pure control only).

Total Democrats Republicans Independents

Social media 61.3% 61.2% 61.6% 61.2%
Television 51.9% 47.4% 57.4% 52.2%
Newspapers 42.2% 38.8% 48.1% 41.0%

Misinfo headlines

Election headlines

–.1 0 .1 .2 .3

Effects on estimates of misinfo prevalence

Misinfo exposure (average)

Misinfo exposure (self)

Figure 4 Effect of treatments on estimates of misinformation exposure.

news: for both these media, Republicans perceive more misinformation than
Democrats (consistent with the partisan differences in Table 6.
But as Figure 5 shows, these estimates were affected in different ways by

the treatment.7 Compared to the respondents in the pure control condition,
respondents who read the misinformation headlines offered higher estimates
of misinformation on social media, and lower estimates of misinformation in
newspapers and television. While the increased estimate for social media is
perhaps unsurprising given that several of the headlines explicitly mentioned
social media, the lower estimates for print and television (as compared to the
control condition) suggests that exposure to media coverage of misinformation

7 Covariates are omitted for visual clarity, but the full model is included in Appendix Table A6.
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Misinfo headlines

Election headlines

–5 0 5
Change in estimate of percent misinfo across media types

Misinfo in newspapers

Misinfo in TV news

Misinfo in social media

Figure 5 Effect of treatments on estimates of misinfo across media types.

may also actually improve perceptions of news quality in more traditional news
sources.

4.2.4 Effects on Trust in Institutions

H2 predicted that exposure to news coverage ofmisinformationwould decrease
trust in media. However, Figure 6 shows that the opposite is true: people who
saw the headlines about misinformation express more trust in media than those
who saw the election headlines or those in the pure control group. The effect
size is significant but relatively small, moving participants about .1 on a 4-point
scale. To put this effect size in context, seeing the misinformation headlines
increases media trust by about the same magnitude as moving one unit higher
on the four-point conspiratorial thinking scale decreases media trust.
H3 predicted that news coverage of misinformation would decrease polit-

ical trust. This hypothesis is not supported: as Figure 6 shows, viewing
misinformation headlines has no effect on political trust.
Finally, as in the pretest, the open-ended responses were coded for references

to partisan politics, including political figures. In total, just 3% of respondents
made partisan references, and those in the “election” and “misinformation”
conditions were equally likely to do so. These results again suggest that news
coverage misinformation does not have a strong partisan charge.
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Misinfo headlines

Election headlines

–.1 –.05 0 .05 .1 .15

Political trust

Media trust

Figure 6 Effect of treatments on political and media trust.

4.2.5 Predictors of Interest in Misinformation Coverage

This study also provides some descriptive information about perceptions of
headlines about misinformation. As part of the treatment, participants were
asked to indicate how interesting they found each headline, on a scale of 1
to 10. Overall, respondents found the misinformation headlines substantially
more interesting than the election news headlines, with an average interest level
of 6.3 (SE=.07) versus 5.3 (SE=.07) for the election headlines. In addition, they
wrote significantly longer responses to the open-ended thought-listing question
following the misinformation articles than the election articles.
Table 8 shows some of the specific factors associated with interest in the

control articles (about elections more generally) versus the treatment articles
(about misinformation).
Some factors (Democratic Party identification, political interest) are asso-

ciated with increased interest in both types of headlines. As we might
expect, those higher in conspiratorial thinking find the misinformation head-
lines (but not the general election headlines) more compelling. Interestingly,
older respondents are less interested in misinformation headlines than their
younger counterparts. Taken together, these results offer some explanation
for the media’s intense focus on misinformation: audiences (especially those
who are already politically interested) are highly engaged by stories about
“fake news.”
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Table 8 Predictors of article interest.

Interest in misinfo articles Interest in control articles

Age −0.18∗∗ (0.060) 0.050 (0.061)
Education 0.026 (0.069) 0.058 (0.069)
Female −0.16 (0.13) 0.30∗ (0.13)
Republican 0.022 (0.16) −0.10 (0.17)
Democrat 0.34∗ (0.15) 0.48∗∗ (0.16)
Political interest 1.14∗∗∗ (0.082) 0.82∗∗∗ (0.086)
Conspiratorial
thinking 0.14∗∗ (0.054) 0.072 (0.057)
Constant 1.88∗∗∗ (0.33) 3.08∗∗∗ (0.35)

Observations 1016 1038
Adjusted R2 0.187 0.101

Standard errors in parentheses
∗ p < 0.05, ∗∗ p < 0.01, ∗∗∗ p < 0.001

5 Study 2: Misinformation Coverage and Media Trust
Study 1 produced a surprising result: that exposure to news coverage of mis-
information increased trust in media. However, Study 1 had several shortcom-
ings. First, it employed a blunt measure of media trust that did not distinguish
between different media types. Second, it was conducted on an opt-in online
sample that may include heavier internet users than the general population
(Guess and Munger 2023), which could in turn shape their assessments of
and/or trust in online social media platforms. Third, Study 1 asked respon-
dents their partisanship post-treatment, making it difficult to examine whether
treatment effects were different for Democrats and Republicans. And finally,
because several of Study 1’s treatment headlines explicitly mentioned social
media, they may have unintentionally primed respondents to hold social media
responsible.
Study 2was designed to reproduce the findings of Study 1while also address-

ing its shortcomings. First, Study 2 uses a more fine-grained measure of media
trust that distinguishes between news on print, television, and social media.
Second, it employs a representative sample that includes participants who are
not frequent internet users. Third, partisanship was collected in a previous wave
of the survey, eliminating concerns about a measure of partisan identity either
priming partisanship (if asked prior to treatment) or being affected by that
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treatment (if asked afterwards). Finally, Study 2 uses a non-headline opera-
tionalization of “news coverage of misinformation,” instead embedding a cue
about “recent news coverage of misinformation [on social media]” within a
survey question.
I test two hypotheses: that increasing the salience of misinformation will

decrease trust in news from social media (H1), and that it will increase trust in
print news sources (H2). In addition, I examine whether these effects vary by
partisanship (RQ1) and whether these effects vary depending on whether social
media is explicitly mentioned in the cue (RQ2).

5.1 Study 2 Design
The study, a between-subjects question order experiment, was fielded via
the Time-Sharing Experiments for the Social Sciences (TESS), using the
AmeriSpeak panel, a nationally representative, probability-based panel. First,
all 2,118 participants indicated how often they got news from a variety of
sources, including print, television, and social media. They were also asked
how closely they followed politics.
Participants in the treatment group were first asked the following question to

cue them to think about news coverage of misinformation:

Lately, there have been a lot of news stories about the spread of political
misinformation [on social media]. How closely are you following news about
this issue?

Half the respondents received the version of the question that read “the
spread of political misinformation on social media,” while the other half was
asked just about “misinformation.” They were then asked how trustworthy they
found news from print (local newspapers and national newspapers), TV (local
TV news and national TV news), and social media (Facebook and Twitter),
and to estimate the percentage of misinformation in news on social media,
newspapers, and television. The treatment consisted of the order in which the
questions were asked: participants in the control group completed the trust bat-
tery and estimates first, and then saw the question about news coverage of
misinformation.

5.2 Study 2 Results
Descriptives: Who Reports Following News about Misinformation?

Because the independent variable (salience of news coverage of misinforma-
tion) was embedded in a survey question, it can also yield useful information
about what types of people self-report following news about misinformation.
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Table 9 Predictors of self-reporting closely following news
about misinformation.

Following news about misinfo

Age −0.036∗∗ (0.013)
Female −0.041 (0.045)
Republican −0.0083 (0.065)
Democrat −0.00057 (0.063)
Political interest 0.69∗∗∗ (0.030)
Education 0.049 (0.028)
Constant 0.52∗∗∗ (0.12)

Observations 1044
Adjusted R2 0.371

Standard errors in parentheses
∗ p < 0.05, ∗∗ p < 0.01, ∗∗∗ p < 0.001

Table 9 shows factors associated with self-reporting following news about mis-
information among those who were asked this question prior to answering
questions about their trust in media and misinformation prevalence. The depen-
dent variable is measured on a 1 (not at all) to 4 (very closely) scale (M=2.5,
SE=.03).
The results closely parallel those in Study 1. Again, the strongest predic-

tor of following news about misinformation is political interest, and there is a
negative association with age. In addition, Republicans and Democrats were
identical in their self-reported interest (M=2.7, SE=.19 for both), reinforcing
the findings from Study 1 that there is not a partisan difference in appetite for
misinformation news.

5.2.1 Effects on Estimates of Misinformation’s Prevalence

As in Study 1, making news coverage of misinformation more salient signifi-
cantly decreased respondents’ estimates of the percentage of misinformation in
print media, from 30.3% to 27.6%, t(2056)=2.57, p=005. However, as Figure 7
shows, it did not have a significant effect on their estimates of misinformation
on social media or on television.
RQ2 asks whether explicitly mentioning “social media” in the misinforma-

tion coverage would change perceptions of prevalence. It did not: those who
saw the “social media” version of the question then estimated that 56.9% of
information on social media was misinformation, compared to 58.9% in the
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Misinfo cue

–6 –4 –2 0 2

Misinfo in print

Misinfo in TV news

Misinfo in social media

Figure 7 Effect of treatments on estimates of misinformation exposure.

non-social-media version. Similarly, the cue had no effect on estimates of prev-
alence in print media: participants who saw the social media cue estimated
that 27.1% of print news was misinformation, compared to 28.1% in the no-
cue condition. RQ2 also asked whether the inclusion of the “social media” cue
affected media trust. Unsurprisingly, given that the cue did not affect estimates
of prevalence, it did not have an impact on trust in print, social, or television
news.

5.2.2 Effects on Media Trust

Hypotheses H1 and H2 predicted that as in Study 1, people who were reminded
about news coverage of misinformation would be more trusting of print media
and less trusting of social media. Figure 8 shows how exposure to the “news
about misinformation” prompt affects trust across media types. The results are
consistent with Study 1. Exposure to the misinformation coverage cue signifi-
cantly decreases trust in social media. It also increases trust in print media (as
compared to the control condition) by about the same amount as Republican
identification (as compared to Independent) decreases it. In addition, there is
not a significant interaction between Republican identification and the misin-
formation cue, suggesting that exposure to news about misinformation does not
differentially affect Republicans’ levels of trust in print media.
One of the strengths of Study 2 is that it offers a different operationalization

of the independent variable (news coverage of misinformation) than in Study 1.
While Study 1 showed respondents specific headlines, Study 2 merely primed
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Misinfo cue

Republican

Republican x misinfo cue

–.6 –.4 –.2 0 .2

Trust in print

Trust in TV news

Trust in social media

Figure 8 Effect of treatments on media trust.

the respondents to think about news coverage of misinformation. The fact that
the effect of the misinformation coverage cue lowers trust in social media and
raises trust in print media even when the word “social media” is not explicitly
mentioned suggests that the public already has a strong association between
misinformation and social media.
Despite the different treatments, the results of Study 2 parallel those in

Study 1. Exposure increases estimates of misinformation on social media and
decreases estimates of misinformation in mainstream news, with correspond-
ing effects on trust. This similar pattern across both studies strongly suggests
that the effects of misinformation coverage on trust are not driven solely by
the fact that the Study 1 headlines explicitly implicate social media in the
misinformation problem.

6 Study 3: Why Does Misinformation Coverage Increase
Media Trust?

Across two experiments, news coverage of misinformation (operationalized
both with real-world news headlines and with a more general cue designed
to increase the salience of the coverage) raises the public’s trust in mainstream
news, and in particular print news. Study 3 is an exploratory study investigating
potential mechanisms for this effect, including the possibility that when people
are concerned about misinformation, they place more value on adherence to
professional journalistic norms.
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People draw on a wide range of considerations when deciding how much
to trust a particular news source. Existing attempts to identify some of these
considerations have focused on aspects like completeness, accuracy, and fair-
ness (Kohring and Matthes 2007; Prochazka and Schweiger 2019). However,
in a series of interviews about media trust, Toff et al. (2021) find that people
rarely spontaneously invoke the importance of editorial practices and profes-
sional norms. Rather, their explanations tend to focus more on familiarity and
likeability, as well as appearance and style. These qualitative findings echo
experimental work that shows people often instinctively rely on perceptions
of media brands in evaluating trustworthiness (Urban and Schweiger 2014). In
other words, considerations about journalistic practices (e.g. the extent to which
they engage in fact-checking or source verification) are often not top-of-head
when people are evaluating a source’s trustworthiness.
Study 3 investigates whether exposure to news coverage of misinformation

might alter these default dynamics. Increasing the salience of misinformation
(and the perception that it is omnipresent) may lead people to place increased
weight on news sources engaging in professional journalistic practices that
could serve as bulwarks against misinformation, including checking and val-
idating facts, relying on credible sources, and including relevant contextual
information.

6.1 Study 3 Design
Study 3 was designed to elicit qualitative responses to media coverage of mis-
information, with the goal of exploring how this news coverage might alter
the relative importance of different dimensions of news trust. In total, 240
participants, recruited via Lucid, were randomly assigned to one of two con-
ditions. Those in the treatment condition read headlines about misinformation,
and those in the control condition read headlines about elections. The headlines
were identical to those used in Study 2.
Then, participants were asked an open-ended question about media trust:

“Please tell us what is most important to you when you are deciding what
news sources to trust.” The open-ended response data were classified into three
nonexclusive categories developed prior to data collection, based on the dimen-
sions identified by Knudsen et al. (2021) in their structural topic modeling
of open-ended responses: truthfulness, adherence to professional journalistic
norms, and (lack of) bias.8

8 The “adherence to professional journalistic norms” category combines both the “thoroughness
and professionalism” and “independence and objectivity” categories proposed by Knudsen
et al. (2021).
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Answers in the “truthfulness” category mentioned the importance of cor-
rectly and honestly reporting events and/or avoiding misinformation and fake
news. It does not include explicit mentions of “accuracy,” which were coded
as falling into the “journalistic values” category. Examples of answers in the
“truthfulness” category are as follows:

• Speaks the truth doesn’t lie about things to benefit themselves
• If I am following a story I want the whole story and the truth...
• if it doesn’t look like it’s fake.
• That they’re honest
• Facts and truth

Those in the “adherence to professional journalistic norms” category
included comments about verifying sources, presenting the full set of facts,
checking and validating sources, gatekeeping, and professional judgment.
Examples in this category are as follows:

• That they have researched the story
• Proven track record of credibility.
• expert analysts, highly trained journalists, ethics and integrity
• to report all news fully and enable reader to easily fact check
• That they check their sources

Finally, the third category encompassed any mention of bias and/or objectiv-
ity, including mentions of explicit partisan slant as well as too much “opinion”
being interjected into the news. Examples in this category are as follows:

• whether or not the articles appears to be biased or not
• want to know the facts not someone else’s opinion
• Are they biased? Are they too far to the left or right? Are they pro-Trump?
• Bias. Do they take a stand and report opinions or do they report facts and let
you form your own opinion.

• Sources that provide facts over opinions. Sources that do not suggest how I
must digest the news.

The categories were not mutually exclusive, and 14% of responses were
coded as falling into multiple categories. For example, the following response
was coded as referencing all three categories: “Whether or not that source has
published misinformation before, who is writing the story, and what political
party or leanings, that source has.”

ht
tp

s:
//

do
i.o

rg
/1

0.
10

17
/9

78
10

09
48

88
15

 P
ub

lis
he

d 
on

lin
e 

by
 C

am
br

id
ge

 U
ni

ve
rs

ity
 P

re
ss

https://doi.org/10.1017/9781009488815


40 Politics and Communication

Table 10 Effect of misinformation cue on references to different dimensions
of trust.

(Lack of) Bias Truth Journalistic values

Misinformation
headlines −0.099∗ (0.050) −0.061 (0.044) 0.13∗ (0.064)
Constant 0.33∗∗∗ (0.080) 0.23∗∗ (0.070) 0.32∗∗ (0.10)

Observations 240 240 240
Adjusted R2 0.012 0.004 0.013

Standard errors in parentheses
∗ p < 0.05, ∗∗ p < 0.01, ∗∗∗ p < 0.001

6.2 Study 3 Results
Two coders coded each of the open-ended responses. The intercoder reliability
was at acceptable levels (truth: α=.72, values: α=.74, bias: α=.82, ).9

In total, 58% of respondents who saw the misinformation headlines dis-
cussed some aspect of journalistic norms in their response, compared to 45%
of respondents who saw the election headlines (p=.041). Exposure to the mis-
information headlines also decreased references to bias: bias was mentioned
by 23% of people in the election headlines group, but only 14% of those in the
misinformation headlines group (p=.048). The groups were equally likely to
reference truthfulness.
Table 10 shows the results of exposure to misinformation headlines (as

compared to election headlines) on the likelihood of referencing the three dif-
ferent dimensions of credibility: (lack of) bias, truthfulness, and adherence to
journalistic values.
Study 3 was designed to be exploratory rather than confirmatory, and it is

important to emphasize that the survey employs a relatively small convenience
sample. However, the results provide suggestive initial evidence that invoking
misinformation might increase the salience of journalistic norms, and decrease
the salience of perceived bias. These patterns demonstrate a potential mech-
anism for the effects observed in Studies 1 and 2: when people read headlines
about misinformation, they are more likely to evaluate the trustworthiness of
news sources based on how well those news sources are able to safeguard
against the spreading of misinformation. And often, these safeguards take the

9 In total, 65% of respondents answered in a way that fell into one of the three categories. Of the
35% who did not, the plurality wrote nothing or nonanswers (e.g. “good”).
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form of adherence to professional reporting standards like source verification,
transparency, and training. People may thus see traditional print news, with
its long history and emphasis on professional journalistic norms, as a bastion
against the threat of misinformation.
Other research similarly suggests that encouraging audiences to consider

reporting standards can improve trust. Participants who read a news article
that included contextual information highlighting the journalistic process (e.g.
information about the reporter and a “behind the story” section) perceived the
issuing news organization as more credible (Curry and Stroud 2021). A sim-
ilar study that randomly exposed participants to a “transparency box” with
context about why a particular story was covered found similar effects on
perceived credibility when the box was prominently featured (Masullo et al.
2022). Taken together, these studies reinforce that increasing the salience of
journalistic norms is a potentially effective way of shifting trust.
The results of Study 3 are also consistent with how the mainstream media

characterize the misinformation phenomenon. Not only do they consistently
blame social media for “fake news,” they often explicitly draw a contrast
between the “Wild West” of social media and the high standards of traditional
journalism. Emblematic of this coverage is a Chicago Tribune editorial decry-
ing the dangers of social media and digital content, cited by Carlson (2020).
Said the editors, “Rely on the mainstream news media. Professional journalists
strive to report the news fairly – and take responsibility for the accuracy of their
work.” Study 3 suggests that these consistent efforts to paint mainstreammedia
as the antidote to “fake news” may have been successful in shaping public
opinion.

7 Conclusion
The four studies in this Element center on answering two questions that have
critical implications for how the issue of misinformation informs public dis-
course. First, how do the media cover misinformation (and in particular, who
do they blame for the problem)? Second, how does this coverage shape percep-
tions and opinions, including trust in media? I find evidence that news coverage
of misinformation has substantially increased over the past eight years, and
the media’s consistent scapegoat of choice is social media. Consuming this
coverage has two major effects: first, it increases estimates of how much mis-
information is in the world; and second, it increases trust in traditional media
(in particular, print) and decreases trust in news on social media.
Although answering these questions is the Element’s primary focus, the

results also make several other contributions to our understanding of media
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and public opinion, including providing insight into public interest in the “fake
news” phenomenon and adding to the developing literature on how to under-
stand and measure the concept of media trust in an increasingly fragmented
information environment. This section discusses some of the implications of
these findings, as well as outlining potential areas for future research.

7.1 Political Interest Predicts Engagement
with Misinformation Coverage

While both Study 1 and Study 2 measure respondents’ interest in news cover-
age of misinformation, they operationalize it in two different ways. In Study 1,
participants were asked to explicitly state how interested they would be in read-
ing a series of headlines, some of which were about misinformation. In Study
2, they were asked, “How closely have you been following news coverage of
misinformation?” Despite these different approaches to measuring interest, the
results were consistent between the two studies.
First, partisanship is not associated with interest: Democrats, Republicans,

and Independents are all equally likely to engage with news about the misin-
formation phenomenon. This pattern is especially notable given the partisan
asymmetry in exposure to actual misinformation: across multiple platforms
and contexts, Republicans are more likely to encounter “fake news” than their
Democratic counterparts (Guess, Nyhan and Reifler 2018; Eady et al. 2023;
González-Bailón et al. 2023). Still, the results in this Element suggest that this
increased exposure does not translate into increased (or decreased) interest in
the topic more broadly. There are several potential reasons for this pattern.
First, many people (regardless of their partisanship) struggle to identify false
claims online, and so increased exposure does not necessarily suggest increased
awareness of exposure. Second, it is possible that Republicans and Democrats
differ in what aspects of themisinformation phenomenon interest them themost
(e.g. the role of political elites, technological innovations, or fact-checking
roundups). Future research could explore whether partisan interest varies along
these topic dimensions.
Second, in both studies, age was negatively associated with interest in mis-

information coverage: younger people are more engaged with this coverage
than their older counterparts. This pattern is especially notable given research
suggesting that older Americans are more susceptible to “fake news” (Gail-
lard et al. 2021). This difference could be partially explained by the close
association between misinformation and social media – insofar as young peo-
ple are heavier users of social media, they may also be more interested in
news about misinformation on those platforms. Future qualitative research

ht
tp

s:
//

do
i.o

rg
/1

0.
10

17
/9

78
10

09
48

88
15

 P
ub

lis
he

d 
on

lin
e 

by
 C

am
br

id
ge

 U
ni

ve
rs

ity
 P

re
ss

https://doi.org/10.1017/9781009488815


Misinformation Shapes Perceptions and Trust 43

(e.g. interviews with news consumers) could explore some of the reasons for
this difference.
Finally, political interest was a strong and consistent predictor of engage-

ment with misinformation coverage, even more so than with political coverage
more generally. This association is notable partly because it helps to explain
some of the media’s intense focus on the phenomenon. In an era when editorial
decisions are increasingly informed by analytics (including clicks and social
media performance), topics that generate consistent audience interest – espe-
cially among those already highly attuned to politics – are likely to receivemore
journalistic attention (Ferrucci 2020). This pattern can be exacerbated by sev-
eral other factors. First, political interest correlates with education and income,
which means that the politically engaged are also richer and tend to be richer,
and thus more valuable for advertisers (Usher 2021). Insofar as misinformation
is a topic of interest to these coveted readers, covering it more frequently can
have direct financial benefits to publishers. Algorithms can also reinforce this
feedback loop, as the politically interested are disproportionately exposed – and
in turn engage with – particular types of content (Lin, Wang and Kim 2023).
Misinformation deeply interests the minority of Americans who follow politics
closely, and this interest incentivizes the media to continue its high levels of
coverage. Finally, in an era when political coverage can be both polarizing and
potentially alienating to partisans, the fact that headlines about misinformation
and “fake news” are not seen as inherently more biased than other political
coverage (see Section 3.4.1) makes it a potentially compelling topic for outlets
seeking to increase engagement across partisan lines.

7.2 Attribution of Responsibility in Media Coverage
of Misinformation

Analyzing how the media cover misinformation is necessary for understand-
ing and theorizing about the potential effects of this coverage. Not only are the
media a primary channel through which the public comes to understand com-
plex issues (Lippmann 1922), they also shape who the public holds responsible
for problems (Iyengar 1994; Kensicki 2004). The results of a content analysis
show that media attention to this topic has grown, and the majority of articles
either directly or indirectly attribute responsibility for misinformation to social
media.
These results help to answer the question of why survey research consistently

shows the substantial majority of Americans blame social media for misinfor-
mation (Seitz and Fingerhut 2021), despite the fact that in reality, most people
encounter relatively little misinformation on social media (Guess, Nagler and
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Tucker 2019). Other recent empirical work also indirectly confirms the public’s
perception that misinformation is rampant on social media. Lee, Gil de Zúñiga
andMunger (2023) use panel data to show that while mainstream news use and
social media news use are both associated with more actual exposure to “fake
news,” only social media use is associated with more perceived exposure to
“fake news.” In other words, social media users believe that they are exposed
to more misinformation than non-social-media users, even though this pattern
is not borne out by the data.
To what extent is the media’s tendency to blame “fake news” and misinfor-

mation on social media objectively correct? While that empirical question is
beyond the scope of this study, the answer matters for contextualizing these
findings. Certainly, social media is an important vector for misinformation.
However, attributing responsibility entirely to social media may have the unin-
tentional negative effect of diverting attention away from the political actors
and/or institutions who create that misinformation in the first place (Nyhan
2020). As McGregor and Kriess (2020) argue, rather than covering misinfor-
mation as a social media problem, media coverage should “pay more attention
to the motivations, content, and drivers of mis- and disinformation.”
Of course, the mainstreammedia sources analyzed in this Element (The New

York Times, the USA Today, the Associated Press, and The Washington Post
are not the public’s only source of information about the issue of misinfor-
mation. While the content analysis presented in this Element gives a broad
overview of how mainstream media covers misinformation (and most Ameri-
cans have relatively centrist, mainstreammedia diets (Guess 2021)), the picture
it paints is, of course, incomplete. The public’s conception of the issue is
also shaped by multiple other information sources, including television and
social media, and these sources may frame the issue differently. Similar con-
tent analyses could examine how coverage varies by source factors like the
partisanship of the news outlet as well as media type (e.g. television versus
newspapers). This work would be especially important given the substantial lit-
erature demonstrating strong source effects in communication (Vraga and Bode
2017; Doherty and Hansen 2021). Expanding the content analysis to include
other types of misinformation-related news coverage would also provide more
nuanced insights. For example, Tsfati et al. (2020) point out that a great deal
of mainstream news coverage of misinformation takes the form of fact-checks
or debunking, and this type of article may have different effects than the more
general media coverage of the phenomenon typified by the headlines in the
experiment.
In addition, other types of media coverage may have different effects. For

example, exposure to elites using “fake news” as an insult on Twitter may erode

ht
tp

s:
//

do
i.o

rg
/1

0.
10

17
/9

78
10

09
48

88
15

 P
ub

lis
he

d 
on

lin
e 

by
 C

am
br

id
ge

 U
ni

ve
rs

ity
 P

re
ss

https://doi.org/10.1017/9781009488815


Misinformation Shapes Perceptions and Trust 45

media trust (Van Duyn and Collier 2018).While this is not an example of media
coverage per se, it does suggest that invoking the threat of misinformation does
not always have positive effects on media trust. Future research should inves-
tigate the extent to which the effects of exposure to misinformation coverage
on beliefs and attitudes depend on the source of the coverage (e.g. mainstream
versus partisan news) and the type of coverage (e.g. focusing on social media
versus foreign actors), as well as how this coverage is transmitted through social
media (Anspach and Carlson 2020).

7.3 Misinformation Coverage Affects Estimates of Exposure
Unequally Across Media Types

Public opinion and beliefs around the issue of misinformation profoundly affect
both whether and how institutions and political actors respond to the problem.
There is an enormous range of potential policy responses to misinformation,
from government regulation and information literacy campaigns to inaction.
What the public believes about the phenomenon – from how prevalent misin-
formation actually is to who is responsible for it – affects how public resources
are allocated toward addressing the problem. While a surfeit of survey data
shows a strong associations between perceptions of misinformation prevalence
and concern over the issue, these data cannot tell us whether this association
is driven by direct exposure to misinformation, or by something else. The
experimental findings in this Element offer evidence for a causal impact of
misinformation news coverage on perceptions of prevalence.
The results show that when people read about “fake news,” they see it as

more pervasive, as theories of agenda-setting would predict. This relationship
suggests that the intensity and consistency of public concern over misinforma-
tion is driven in part by the media’s focus on the issue. Of course, individuals’
own interactions with misinformation (including on social media) also likely
shape their perceptions of its prevalence, but these experiments show that the
media can play an important causal role.
In addition, media coverage does not shape perceptions equally across source

types. When people see headlines about misinformation (or are simply cued to
consider news coverage of misinformation more broadly), their estimates of
misinformation on social media increase but their estimates of misinformation
in print media decrease. This finding, alongwith the results for media trust, sug-
gests that people are able to make relatively sophisticated distinctions between
the types of content that appear across different media sources. This insight
is also supported by recent experimental work examining how the context in
which an article is viewed affects perceptions of its credibility (Karlsen and
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Aalberg 2023). Participants who were randomly assigned to see a news article
on Facebook found it less trustworthy and more biased than those who saw
the identical article on an online news site, suggesting that people have strong
underlying priors about the likelihood that a piece of information on social
media is credible. Media coverage may contribute to this belief by heightening
the perception that “fake news” is rampant on social media.

7.4 Misinformation Coverage Increases Trust in Print Media
An important concern motivating this study was that just as exposure to “fake
news” itself can lower trust in media (Ognyanova et al. 2020), exposure to
news stories about misinformation might have a similar effect. The reasoning
is intuitive: if a person comes to believe “fake news” is rampant, then how
can they trust anything she sees? However, the results of these studies suggest
that people are capable of drawing nuanced distinctions between different news
sources. Across two experiments with different samples and different treatment
operationalizations of media coverage, exposure to news about misinformation
decreased trust in news on social media, but increased trust in print media (and,
to a lesser degree, television). While this effect is not large, it is consistent
across two studies, and runs counter to what many might intuitively expect to
be the effects of increasing misinformation’s salience.
These results also diverge from those of several other studies examining

how direct exposure to misinformation (e.g. the “fake news” stories them-
selves) shapes media trust. In those studies, people who saw more “fake news”
(measured both behaviorally and via self-reports) showed lower trust in media
(Ognyanova et al. 2020; Lee, Gil de Zúñiga and Munger 2023). There are
several (non mutually exclusive) potential explanations for this discrepancy.
One possible explanation is that the negative association between direct mis-
information exposure and decreased trust in media shown in observational
studies does not actually reflect a causal relationship. Past research shows
that exposure to misinformation tends to be concentrated among conserva-
tives (Guess, Nagler and Tucker 2019; Rao, Morstatter and Lerman 2022),
who consistently have much lower levels of media trust than their Demo-
cratic and Independent counterparts (Ladd and Podkul 2018). In other words,
partisanship may be driving both lowered trust in media and exposure to
misinformation.
A second explanation is that there is a fundamental difference between the

type of misinformation circulating on social media (or elsewhere) and the cov-
erage of this misinformation in news outlets. If misinformation circulating
online is explicitly critical of the media and/or other institutions, then direct
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exposure to this may have deleterious effects on trust in a way that news
coverage of the issue does not. And, indeed, disinformation campaigns – espe-
cially ones instigated by foreign actors – may be strategically designed to sow
distrust (Wardle and Derakhshan 2017).
A third explanation, bolstered by the results of Study 3, is that when news

coverage makes the issue of misinformation more salient, people place more
weight on professional journalistic norms, and are less concerned about poten-
tial bias. Each of these is a meaningful finding in its own right. First, any
intervention that makes people more carefully evaluate sources is worth fur-
ther attention. As much as journalists might wish that people evaluated news
sources based solely on the extent to which they verify their sources and fact-
check, in reality this is rarely the case: instead, people tend to rely on heuristics
like familiarity (Toff et al. 2021). The open-ended responses in Study 3 suggest
that when faced with the threat of misinformation, people may stop and think
more carefully about how journalistic norms and practices can protect against
the dissemination of “fake news.”
The fact that exposure to headlines about misinformation significantly

decreases mentions of bias in the open-ended questions is also meaningful
given that the public report high levels of concern about partisan bias in the
news: 47% of Americans say that there is “so much bias in the news statement
that it is difficult to sort out facts,” and 26% of Americans say they can recall
a specific instance of bias that made them trust a news source less (NORC
2016; Gallup 2017). Republicans are especially likely to report distrusting the
media (Ladd 2011). Although the partisan asymmetry in actual exposure to
“fake news” might suggest that the topic is especially susceptible to percep-
tions of partisan bias, the studies in this Element show little evidence of such
concerns.
In the pretest, respondents (including Republicans) did not perceive head-

lines about “fake news” as having more partisan bias than headlines about
elections more generally. In Studies 1 and 2, partisan bias was only rarely men-
tioned in the open-ended responses to the headlines. Finally, Study 2 showed
exposure to the misinformation coverage cue increased media trust for both
Republicans and Democrats alike. Study 3 offers a potential explanation for
this lack of partisan difference: coverage of misinformation might actually
decrease the extent to which concerns about bias influence media trust. This
result makes sense in the context of the remarkable bipartisan nature of con-
cern over misinformation: in a 2020 survey, equal numbers of Democrats and
Republicans (85%) agreed that “outside groups or agents are actively trying to
plant fake news stories on social media sites like Facebook, Twitter, and You-
Tube” (Monmouth University 2020). Thus, especially as compared to divisive
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issues like immigration or race, both Republicans and Democrats can agree that
misinformation is a problem.

7.5 The Importance of Better Operationalizations
of Media Trust

This subsection discusses how this set of findings contribute to our understand-
ing of media trust. First, it is important to note that the effect on trust is not
merely an artifact of the particular headlines used in Study 1. While the treat-
ment headlines in Study 1 explicitly mentioned the role of social media, the
treatment in Study 2 did not. Instead, it increased the salience of “misinforma-
tion coverage” more generally, and an additional cue about “misinformation on
social media” made no difference to the results. The fact that the differential
effects on print versus social media trust replicate in Study 2 suggests that the
public already strongly associates misinformation with social media. In other
words, just as the content analysis would suggest, they have been “pre-treated”
to draw a direct connection between misinformation and social media. Survey
data support this inference: a 2020 Pew survey asked the 64% of respondents
who said that social media has “a mostly negative effect on the way things
are going in this country” to explain their answer in an open-ended format. The
plurality mentioned misinformation: twice the size of the next-biggest category
(Auxier 2020).
These patterns highlight the importance of employing more fine-grained

measures of media trust, with the goal of better understanding how factors
like social context and the information environment shape perceptions of jour-
nalistic reliability. Indeed, the difficulty of accurately measuring media trust
is exacerbated by the fact that many people have very different conceptions
of “news” – and, hence, very different standards for evaluating credibility
(Edgerly and Vraga 2020; Schneiders 2023).
Currently, many media trust questions refer to the media as one monolithic

entity. For example, the American National Election Study (ANES) asks, “How
much of the time can you trust the media to report the news fairly?” The results
of this study contribute to a growing literature that calls this type of measure
into question by demonstrating that Americans are quite capable of distin-
guishing between types of media and evaluating them differently. Employing
measures that specify different outlets or types of media allows for a more
nuanced understanding of the factors that shape trust (Daniller et al. 2017; Ladd
and Podkul 2018).
Finally, the fact that misinformation coverage increases trust in legacymedia

has implications that go well beyond the issue of misinformation. The advent
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of ChatGPT has already raised concerns that AI content creation tools could
reduce media trust (Veiga 2023). Maybe the findings of this Element suggest
another potential outcome: that consumersmay see traditionalmedia (including
print news) as a bulwark against the perceived threats of new technology.

7.6 Unanswered Questions
This subsection takes on some of the major questions left unanswered by this
Element. First, both the content analysis and the experiments omit an entire cat-
egory of journalistic attention to misinformation: fact-checking. Over the past
few decades, fact-checking enterprises, both within media organizations and
external institutions, have grown enormously (Graves 2016). Fact-checking
plays an important role in the information ecosystem: while few Americans
directly visit fact-checking websites, fact-checkers’ judgments influence both
media coverage and elite behavior (Nyhan and Reifler 2015). A number of
studies have examined the impact of exposure to fact-checks. While much of
this research focuses on factors that make fact-checks more or less effective
at reducing false beliefs (Young et al. 2018; Coppock et al. 2022), some also
examines how exposure to fact-checks affects related attitudes like credibility
and perceived bias (Bachmann and Valenzuela 2023; Shin 2023). For example,
Bachmann and Valenzuela (2023) find that participants randomly assigned to
view political fact-checks hold fewer misperceptions, but also express less trust
in news.
What explains the difference between exposure to fact-checks and expo-

sure to news about the misinformation phenomenon more broadly? One likely
explanation is that fact-checks by definition take a stand on what is true ver-
sus false, which risks alienating some readers. Indeed, the negative impact
of fact-check exposure on media trust was heightened when the fact-check
debunks pro-attitudinal misinformation (Bachmann and Valenzuela 2023). In
contrast, articles about the misinformation phenomenon more broadly are
rarely focused on discrediting specific claims. For example, while a 2022 New
York Times article headlined “On TikTok, Election Misinformation Thrives
Ahead of Midterms” briefly mentions the types of misinformation circulating
on the platform (“Health-related myths about Covid-19 vaccines and masks
run rampant, as do rumors and falsehoods about diets, pediatric conditions and
gender-affirming care for transgender people”), it does not explicitly discredit
any specific claims in the way a fact-check would.
Still, the consistent negative effects of fact-check exposure on media trust

suggest that future research should explore the boundary conditions of the
findings in this Element. Clearly, not all media attention to misinformation
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increases trust. To what extent is this finding dependent on journalists not
engaging in specific fact-checking? Given that misinformation is unlikely to
disappear from the information ecosystem, how best to negotiate this tension
will likely be an increasingly important normative and empirical question.
A second major question left unanswered by these studies (as well as most

studies that seek to examine the factors that shape media trust) is exactly what
media trust means for real-world behavior. How does increased (or decreased)
trust shape behavior on amicro level (i.e. how people process and interpret indi-
vidual stories) and the macro level (i.e. which news people choose to consume).
Studies like Von Hohenberg and Guess (2022) that experimentally manipulate
trust, thenmeasure downstream attitudinal and behavioral consequences, are an
important next step in understanding how changes in media trust affect larger
patterns of news consumption and attitude formation.

7.7 News Coverage of Misinformation: Room for Optimism?
Recent estimates suggest that on average, that “fake news” comprises around
0.15% of Americans’ media diet (Allen et al. 2020). This number stands in star-
tling contrast to Americans’ perceptions of how much of the information they
see is false. This Element helps to solve the puzzle of why Americans are so
convinced that misinformation is omnipresent despite its relatively low preva-
lence in their actual media diets: even people who have not directly encountered
misinformation have likely seen media coverage of the issue. This exposure
directly alters their perceptions not only of misinformation’s ubiquity, but also
of who is to blame: and for the most part, the media place this blame squarely
on the shoulders of social media.
The rapid increase in news coverage of misinformation also raises important

normative questions about its potential downstream effects on trust (Lazer et al.
2018; Tsfati et al. 2020). The studies in this Element offers some room for opti-
mism, suggesting that misinformation coverage may not, as some have feared,
erode political trust or trust in mainstreammedia. Rather, possibly because cov-
erage of the topic leads people to place more value on professional journalistic
norms, it can have the surprising effect of improving the reputation of legacy
media.
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Appendix for “How News Coverage
of Misinformation Shapes Perceptions

and Trust”
A Pretest: Partisanship and Perceptions of Bias

The pretest was designed to investigate (1) whether Republicans perceive arti-
cles about misinformation as more biased than articles about politics more
generally and (2) whether the term “fake news” increases perceptions of bias.
On average, Republicans said that 15% of the control headlines and 14% of
the misinformation headlines were biased toward Democrats. Within the mis-
information headlines, Republicans said that 20% of headlines that used the
term “misinformation” were unbiased, compared to 23% of the “fake news”
headlines. Democrats said that 29% of the headlines that used the term “mis-
information” were unbiased, compared to 28% of the headlines using the term
“fake news.”

A.1 Additional Analyses
Table A.1 analyzes the question of partisan difference with an alternative
approach. Each respondent received a 1 if they rated more of the misinfor-
mation articles as biased than the control articles (45% of respondents), and
a 0 otherwise (55% of respondents). Table A.1 assesses the effect of (1) par-
tisanship, (2) assignment to the “fake news” condition, and (3) an interaction
between these two on the odds of perceiving the misinformation headlines as
more biased than the control headlines.

Table A.1 Effect of partisanship and term on perceived bias

Perceived bias

Republican 1.55 (0.43)
“Fake news” condition 0.93 (0.26)
Republican × “fake news” condition 1.03 (0.41)

Observations 417

Exponentiated coefficients; standard errors in parentheses
∗ p < 0.05, ∗∗ p < 0.01, ∗∗∗ p < 0.001
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B Study 1: Effects of Misinformation Coverage on Attitudes
B.1 Sample Size Considerations

A formal power analysis was not conducted prior to the experiment. The sample
size was based on practical constraints as well as the goal of having around
1,000 respondents per comparison condition. This relatively large number was
chosen partly so that it would be possible to conduct exploratory analyses of
how effects vary between subgroups (e.g. political interest or education).

B.2 Additional Analyses
Table B.2 shows the distribution of self-reported media use in the sample.

Table B.2 Distribution of self-reported media use

Never Sometimes Often

Facebook 36.4 37.7 36.3
Twitter 64.0 23.1 12.2
Local TV news 11.6 37.8 50.6
National TV news 37.5 36.7 25.8
Online news 17.0 44.2 38.8
Newspapers 35.9 44.3 19.9
FOX news 37.5 36.7 25.8
MSNBC 45.5 38.2 16.4

Table B.3 shows how the treatment affected respondents’ estimates of how
often the average person and they themselves were exposed to misinformation.
The dependent variable is on a 1 (never) to 5 (every day) scale.

Table B.3 Effects on estimates of misinfo prevalence

Average person Self

Misinfo headlines 0.17∗∗∗ (0.040) 0.14∗∗ (0.045)
Election headlines −0.012 (0.041) 0.0045 (0.046)
Conspiratorial thinking 0.096∗∗∗ (0.015) 0.094∗∗∗ (0.016)
Political interest 0.26∗∗∗ (0.023) 0.34∗∗∗ (0.025)
Facebook −0.071∗∗ (0.023) −0.023 (0.025)
Twitter −0.055∗ (0.026) −0.062∗ (0.029)
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Table B.3 (Cont.)

Average person Self

Local TV news 0.037 (0.026) −0.017 (0.029)
Online news 0.14∗∗∗ (0.025) 0.13∗∗∗ (0.028)
Newspapers 0.0087 (0.025) 0.036 (0.027)
FOX News 0.0060 (0.022) 0.016 (0.025)
MSNBC −0.040 (0.025) −0.030 (0.028)
Constant 3.11∗∗∗ (0.099) 2.63∗∗∗ (0.11)

Observations 3222 3222
Adjusted R2 0.083 0.089

Standard errors in parentheses
∗ p < 0.05, ∗∗ p < 0.01, ∗∗∗ p < 0.001

Table B.4 shows how the treatment affected estimates of the percent of news
across media outlets that is misinformation, and includes covariates.

Table B.4 Effects on estimates of percent of news that is misinfo across
media types

Newspapers TV news Social media news

Misinfo headlines −2.85∗∗ (1.05) −1.84 (1.12) 2.80∗∗ (1.05)
Election headlines −0.89 (1.06) −1.57 (1.13) 0.46 (1.07)
Conspiratorial thinking 3.87∗∗∗ (0.38) 3.63∗∗∗ (0.40) 1.89∗∗∗ (0.38)
Political interest 0.72 (0.59) 1.63∗∗ (0.63) 1.08 (0.59)
Facebook 2.40∗∗∗ (0.59) 2.93∗∗∗ (0.63) −2.10∗∗∗ (0.60)
Twitter 3.09∗∗∗ (0.68) 3.61∗∗∗ (0.72) −1.03 (0.68)
Local TV news −3.21∗∗∗ (0.69) −5.81∗∗∗ (0.73) 1.09 (0.69)
Online news −2.93∗∗∗ (0.66) −1.49∗ (0.70) 0.39 (0.66)
Newspapers 0.19 (0.64) 0.14 (0.68) 1.90∗∗ (0.64)
FOX News 8.03∗∗∗ (0.58) 7.09∗∗∗ (0.62) 1.51∗∗ (0.58)
MSNBC −2.52∗∗∗ (0.65) −3.06∗∗∗ (0.69) 0.64 (0.65)
Constant 27.3∗∗∗ (2.58) 38.5∗∗∗ (2.74) 49.5∗∗∗ (2.58)

Observations 3155 3168 3197
Adjusted R2 0.119 0.107 0.023

Standard errors in parentheses
∗ p < 0.05, ∗∗ p < 0.01, ∗∗∗ p < 0.001
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Table B.5 shows the effect of viewing misinformation headlines on media
trust, and includes covariates.

Table B.5 Effects on media trust

Trust in media

Treatments
Misinfo headlines 0.071∗∗ (0.027)
Election headlines −0.0024 (0.027)

Attributes
Conspiratorial thinking −0.066∗∗∗ (0.0097)
Political interest 0.050∗∗∗ (0.015)

Media use
Facebook 0.029 (0.015)
Twitter 0.031 (0.017)
Local TV news 0.28∗∗∗ (0.018)
Online news 0.066∗∗∗ (0.017)
Newspapers 0.076∗∗∗ (0.016)
FOX News −0.12∗∗∗ (0.015)
MSNBC 0.20∗∗∗ (0.017)

Constant 1.39∗∗∗ (0.066)

Observations 3,201
Adjusted R2 0.212

Standard errors in parentheses
∗ p < 0.05, ∗∗ p < 0.01, ∗∗∗ p < 0.001

Table B.6 shows the effect of viewing misinformation headlines on internal
efficacy and political trust, and includes covariates.

Table B.6 Effects on political trust and efficacy

Political trust Internal efficacy

Misinfo headlines 0.0030 (0.0076) −0.089∗∗ (0.034)
Election headlines −0.0062 (0.0077) −0.054 (0.034)
Conspiratorial thinking −0.041∗∗∗ (0.0027) −0.031∗ (0.012)
Political interest −0.0083 (0.0042) 0.56∗∗∗ (0.019)
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Table B.6 (Cont.)

Political trust Internal efficacy

Facebook 0.015∗∗∗ (0.0043) −0.11∗∗∗ (0.019)
Twitter 0.023∗∗∗ (0.0049) −0.028 (0.022)
Local TV news 0.0096 (0.0050) −0.10∗∗∗ (0.022)
Online news −0.0034 (0.0048) 0.074∗∗∗ (0.021)
Newspapers 0.022∗∗∗ (0.0046) 0.11∗∗∗ (0.021)
FOX News 0.019∗∗∗ (0.0042) 0.012 (0.019)
MSNBC 0.027∗∗∗ (0.0047) −0.0021 (0.021)
Constant 0.31∗∗∗ (0.019) 1.82∗∗∗ (0.082)

Observations 3,157 3,228
Adjusted R2 0.111 0.284

Standard errors in parentheses
∗ p < 0.05, ∗∗ p < 0.01, ∗∗∗ p < 0.001

C Study 2: Effect of Misinfo Coverge Salience on Media Trust
C.1 The TESS Platform

Time-sharing experiments for the social sciences (TESS) is a program through
which researchers submit proposals for experiments. After review, TESS fields
experiments on a representative sample of adults in the United States using
NORC’s AmeriSpeak Panel, a probability-based and representative survey
platform.
The N for the study was not determined by the researcher, but rather by

the constraints of the TESS Short Studies program (https://tessexperiments.org
/info/ssp), of which this was a part. As per the website guidelines, “Successful
proposals submitted to the SSP will be fielded on a general population sample
of 1600 adults in the United States.”

D Study 3: News Coverage of Misinformation and Dimensions
of Media Trust

D.1 Inter-coder Reliability
All of the 240 open-ended responses were coded by two independent coders
who were given the instructions below. The inter-coder reliability was at
acceptable levels (values: α = .74, bias: α = .82, truth: α = .72). In total, 65%
of respondents answered in a way that fell into one of the three categories. Of
the 35% who did not, the plurality wrote nothing or non-answers (e.g. “good”).
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Bias: This category includes answers that invoke concerns about bias or lack
of objectivity. This includes any mention of bias or slant as well as concerns
about too much “opinion.”

Truthfulness: This category includes answers that discuss the importance of
the truth and/or avoiding misinformation and fake news. It does not include
mentions of “accuracy,” which belong to the “professional journalistic values”
category. It does include mentions of truth, truthfulness, honesty, misinforma-
tion, and fake news.

Professional journalistic values: This category includes practices associated
with professional journalistic norms, including sources (usingmultiple sources,
credibility of sources), checking and validating information, accuracy, pro-
fessional judgment and research, integrity and credibility of brand/source,
reputation, inclusion of all relevant information, and inclusion of facts and/or
use of fact-checking.

E Survey Instruments
E.1 Study 1 Survey Instrument

Are you male or female?
- Male
- Female
- Prefer not to say

In what year were you born?

Do you agree or disagree with the following statements [strongly disagree,
somewhat disagree, neither agree nor disagree, somewhat agree, strongly
agree]
- Much of our lives are being controlled by plots hatched in secret.
- Even though we live in a democracy, a few people will always run things
anyway.

- The people who really “run” the country are not known to voters.
- Big events like wars and the outcomes of elections are controlled by small
groups of people who are working in secret.

How closely do you follow what’s going on in government and public affairs?
- Very closely
- Somewhat closely
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- Not that closely
- Not at all

People get news from many different sources. Please indicate how often you
get news from the following sources [never, sometimes, often]:
- Facebook
- Twitter
- Fox News
- Local TV news
- MSNBC
- Online news websites
- Print newspaper

Different people prefer different types of news stories. We’re interested in
learning more about the types of news you prefer. Next, you will see six recent
news headlines. Read each headline, then indicate how interesting you find the
story and choose which of two statements best describes the story. If you’re not
sure, just give your best guess. Please pay close attention to the headlines, as
you will be asked questions about them later on in the survey.

[Respondents are randomly assigned to either receive all six election headlines,
or five misinformation headlines and one election headline. Each is followed
by a question asking them to rate how interested they are in the headline, and
a brief factual question about the headline’s contents.]

Election headlines
Election Uncertainty Spurs Investors to Hedge
Campaigns Are Texting Voters Out of The Blue
Posting Political Signs in the Window Is Your Right - Isn’t It?
Advertising War Already Started During Tough Election Season
After A Tough 2016, Many Pollsters Haven’t Changed Anything
Wandering Voters Key to Presidential Race

Misinformation headlines
Fighting Misinformation on Social Media Has Proven Lucrative for Tech
Groups
Facebook Will Now Fact-Check Photos, Videos as it Fights Misinformation
Fake News on Social Media Platforms is a New Kind of Cybersecurity Attack
How Can Students Learn to Distinguish Misinformation from Real News?
Google Announces Plan to Combat Spread of Fake News
(One headline inserted at random from the “Election Headlines” condition)
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58 Appendix

What thoughts came to mind when reading those headlines?
- [open-ended]

Overall, about what percentage of the news that appears in the following places
do you think is misinformation? [0 − 100]
- Social media
- Newspapers
- Television news

About how frequently do you think the average person encounters political mis-
information? This might be in the news, via social media, or in other ways.
- Every day
- A few times a week
- A few times a month
- A few times a year
- Rarely or never

And about how frequently do you think you personally encounter political mis-
information?
- Every day
- A few times a week
- A few times a month
- A few times a year
- Rarely or never

Do you think the spread of inaccurate information on the Internet is:
- A very important problem
- A somewhat important problem
- A minor problem
- Not a problem

Do you agree or disagree with the following statements? [strongly disagree,
somewhat disagree, neither agree nor disagree, somewhat agree, strongly
agree]
- Sometimes, politics seem so complicated that a person like me can’t really
understand what’s going on.

- I feel that I have a pretty good understanding of the important political issues
debated by the government.

- I consider myself well-qualified to participate in politics.
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How much, if at all, do you trust the information you get from...
- National news organizations
- Local news organizations
- Friends, family, and acquaintances
- Social networking sites, such as Facebook and Twitter

How much of the time do you think you can trust the news media to report the
news fairly?
- Just about always
- Most of the time
- Some of the time
- Almost never

Do you agree or disagree with the following statements? [strongly disagree,
somewhat disagree, neither agree nor disagree, somewhat agree, strongly
agree]
- Most politicians are trustworthy.
- Politicians in the US do not deserve much respect.
- Politicians generally have good intentions.

In general, how often can you trust the government in Washington to do what
is right?
- All of the time
- Most of the time
- Some of the time
- None of the time

Please rank the following institutions on a scale from 0 to 100. Zero means you
feel very unfavorable toward them, and 100 means very you feel very favor-
able. Fifty means you do not feel favorable or unfavorable.
- The news media
- Facebook
- Congress
- The Republican party
- The Democratic party

Generally speaking, do you think of yourself as a:
- Democrat
- Republican
- Independent
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- Another party
- No preference

[if no party in previous question]Would you say that you are closer to the Dem-
ocratic party or the Republican party?
- Democrat
- Republican

What is the highest degree or level of school you have completed?
- Did not graduate from high school
- High school diploma or the equivalent (GED)
- Some college
- Associate degree
- Bachelor’s degree
- Master’s degree
- Professional or doctorate degree

Earlier, you read a series of headlines. This question is about those headlines.
Were some of the headlines you saw earlier specifically about the issue of mis-
information?
- Yes
- No

E.2 Study 2 Survey Instrument
Respondents were part of the NORC panel and party identification was col-
lected during a previous wave of the panel.

How closely do you follow politics and government affairs?
- Very closely
- Somewhat closely
- Not that closely
- Not at all

People get news from many different sources. Please indicate how often you
get news from the following sources [never, hardly ever, sometimes, often]
- Facebook
- Twitter
- Print newspaper
- Local TV news
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- Fox News
- MSNBC
- Online news websites

[Treatment group receives this question BEFORE the media trust and misin-
formation estimate questions; Control group receives it AFTER] Lately, there
have been a lot of news stories about the spread of political misinformation.
How closely are you following news about this issue?
- Very closely
- Somewhat closely
- Not that closely
- Not at all closely

Overall, about what percentage of the news that appears in the following places
do you think is misinformation? [0 − 100]
- Social media
- Newspapers
- Television

How much do you trust news from the following sources? [1 − 5 scale]
- Local newspapers
- National newspapers
- Facebook
- Twitter
- Network TV news
- Local TV news

E.3 Study 3 Survey Instrument
In what year were you born?

How closely do you follow what’s going on in government and public affairs?
- Very closely
- Somewhat closely
- Not that closely
- Not at all

People get news from many different sources. Please indicate how often you
get news from the following sources [never, sometimes, often]:
- Facebook
- Twitter
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- Fox News
- Local TV news
- MSNBC
- Online news websites
- Print newspaper

Different people prefer different types of news stories. We’re interested in
learning more about the types of news you prefer. Next, you will see six recent
news headlines. Read each headline, then indicate how interesting you find the
story and choose which of two statements best describes the story. If you’re not
sure, just give your best guess. Please pay close attention to the headlines, as
you will be asked questions about them later on in the survey.

[Respondents are randomly assigned to either receive all six election headlines,
or five misinformation headlines and one election headline. Each is followed
by a question asking them to rate how interested they are in the headline, and
a brief factual question about the headline’s contents.]

Election headlines
Election Uncertainty Spurs Investors to Hedge
Campaigns Are Texting Voters Out of The Blue
Posting Political Signs in the Window Is Your Right – Isn’t It?
Advertising War Already Started During Tough Election Season
After A Tough 2016, Many Pollsters Haven’t Changed Anything
Wandering Voters Key to Presidential Race

Misinformation headlines
Fighting Misinformation on Social Media Has Proven Lucrative for Tech
Groups

Facebook Will Now Fact-Check Photos, Videos as it Fights Misinformation
Fake News on Social Media Platforms is a New Kind of Cybersecurity Attack
How Can Students Learn to Distinguish Misinformation from Real News?
Google Announces Plan to Combat Spread of Fake News
(One headline inserted at random from the “Election Headlines” condition)

Please tell us what is most important to you when you are deciding what news
sources to trust.
- [open-ended]
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Overall, about what percentage of the news that appears in the following places
do you think is misinformation? [0 − 100]
- Social media
- Newspapers
- Television news

About how frequently do you think the average person encounters political mis-
information? This might be in the news, via social media, or in other ways.
- Every day
- A few times a week
- A few times a month
- A few times a year
- Rarely or never

And about how frequently do you think you personally encounter political mis-
information?
- Every day
- A few times a week
- A few times a month
- A few times a year
- Rarely or never

Do you think the spread of inaccurate information on the Internet is:
- A very important problem
- A somewhat important problem
- A minor problem
- Not a problem
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