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Abstract

Objectives. Clinician acceptance influences technology adoption, but UK health professionals’
attitudes towards artificial intelligence (AI) in hearing healthcare are unclear. This study
aimed to address this knowledge gap.

Methods. An online survey, based on the Checklist for Reporting Results of Internet
E-Surveys, was distributed to audiologists, ENT specialists and general practitioners. The sur-
vey collected quantitative and qualitative data on demographics and attitudes to AI in hearing
healthcare.

Results. Ninety-three participants (mean age 39 years, 56 per cent female) from three profes-
sional groups (21 audiologists, 24 ENT specialists and 48 general practitioners) responded.
They acknowledged ATDs benefits, emphasised the importance of the clinician-patient
relationship, and stressed the need for proper training and ethical considerations to ensure
successful Al integration in hearing healthcare.

Conclusion. This study provides valuable insights into UK healthcare professionals’ attitudes
towards AI in hearing health and highlights the need for further research to address specific
concerns and uncertainties surrounding Al integration in hearing healthcare.

Introduction

The global shortage of hearing health professionals and the increasing burden of hearing
loss and ear pathology are well documented.”* Artificial intelligence (AI) technologies
have gained significant attention in healthcare for their potential applications in clinical
decision support, and helping to deal with significant increases in global healthcare need.

In the field of hearing health, AI holds promise for improving diagnostic accuracy,
treatment planning and patient management to help combat the global shortage of
healthcare workers and increase the efficiency of healthcare delivery.’ ® Examples include
the use of a dermatology Al diagnostic tool to triage skin cancer referrals, resulting in 799
out of 2023 (37 per cent) patients being discharged without needing to attend a hospital
appointment during a 6-month pilot, and a radiology AI tool supporting radiologists
reporting magnetic resonance imaging scans, which resulted in a significant reduction
in reporting time and superior or equivalent inter-observer agreement.7’8

The use of Al technologies in healthcare raises ethical issues around patient safety,
empathy and/or patient-centred care, data security, professional de-skilling, and appor-
tioning blame and/or fault, which can affect attitudes and the acceptability of Al tech-
nologies.””'* While previous studies have explored Al in healthcare in general,'*"”
limited research has focused specifically on the attitudes of healthcare professionals
towards Al technologies in hearing health.

Healthcare professionals in Al-advanced medical specialties, such as dermatology and
radiology, generally have positive attitudes towards the integration of AI technologies into
clinical workflows. However, a minority of professionals expressed concerns about poten-
tial job displacement in the future.'® Practicing doctors were more inclined to believe that
certain aspects of their job roles might be replaced by AI technologies, while students were
more inclined to believe that entire job roles could be lost."” Understanding healthcare
professionals’ perspectives on Al in hearing health is crucial for the successful integration
and adoption of these technologies.

This study aims to fill this gap by examining the understanding, experience and atti-
tudes of healthcare professionals in the UK towards AI technologies for clinical decision
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support in hearing health. Understanding these important sta-
keholder’s attitudes will support user-centred Al development
and increase the likelihood that AI technologies in hearing
health will be introduced into clinical practice.

The objectives of this study were (1) to assess healthcare pro-
fessionals’ understanding of AI technologies in hearing health;
(2) to examine healthcare professionals’ experience and usage
of Al in their practice; and (3) to explore the attitudes and opi-
nions of healthcare professionals towards Al, including con-
cerns, perceived benefits and potential challenges.

This research will provide insights into the current state of
AT adoption in hearing health among healthcare professionals
in the UK. The findings will contribute to a deeper under-
standing of the attitudes and concerns of healthcare profes-
sionals, guiding the implementation of AI technologies in
hearing health. The outcomes will enable policymakers and
healthcare organisations to address barriers to adoption and
facilitate the effective integration of Al into clinical practice.

Materials and methods
Literature review

A scoping review of the literature for English language publica-
tions related to attitudes to artificial intelligence for healthcare
applications amongst healthcare professionals was performed.
The Medline (PubMed), Google Scholar and Cochrane Library
databases were searched using relevant keywords including ‘arti-
ficial intelligence’, ‘AT, ‘machine learning’, ‘healthcare profes-
sionals’, ‘attitudes’, ‘opinions’ and ‘acceptance’. The included
studies were those that contained quantitative and qualitative
measures of healthcare professional’s attitudes, opinions, con-
cerns and views on Al technologies in healthcare. Studies that
did not include these measures were excluded. In total, 316
results were retrieved, with 16 full texts included after review
(Supplementary Material 1).

Ethical considerations

Ethical approval was granted by the University of Manchester
Ethics Committee (Ref: 2023-16190-27304).

Survey design

An open online questionnaire survey method was chosen as a
pragmatic way of reaching a wide audience of professionals.
The design and reporting of this study adhere to the guidelines
provided by the Reporting Results of Internet E-surveys
framework.”

Study development

The target audience for the survey were practicing general prac-
titioners, audiologists, ENT specialists and ENT specialty doc-
tors and associate specialists in the UK. UK-based general
practitioner trainees (general practice specialty trainee year 1
and above), UK-based ENT trainees (specialty trainee year 3
and above) and doctors in non-training roles with commensur-
ate experience were also eligible to participate. Professionals not
fitting these criteria were not eligible to participate.

Articles retrieved from the literature review were synthe-
sised to identify relevant themes and used to design a ques-
tionnaire. The questionnaire was pilot tested with 10
participants (3 ENT specialists, 3 GP trainees and 4
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audiologists). Following their input, some items in the ques-
tionnaire were refined. The final version of the questionnaire
can be found in Supplementary Material 2.

Dissemination of survey

The survey was administered using the Qualtrics™ online sur-
vey tool. An invitation to participate in the study, the partici-
pant information sheet and a link to the questionnaire were
distributed via email to members of Health Education
England Northwest, the British Association of Audiology,
the British Society of Audiology and ENT UK by the profes-
sional bodies (Supplementary Material 3) and to professional
contacts. The British Society of Audiology also advertised
the survey on their website (https:/www.thebsa.org.uk/
research/). The researchers had no direct contact with survey
respondents and did not collect any identifiable information.
The survey window was open between 3 March and 30 May
2023. One reminder was sent during the survey window to
enhance the response rate and mitigate against non-response
bias. Participation was voluntary. Responses were collected
anonymously and participant internet provider addresses were
not collected. No incentives were offered for participation.
Ticked checkbox responses were included at the start of the
questionnaire after the participant information to capture con-
sent. Forced responses were employed to increase the rate of
fully completed questionnaires. All participants viewed the ques-
tions in the same order. Adaptive questioning (conditional dis-
play of occupation and training grade) was employed for the
question on the participant’s occupation to reduce the overall
number of questions participants had to answer. There was
one question displayed per page. A single open-ended question
was included at the end of the questionnaire to allow participants
to elaborate on their views on the topic of the questionnaire.
Participants were able to pause the questionnaire and return
to complete it later as long as it was completed by the end of the
survey window. A ‘back’ button was included to allow partici-
pants to change their responses. Respondents were prevented
from making multiple submissions using cookies to assign a
unique user identifier to each participant’s electronic device.

Analysis

The statistical analysis for the quantitative data was conducted
using RStudio. Descriptive statistics were computed and a com-
parison of variables between groups (general practitioners vs
audiologists vs ENT specialists) was performed using the
Kruskal-Wallis test. A p value of less than 0.05 was considered
statistically significant. Post hoc testing was not carried out as
there was no statistically significant difference between the groups.

Inductive thematic analysis was used to analyse the qualita-
tive data. The lead author (BO) read the responses multiple
times to achieve familiarisation with the responses, then
codes (descriptive labels) were generated to capture the key
concepts and ideas. These codes were then organised into
themes and the themes were subsequently analysed and
interpreted by two authors (BO and A d’E).

Results and analysis
Respondent characteristics

One hundred healthcare professionals responded to the invita-
tion to participate, completed the informed consent
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checkboxes and commenced the survey. Ninety-three partici-
pants completed the survey, giving a completion rate of 93
per cent.

The mean age of respondents was 39 years (range 22-58
years, standard deviation 9.13 years), with female participants
constituting 56 per cent of the participants. The participants
included 21 audiologists, 24 ENT specialists and 48 general
practitioners. ENT consultants and general practitioners with
more than 10 years’ experience comprised 30 per cent of their
occupational groups, while audiologists had a diverse distribu-
tion of Agenda for Change grades including non-Agenda for
Change bands 5 to Band 8b. ENT and general practitioner trai-
nees each comprised 54 per cent of their occupational groups.

At baseline, participants reported a high level of confidence
using everyday technology such as computers and smart-
phones, with 90 out of 93 participants (93 per cent) rating
themselves ‘extremely confident’ or ‘somewhat confident’.
The majority of the participants (90 out of 93, 97 per cent)
were familiar with the concept of Al, and 80 out of 93 (86
per cent) were aware of Al applications in healthcare. Social
media emerged as the dominant source of knowledge about
Al, although other sources, such as science podcasts and
research and development in laboratories, were also mentioned
(Figure 1). Two participants (2 per cent) had received some
formal training in AI in healthcare: 1 had completed a
certificate-level course and the other did not elaborate.

Regarding Al usage, 14 participants (15 per cent) reported
having used AI in their practice, primarily for literature
searches, cochlear implant management, administrative tasks
and patient triage. The remaining participants had not used
Al (n=73, 78 per cent) or were unsure (1 =6, 6.5 per cent).

Participants expressed varying opinions on Al, with the
majority (69 per cent) reporting that if an Al algorithm were
to have a different opinion to theirs, they would rely on their
judgment rather than that of the Al algorithm. Twenty-five par-
ticipants (27 per cent) were unsure about what they might do in
this scenario, and 3 (3 per cent) reported that they would use
the recommendation of the Al algorithm.

B Oremule, G H Saunders, K Kluk et al.

Attitudes to artificial intelligence in healthcare

Participants’ attitudes towards Al in hearing healthcare are
summarised in Figure 2 and a key to the full question state-
ments is given in Table 1. Participant responses were measured
on a five-point Likert scale (1 = strongly disagree; 2 = disagree;
3 = neither agree nor disagree; 4 = agree; 5 = strongly agree). A
mean score for each statement was calculated, with 1 being the
minimum possible score and 5 the maximum. A higher score
denoted a more positive attitude, and a lower score denoted a
more negative attitude.

Participants expressed excitement towards AI technologies
(mean: 4.14, median: 4) and showed openness to using Al
for diagnosis and clinician decision support in their practice
(mean: 3.98-4.02, median: 4). However, concerns were raised
regarding potential impacts, including diagnostic bias (mean:
3.54, median: 4), data misuse (mean: 3.54, median: 4), legal
liability (mean: 3.68, median: 4) and reduced learning oppor-
tunities for humans (mean: 3.29, median: 4). Participants
agreed that Al training should be integrated into professional
education and training programmes (mean: 4.17, median: 4).

Participants tended to disagree that Al technologies are more
accurate than humans at diagnosis (mean: 2.82, median: 3), that
AT would remove their autonomy (mean: 2.54, median: 2) or
that AI would completely replace certain medical specialties
(mean: 2.57, median: 2). However, participants leaned towards
agreement that some human healthcare professionals would
be replaced by Al in the future (mean: 3.31, median: 4).

Notably, there were no statistically significant differences in
the attitudes expressed between the groups (ENT vs audiology
vs general practitioners). The analysis, using the Kruskal-
Wallis test, showed that the p values for all the comparisons
were greater than 0.05, indicating that the observed variations
in attitudes were likely due to chance rather than meaningful
differences between the groups. Additionally, Spearman’s cor-
relation analysis revealed no significant correlation between
the age of the participant and the opinions expressed about
AT technologies in healthcare (Spearman’s r<0.3, p>0.05)
(Figure 3).

Knowledge sources’: Media/social media appears most often.

a B = 5 - |

Figure 1. Sources of knowledge about artificial intelligence. Media and/or social media appear most often.
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Figure 2. Attitudes towards Al technologies amongst hearing health professionals. See Table 1 for full question statements.

Qualitative analysis of further comments

The final question of the survey asked participants to ‘please
write any further comments you may have about Al technolo-
gies in hearing healthcare’.

Multiple readings of the participant responses was per-
formed by one author (BO) to gain familiarity with the data
and to identify patterns and concepts (known as ‘codes’ in
qualitative research). The initial codes created were software
and technology, concerns and ethics, potential benefits and

applications, patient-clinician relationship, practical consid-
erations and limitations, and uncertainties and balances.
After reflecting on the codes and interpreting them in the
context of the research objectives, the codes were refined
into five themes. In qualitative analysis, a theme is a recurring
pattern or concept found in a dataset and is made up of a col-
lection of codes. The ‘software and technology’ code was not
included as a theme as it did not capture a distinct recurring
pattern in the data. The themes and examples of statements

Table 1. Key to terms used in Figures 2 and 3

Al accuracy

In general Al technologies are more accurate than healthcare professionals at diagnosis

Al autonomy

Al will remove my autonomy in making medical diagnoses

Al change practice
diagnosis

Al software that could help with diagnosing ear conditions would change my practice

Al change practice hearing

Al software that could help with measuring hearing thresholds would change my practice

Al concerning

New Al technologies in healthcare concern me

Al diagnostic bias

| have concerns about diagnostic bias in Al technologies in healthcare

Al exciting New Al technologies in healthcare are exciting
Al legal liability | have concerns about legal liability when using Al technologies in healthcare
Al misuse | have concerns about misuse of data with Al technologies in healthcare

Al reduces opportunities

Using Al technologies in healthcare may reduce human physicians’ learning opportunities and knowledge

Al relationship change

Al will change the relationship between members of my profession and their patients

Al replaces human

Some human healthcare professionals will be replaced by Al in the foreseeable future

Al replaces specialties

Al will replace some medical specialties in the near future

Al support decisions

| would use an Al software and/or program to support my clinical decision-making when diagnosing ear conditions

Al support hearing

| would use an Al software and/or program that can assist with measuring hearing thresholds if | knew the technology had
good accuracy

Al training

Al in healthcare should be part of our professional education and training

Al useful diagnosis

Al software that could help with diagnosing ear conditions would be useful in my practice

Al useful hearing

Al software that could measure hearing thresholds would be useful in my practice

Al = artificial intelligence
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ciations. See Table 1 for full question statements.

were concerns and ethical considerations, potential benefits
and applications of AI in hearing healthcare, the patient-
clinician relationship and the human component, practical
considerations and limitations, and uncertainties and a
balanced perspective.

Concerns and ethical considerations

The comments provided by the respondents highlighted
concerns regarding the perceived lack of diversity within the
community of Al developers and many of the datasets the algo-
rithms are trained on. This could potentially lead to harms and
unintended consequences through bias and limitations in per-
formance. This observation is significant as it prompts inquiries
into the notions of fairness, equity and the possibility of Al tech-
nologies aggravating prevailing health disparities if they are not
deployed in a responsible and equitable manner.

T think AI technology is in its infancy and this is both exciting and
concerning as to its application in healthcare. In certain scenarios Al
can be used to enhance healthcare but we need to consider the

impacts of this new technology and potential harms.’
‘Largely based codes [sic] regression models written by white men.’

Potential benefits and applications of artificial intelligence in
hearing healthcare

The respondents acknowledged the potential benefits of Al in
hearing healthcare, particularly in the areas of diagnosis and
analysis. They expressed the view that AI has the capacity to
serve as a valuable tool during these phases of hearing health-
care delivery and considered it as an intriguing prospect for
the future. The respondents also recognised the widespread
influence of AI in various technical fields, highlighting its
significance as a transformative force shaping the future of
hearing healthcare and other industries.

‘Likely to be useful tools during diagnostic and analytic phases.’
‘Anything to aid our assessment and diagnosis of patients within a
consultation would be an interesting prospect for the future.

‘Very useful in helping to separate ear conditions that require urgent
referrals from those that require routine referral to ENT.
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Patient-clinician relationship and human component
Respondents acknowledged the continued significance of the
human component in the patient—clinician relationship,
which emphasised the importance of empathy, and recognised
that patients value interactions with human clinicians.
They viewed Al as a supportive tool rather than a complete
replacement for human clinicians. The respondents further
acknowledged the influence of patient preferences and expec-
tations. These insights contribute to our understanding of the
complex dynamics between Al, healthcare professionals and
patients.

‘The human component is still a very important part of patient-
clinician relationship.”

‘T am interested in how AI can improve and help clinicians make
diagnoses and treat patients.’

‘Patients want what they want ... If they want to see someone, for
example, they will change the answers until they get to see someone.’

Practical considerations and limitations

The respondents’ perspectives reveal some practical considera-
tions and limitations associated with the integration of Al in
hearing healthcare. One important aspect highlighted was
the need for clinicians to receive adequate training and access
to necessary resources to effectively utilise AI technologies.
They also emphasised the time pressures often faced in pri-
mary care settings, suggesting that the implementation of Al
should be mindful of the demanding nature of these environ-
ments. In addition, concerns were raised about patients poten-
tially finding it difficult to understand instructions if they had
to use AI technologies. These insights underscore the import-
ance of addressing practical barriers to ensure seamless inte-
gration of Al into hearing healthcare workflows while
considering the unique context and dynamics of clinical
practice.

‘Requires appropriate training and resources for clinicians.’

‘May be time-pressured in general practitioner settings.’

‘Patients can be very difficult to test and there are issues with under-
standing the instructions. Often you can tell by watching a patient
carefully whether they have heard a sound or not. Tinnitus can
make responses very variable, which can be allowed for by the clin-
ician. Would AI be able to do this?’

‘Patients want what they want. They therefore have to tell the truth.
If they are not happy with the outcome they just rerun the inquiry
until they get the answer they want. If they want to see someone, for
example, they will change the answers until they get to see
someone.’

Uncertainties and balanced perspective

The participants’ feedback regarding uncertainties and main-
taining a balanced perspective regarding Al in hearing health-
care provided valuable insights. Participants acknowledged
that AI technology is still in its early stages of development.
There is a prevailing belief that changes in this field will
occur gradually, with advancements happening once the tech-
nologies have matured sufficiently. While the current state of
Al in hearing healthcare presents both excitement and con-
cern, it highlights the need for careful exploration and evalu-
ation of the applications of AI in hearing healthcare, keeping
in mind the ethical, social and practical implications to main-
tain a balanced perspective.

‘Changes will happen slowly and only when technologies are mature.’
‘Do not feel hearing healthcare should be focus for AL’

933

‘Al technology is in infancy and this is both exciting and concerning
as to application in healthcare.

‘The robots better not be taking my job. Those are MY audiometer
dials to twiddle ... not Chappie’s”

Discussion
Principal findings

The majority of the respondents were younger in age and rated
themselves as ‘tech savvy’, believed that they understood the
concept of Al and were aware of Al being used in healthcare.
The participants in this study expressed excitement and open-
ness towards Al in healthcare, highlighting the potential ben-
efits during the diagnostic and analytic phases of hearing
healthcare delivery. However, they also raised concerns about
ethical considerations, including the potential for biases, data
misuse, a lack of clarity about legal liability and the need to
address the impacts and potential harms associated with Al
technologies. Healthcare professionals consider fairness and
equity in the development and deployment of Al as important
factors in ensuring existing health inequalities are not
widened.

« Clinician acceptance impacts technology adoption, yet little is known
about the attitudes of UK hearing health professionals towards artificial
intelligence (Al) in hearing healthcare

» A web-based survey was conducted with UK ENT specialists, audiologists

and general practitioners to assess their attitudes to Al in hearing

healthcare

The findings highlight diagnostic quality, time efficiency and user-centred

design as important considerations for Al adoption and implementation

Understanding the sociotechnical context of the local healthcare system

and the emotional element of attitudes to Al technologies is vital to avoid

implementation failures

« Future studies should focus on understanding and addressing specific
concerns and challenges within each speciality to ensure safe and
responsible integration of Al technologies in hearing healthcare

While healthcare professionals providing hearing health-
care noted the potential advantages of using Al technologies,
in their response to questions regarding the impact of Al tech-
nologies on the patient-clinician relationship they highlighted
the need for Al technologies not to replace the human inter-
personal aspect of the patient-clinician relationship and for
patient preferences to remain central to hearing healthcare
delivery. Participants also identified some practical considera-
tions and limitations associated with the integration of Al in
hearing healthcare. Adequate training and resources for
healthcare professionals were emphasised as essential for the
effective use of Al, while the time pressures often faced in pri-
mary care settings was recognised as a potential limitation to
adoption.

Participants believed that changes in Al technologies would
occur gradually as the technologies mature and a balanced per-
spective is required. There was scepticism about the utility of
Al in certain interpersonal situations, underscoring the
importance of careful consideration and evaluation when
implementing Al technologies in hearing healthcare. These
insights emphasise the need to address practical barriers and
ensure successful integration of Al into hearing healthcare
workflows while considering the unique dynamics of clinical
practice.

It was interesting to note that there were no significant dif-
ferences between the professions in their opinions about Al
This contrasts with attitudes in the 1970s, when general prac-
titioners were at the forefront of the revolution in
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computerised health service provision while secondary care
professionals were slow to adopt it.*' In addition, the age of
the participants showed only weak correlations with agree-
ment on the survey statements. This suggests that there may
be broad agreement on how AI technology should be
developed and deployed.

Comparison with the literature

This is the first study investigating attitudes to AI amongst a
range of healthcare professionals providing hearing healthcare.
No studies have specifically investigated attitudes amongst
ENT specialists or audiologists, highlighting the gap in the lit-
erature that this study fills.

The only previous survey investigating attitudes to Al
amongst UK general practitioners was published by Blease
et al. and included 1474 general practitioner respondents.””
It revealed that general practitioners expressed considerable
optimism about the likelihood that clinical documentation
would be fully automated soon, with the majority of partici-
pants (79 per cent) believing this would occur within 10
years. In the same study, respondents believed it unlikely
that technology will ever be able to fully replace physicians
when it comes to diagnosing patients (68 per cent) and deli-
vering empathic care (94 per cent). Artificial intelligence tech-
nologies have significantly advanced since the Blease et al.
paper was published, yet the present study also found that
hearing health professionals did not believe that AI technolo-
gies would replace human clinicians entirely. In addition, this
study found that hearing health professionals believed the
human component of the patient—clinician relationship
would not easily be replicated by Al technologies.

Two qualitative studies have been conducted with general
practitioners exploring their opinions on Al in healthcare. In
a follow up to their questionnaire, Blease et al. conducted a web-
based survey of 720 UK general practitioners to gauge their opi-
nions on the likelihood of future technology fully replacing gen-
eral practitioners in performing 6 key primary care tasks and, if
respondents considered replacement for a particular task likely,
their estimate of how soon the technological capacity might
emerge.” The survey identified three major themes: the limita-
tions of future technology, the potential benefits of future tech-
nology, and social and ethical concerns. The limitations
included the belief that AI will not be able to replicate the
human ability to show empathy. The perceived benefits were
improved efficiency and a reduced burden on clinicians.
Social and ethical concerns were varied and included the accept-
ability of Al to patients, the potential to cause harm and, tan-
gentially, AI's potential impact on understaffing.

Buck et al interviewed 18 general practitioners from
Germany in 2020 to better understand general practitioners’
attitudes to Al-enabled systems.”* They found three determi-
nants of their attitudes: concerns, expectations and minimum
requirements. Concerns regarding Al-enabled systems included
existential anxiety, the potential change in the physician—patient
relationship, misuse of data and diagnostic bias. Some partici-
pants expressed fears of Al taking over their tasks and feeling
replaceable. There were concerns about the impact of Al on
the physician—patient relationship, including the potential loss
of personal attention and standardised interactions.

Misuse of data and violation of privacy were also major
concerns, with participants worried about data being inter-
cepted and used to the disadvantage of patients. Diagnostic
bias was another concern, as Al systems could influence

B Oremule, G H Saunders, K Kluk et al.

decision-making and lead to incorrect diagnoses and overex-
pansion of treatment services.

General practitioners had positive expectations regarding
the benefits of Al in terms of diagnostic quality, diagnostic
efficiency and legal liability, but they also had concerns
about AT’s lack of human competencies and the potential
increase in time expenditure. Environmental influences, such
as changing working conditions, stakeholder opinions, media
coverage and information technology infrastructure, also
shaped general practitioners’ attitudes. Individual characteris-
tics, such as age and affinity with technology, influenced the
participants’ perspectives.

The minimum requirements for Al-enabled systems, as
identified from the interviews, included time efficiency, diag-
nostic quality, data security, economic viability, transparency
and autonomy. General practitioners expect Al systems to be
fast and easy to use, provide accurate diagnoses, ensure data
privacy, be affordable, be transparent in their functioning
and allow physicians to maintain their autonomy in decision-
making. It is important to note that in some respects, clini-
cians’ autonomy in decision-making has been progressively
limited over recent decades by clinical guidelines and targets
(e.g. quality and outcomes framework indicators), so Al tech-
nologies used for decision-support would not be spoiling a
‘perfect picture’.

This study’s findings share similar themes with those pub-
lished in the literature, including the perceived benefits of Al
in hearing healthcare, its limitations, and social and ethical
considerations. However, in contrast to the findings of Buck
et al.,>* we did not find a significant association between age
and the attitudes expressed by general practitioners.

One common theme across all studies was the belief that AI
technologies could not replicate the human clinician’s ability
to interact empathetically with their patients. However, recent
advancements in large language models, such as ChatGPT™,
have demonstrated the ability of Al to generate quality and
empathetic responses to patient questions. Evaluators in one
study preferred the chatbot’s responses to physicians in 78.6
per cent of the 585 evaluations (95 per cent confidence inter-
val, 75.0-81.8 per cent) and rated the chatbot’s responses as
significantly more empathetic than physician responses (f=
18.9, p<0.001).”> Although further research is required to
explore this application of Al in healthcare, it has clear impli-
cations for the future of the patient-clinician relationship.

These findings highlight the importance of addressing the
emotional component of attitudes to Al technologies, and have
identified diagnostic quality and time efficiency as crucial factors
for healthcare professionals to consider in adopting Al systems.
User-centred design and proactive promotion of Al-enabled sys-
tems are essential for the successful integration of Al systems into
everyday use in hearing healthcare. Ignoring the surrounding
sociotechnical context of the complex circumstances of the
healthcare system could lead to implementation failure (e.g.
unintended effects, non-adoption or abandonment).’*%

Strengths and limitations

This study has some limitations inherent with cross-sectional
surveys. Firstly, the sample size was small, with a relatively
young cohort of respondents and may not represent the
views of the broader population of professionals working in
the UK. There could also be inherent bias in participants’ will-
ingness to participate, introducing potential biases in the atti-
tudes expressed in this survey. Furthermore, the qualitative
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data obtained were only volunteered by a proportion of the
respondents, and it was not possible to probe the participants’
responses because of the limitations of the online survey.
Further qualitative work with ENT specialists and audiologists
would address this knowledge gap.

Conclusions

This mixed-methods analysis provides insights into the under-
standing, experience and attitudes of audiologists, ENT specia-
lists and general practitioners in the UK towards Al
technologies in hearing health. The findings highlight the
need for appropriate training and resources, careful consider-
ation of ethical implications, a patient- and user-centred
approach, and a balanced perspective on the potential benefits
and limitations of Al for clinical decision support. Future
research should involve the co-design and co-creation of solu-
tions to the concerns highlighted by hearing healthcare profes-
sionals in this study.

Supplementary material. The supplementary material for this article can
be found at https://doi.org/10.1017/50022215124000550.
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