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Abstract

We prove a difference analogue of the celebrated Tumura–Hayman–Clunie theorem. Let f be a transcen-
dental entire function, let c be a nonzero constant and let n be a positive integer. If f and Δn

c f omit zero in
the whole complex plane, then either f (z) = exp(h1(z) + C1z), where h1 is an entire function of period c
and exp(C1c) � 1, or f (z) = exp(h2(z) + C2z), where h2 is an entire function of period 2c and C2 satisfies

(1 + exp(C2c)
1 − exp(C2c)

)2n
= 1.

2020 Mathematics subject classification: primary 30D35; secondary 39A10.
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1. Introduction

Let f be a meromorphic function on the complex plane C. We assume that the reader
is familiar with the fundamental results and the standard notation of the Nevanlinna
value distribution theory. We refer readers to [12, 16, 17] for more details. A quick
introduction of some basic notions in Nevanlinna theory can be found in Section 2.

For any n ∈ N and c ∈ C\{0}, we define the forward difference operator Δc f (z) by

Δc f (z) = f (z + c) − f (z)

and, by induction,

Δn+1
c f (z) = Δn

c f (z + c) − Δn
c f (z).

In addition, we use the usual notation Δ f (z) for c = 1.
In 1935, Csillag [6] proved the following result.
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146 M. Fang, H. Li and X. Yao [2]

THEOREM 1.1. Let m, n be two distinct positive integers and let f be a transcendental
entire function. If f � 0, f (m) � 0, f (n) � 0, then f (z) = eaz+b, where a (� 0), b are
constants.

Tumura [15], Hayman [11] and Clunie [5] improved Theorem 1.1 as follows.

THEOREM 1.2. Let n (≥ 2) be a positive integer and let f be a transcendental entire
function. If f � 0, f (n) � 0, then f (z) = eaz+b, where a (� 0), b are constants.

Recently, there has been growing interest in difference analogues of the value
distribution of meromorphic functions (see [2–4, 8–10]). In 2013, Chen [1] obtained a
difference analogue of Theorems 1.1 and 1.2.

THEOREM 1.3. Let f be a transcendental entire function of finite order, let c be a
nonzero constant and let n be a positive integer. If f � 0, Δn

c f � 0, then f (z) = eaz+b,
where a (� 0), b are constants.

The conclusion in Theorem 1.3 does not hold without a growth condition on f. For
example, if f (z) = exp(sin(2πz) + z), then Δn f � 0 for any n ∈ N.

Inspired by Theorems 1.2 and 1.3, together with the above example, we naturally
pose the following question.

QUESTION 1.4. What can we say if f is a transcendental entire function in
Theorem 1.3 without a further assumption on the growth order?

We consider this question and obtain the following result.

THEOREM 1.5. Let f be a transcendental entire function, let c be a nonzero constant
and let n be a positive integer. If f � 0, Δn

c f � 0, then either

f (z) = exp(h1(z) + C1z), (1.1)

where h1 is an entire function of period c and exp(C1c) � 1, or

f (z) = exp(h2(z) + C2z), (1.2)

where h2 is an entire function of period 2c and C2 satisfies
(1 + exp(C2c)
1 − exp(C2c)

)2n
= 1.

As an application of Theorem 1.5, we obtain the following result which improves
Theorem 1.3.

THEOREM 1.6. Let f be a transcendental entire function of hyper-order less than 1 and
c be a nonzero constant. Assume that f and Δn

c f omit zero in the whole complex plane
for some n ∈ N. Then f (z) = eaz+b, where a � 0 and b are constants.

Frank [7] and Langley [13] proved that Theorem 1.2 remains valid for meromorphic
functions. They obtained the following theorem.
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[3] The Tumura–Hayman–Clunie theorem 147

THEOREM 1.7. Let n (≥ 2) be a positive integer and let f be a transcendental mero-
morphic function. If f � 0, f (n) � 0, then f (z) = eaz+b, where a (� 0), b are constants.

Based on Theorems 1.2, 1.3 and 1.7, it is natural to ask whether Theorem 1.3 is
valid or not for meromorphic functions. The following example shows that the answer
to this question is in the negative.

EXAMPLE 1.8. Let b and c be two complex numbers in C\{0}. For any entire
function H(z) with period c and n ∈ N, we can always construct a polynomial P(z)
of degree n such that Δn

cP(z) ≡ b and each zero of P(z) is also a zero of 1 − eH(z). Let
f (z) = P(z)/1 − eH(z). Then both f (z) and Δn

c f (z) omit zero.

2. Preliminaries

In this section, we collect some basic results which will be used in the proof of our
main results.

Let us recall some basic notation of Nevanlinna theory. Let f be a nonconstant
meromorphic function. The Nevanlinna characteristic is defined by

T(r, f ) = m(r, f ) + N(r, f ),

where m(r, f ) is the proximity function defined by

m(r, f ) =
1

2π

∫ 2π

0
log+ | f (reiθ)| dθ

and N(r, f ) denotes the integrated counting function of poles of f defined by

N(r, f ) =
∫ r

0

n(t, f ) − n(0, f )
t

dt + n(0, f ) log r

and n(t, f ) is the number of poles of f in {z : |z| ≤ t} counting multiplicities. The order
and the hyper-order of f are defined by

ρ( f ) = lim sup
r→∞

log+ T(r, f )
log r

and

ρ2( f ) = lim sup
r→∞

log+ log+ T(r, f )
log r

.

In addition, for any entire function f and r > 0, the maximum modulus of f is
denoted by

M(r, f ) = sup
|z|=r
| f (z)|.

The order and the hyper-order of an entire function f can also be defined by

ρ( f ) = lim sup
r→∞

log+ log+M(r, f )
log r
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and

ρ2( f ) = lim sup
r→∞

log+ log+ log+M(r, f )
log r

.

To prove our results, we need Pólya’s lemma on the growth of the composite of two
entire functions.

LEMMA 2.1 (Pólya’s lemma, [14]). Let f and g be two entire functions. Then

M(r, f ◦ g) ≥ M
(
CM
( r
2

, g
)
, f
)

for some constant C > 0, where ( f ◦ g)(z) = f (g(z)) for any z ∈ C.

We also need the following version of Borel’s theorem.

LEMMA 2.2 (Borel’s theorem, [16]). Let pj, qj (j = 1, . . . , n) be entire functions such
that:

(i)
∑n

j=1 pjeqj ≡ 0;
(ii) qs − qt is not constant for 1 ≤ s < t ≤ n;
(iii) T(r, pj) = o{T(r, eqs−qt )} (r → ∞, r � E) for 1 ≤ j ≤ n, 1 ≤ s < t ≤ n, where E is

of finite linear measure or finite logarithmic measure.

Then pj ≡ 0 for j = 1, . . . , n.

By Lemma 2.2, we can immediately obtain the following lemma, which is crucial
in the proof of our main result.

LEMMA 2.3. Let f0, . . . , fm−1 be nonconstant entire functions such that fs − ft is not
constant for 0 ≤ s < t ≤ m − 1 and let a0, . . . , am be nonzero entire functions such that
T(r, aj) = o{T(r, e fs− ft )} (r → ∞, r � E) for 0 ≤ j ≤ m, 0 ≤ s < t ≤ m − 1, where E is of
finite logarithmic measure. If there exists an entire function g such that

a0e f0 + · · · + am−1e fm−1 ≡ ameg,

then m = 1.

PROOF. If m = 1, we are done. Assume that m ≥ 2. From Lemma 2.2, there exists i
with 0 ≤ i ≤ m − 1 such that g(z) − fi(z) ≡ C1 for some constant C1. Thus,

(ai − ameC1 )e fi +

m−1∑
j=0,j�i

aje fj ≡ 0.

Therefore, by Lemma 2.2, we deduce aj = 0, j � i, which leads to a contradiction.
Thus, the integer m = 1. �

3. Proof of Theorem 1.5

PROOF. By rescaling f (z) using the transformation g(z) = f (cz), we may assume
without loss of generality that c = 1. Since f and Δn f omit zero in C for some n ∈ N,
there exist two entire functions g and h such that

https://www.cambridge.org/core/terms. https://doi.org/10.1017/S0004972723001089
Downloaded from https://www.cambridge.org/core. IP address: 13.58.124.172, on 04 Oct 2024 at 22:21:25, subject to the Cambridge Core terms of use, available at

https://www.cambridge.org/core/terms
https://doi.org/10.1017/S0004972723001089
https://www.cambridge.org/core


[5] The Tumura–Hayman–Clunie theorem 149

f (z) = eg(z) and Δn f (z) = eh(z).

It follows that

(−1)n
n∑

k=0

Ck
n(−1)keg(z+k) = eh(z). (3.1)

We divide our proof into three steps.

Step 1. We claim that there exists a constant D and a positive integer l (1 ≤ l ≤ n) such
that

g(z + l) − g(z) ≡ D.

Indeed, if there is no such l, then for 0 ≤ i < j ≤ n,

g(z + j) − g(z + i) � constant

(because otherwise, g(z + j − i) − g(z) ≡ constant and we can choose l = j − i, which
contradicts our assumption). Applying Lemma 2.3 to (3.1) yields n = 0, which is
impossible. This verifies our claim.

Step 2. We claim that either l = 1 or l = 2. Suppose the conclusion is not true, that is,
l ≥ 3. It is easy to see that

(−1)neh(z) =

n∑
k=0

Ck
n(−1)keg(z+k)

=

l−1∑
j=0

∑
k≡j (mod l), k≤n

Ck
n(−1)keg(z+k)

=

l−1∑
j=0

∑
k≡j (mod l), k≤n

Ck
n(−1)ke(k−j)D/leg(z+j)

=

l−1∑
j=0

eg(z+j)
∑

k≡j (mod l), k≤n

Ck
n(−1)ke(k−j)D/l. (3.2)

For simplification, write E = eD/l and

φj(E) :=
∑

k≡j (mod l), k≤n

Ck
n(−1)kEk−j.

For any E ∈ C\{0}, we define

LE := {j : 0 ≤ j ≤ l − 1, φj(E) � 0}.
We claim that �LE = 1. Indeed, by (3.1), �LE ≥ 1. If �LE ≥ 2, then we can rewrite
(3.2) as ∑

j∈LE

φj(E)eg(z+j) = (−1)neh(z),
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in contradiction to Lemma 2.3. Therefore, �LE = 1. It follows that there exists an
integer p (0 ≤ p ≤ l − 1) such that

φp(E) � 0 and φj(E) = 0 (3.3)

with j � p, 0 ≤ j ≤ l − 1. Let ωl = e2πi/l. Note that for any fixed j, we have ωk−j
l = 1 if

k ≡ j (mod l). Therefore,

φj(E) =
∑

k≡j (mod l), k≤n

Ck
n(−1)kEk−j

=
1
l

n∑
k=0

Ck
n(−1)kEk−j

l−1∑
t=0

(ωt
l)

k−j

=
1
l

l−1∑
t=0

n∑
k=0

Ck
n(−1)k(ωt

lE)k−j

=
1
l

l−1∑
t=0

(1 − ωt
lE)n

ω
tj
l Ej

. (3.4)

Thus, we can write (3.3) in the form
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(1 − ωlE)n + (1 − ω2
l E)n + · · · + (1 − ωl

lE)n = 0

ω−1
l (1 − ωlE)n +ω−2

l (1 − ω2
l E)n + · · · + ω−l

l (1 − ωl
lE)n = 0

· · ·
ω
−(p−1)
l (1 − ωlE)n +ω

−2(p−1)
l (1 − ω2

l E)n + · · · + ω−l(p−1)
l (1 − ωl

lE)n = 0

ω
−(p+1)
l (1 − ωlE)n +ω

−2(p+1)
l (1 − ω2

l E)n + · · · + ω−l(p+1)
l (1 − ωl

lE)n = 0
· · ·
ω−(l−1)

l (1 − ωlE)n +ω−2(l−1)
l (1 − ω2

l E)n + · · · + ω−l(l−1)
l (1 − ωl

lE)n = 0.

(3.5)

Let α = ((1 − ωlE)n, (1 − ω2
l E)n, . . . , (1 − ωl

lE)n)T ∈ Cl and

A =

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

1 1 · · · 1
ω−1

l ω−2
l · · · ω−l

l
...

... · · ·
...

ω
−(p−1)
l ω

−2(p−1)
l · · · ω−l(p−1)

l
ω
−(p+1)
l ω

−2(p+1)
l · · · ω−l(p+1)

l
...

... · · ·
...

ω−(l−1)
l ω−2(l−1)

l · · · ω−l(l−1)
l

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

.

Then we can also write (3.3) as

Aα = 0. (3.6)
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[7] The Tumura–Hayman–Clunie theorem 151

Since the rank r(A) of the matrix A is exactly l − 1, the dimension of the linear space

{x ∈ Cl : Ax = 0} (3.7)

is exactly 1.
Let β = (ω−(l−p)

l , . . . ,ω−p(l−p)
l , . . . ,ω−l(l−p)

l )T ∈ Cl. Observe that

ω−k
l · ω

−(l−p)
l + ω−2k

l · ω−2(l−p)
l + · · · + ω−lk

l · ω
−l(l−p)
l

=
ω
−l(k+l−p)
l · ω−(k+l−p)

l − ω−(k+l−p)
l

1 − ω−(k+l−p)
l

=
ω
−(k+l−p)
l − ω−(k+l−p)

l

1 − ω−(k+l−p)
l

= 0,

where k = 0, 1, . . . , p − 1, p + 1, . . . , l − 1. It follows that

Aβ = 0

and

|ω−(l−p)
l | = · · · = |ω−p(l−p)

l | = · · · = |ω−l(l−p)
l | = 1.

Therefore, there is a nonzero constant k0 such that α = k0β, which yields

|1 − ωlE| = · · · = |1 − ωp
l E| = · · · = |1 − ωl

lE|.

Set E = ρeiθ. Then

|1 − ρei(θ+2kπ/l)|

does not depend on k (1 ≤ k ≤ l). Equivalently, | cos(θ + 2kπ/l)| is independent of k.
However,

| cos(θ)| =
∣∣∣∣∣ cos
(
θ +

2π
l

)∣∣∣∣∣ =
∣∣∣∣∣ cos
(
θ +

4π
l

)∣∣∣∣∣
leads to l = 1 or l = 2. This contradicts our assumption that l ≥ 3. Therefore, we obtain
l = 1 or l = 2.

Step 3. Now, it suffices to consider the following two cases.

Case 1: l = 1, that is, there is a constant C1 such that g(z + 1) − g(z) = C1. By the
assumption in Theorem 1.5, it is easy to see that C1 � {2kπi : k ∈ Z}.

Case 2: l = 2, that is, there is a constant C2 such that g(z + 2) − g(z) = 2C2. It follows
from (3.1) and (3.4) that

(−1)neh(z) = (−1)nΔneg(z) = φ0eg(z) + φ1eg(z+1), (3.8)

where

φ0 =
(1 − eC2 )n + (1 + eC2 )n

2
and φ1 =

(1 − eC2 )n − (1 + eC2 )n

2eC2
.

If φ0φ1 � 0, then applying Lemma 2.3 to (3.8) yields

φ0eg(z) ≡ 0 or φ1eg(z+1) ≡ 0,
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which are both impossible. Thus, φ0φ1 ≡ 0, which yields
(1 + exp C2

1 − exp C2

)2n
= 1.

This completes the proof of Theorem 1.5. �

4. Proof of Theorem 1.6

PROOF. As in the proof of Theorem 1.5, we can assume without loss of generality that
c = 1. Since f is a transcendental entire function with hyper-order less than 1,

lim sup
r→+∞

log log T(r, f )
log r

< 1,

which yields

lim
r→+∞

log T(r, f )
r

= 0.

Together with the fact that T(r, f ) ≤ log M(r, f ) ≤ 3T(2r, f ), this gives

lim
r→+∞

log log M(r, f )
r

= 0. (4.1)

It follows from Theorem 1.5 that

f (z) = eg(z), (4.2)

where g(z) = h(z) + C1z, h(z) is an entire function with period 1 or 2 and C1 is a
constant. Then by Lemma 2.1,

M(r, f ) ≥ M
(
CM
( r
2

, g
)
, ez
)
= exp

(
CM
( r
2

, g
))

for some absolute constant C > 0. This together with (4.1) yields

lim
r→+∞

log M(r, g)
r

= 0.

Thus,

lim
r→+∞

T(r, g)
r
= 0.

If g is a polynomial, then the degree of g is exactly 1, in view of the fact that the
hyper-order of f is less than 1. Thus, f (z) = eaz+b, where a � 0 and b are constants.

If g is a transcendental entire function, then according to (4.2), H(z) = g′(z) is a
periodic function with period 1 or 2. It is easy to see that for α ∈ C, if α is not a Picard
exceptional value of H, then

1
r

n
(
r,

1
H − α

)
> C′ > 0
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[9] The Tumura–Hayman–Clunie theorem 153

for some constant C′ > 0. It follows that

T(r, H) ≥ N
(
r,

1
H − α

)
≥ C′r.

Thus,

lim inf
r→+∞

T(r, g)
r
≥ C′ > 0,

which leads to a contradiction. Therefore, the theorem is proved. �
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