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Abstract
Speech recognition technology (SRT) is now widely used in education because of its potential to aid
learning, particularly language learning. Nevertheless, SRT has received only limited attention in earlier
review studies. The present research aimed to address this gap in the field. To this end, 26 articles published
in SSCI journals between 2014 and 2020 were selected and reviewed with respect to domain and skills,
technology and their application, participants and duration, measures, reported results, and advantages
and disadvantages of SRT. The results showed that English received much more attention than any other
language, and scholars mostly focused on facilitating pronunciation skills. Dragon Naturally Speaking and
Google speech recognition were the most popular technologies, and their most frequent application was
providing feedback. According to the results, college students were involved in research more than any
other group, most studies were carried out for less than one month, and most scholars administered a
questionnaire or pre-/posttest to collect the data. Positive results related to gains in proficiency and student
perceptions of SRT were identified. The study revealed that improved affective factors and enhanced
language skills were advantages, whereas a low accuracy rate and insufficiency (i.e. lack of some useful
features to support learning efficiently) of SRT were disadvantages. Based on the results, the study puts
forward several implications and suggestions for educators and researchers in the field.
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1. Introduction
Communication plays an important role in language learning. It incites reflection and helps
learners become included in a conversation. Therefore, there is a demand for language learners
to communicate and to practice communication skills, such as speaking and pronunciation.
However, some constraints exist for learners to communicate and practice their communication
skills in language learning classrooms, hampering the improvement of communicative perfor-
mance. For example, language learning class time is limited, so students cannot spend much time
on communication and drills using the target language. In addition, teachers who need to assess
the speaking abilities of learners and offer feedback are usually not able to provide feedback to
each individual learner given high instructor–student ratios (Ehsani & Knodt, 1998; Oh &
Song, 2021).

Scholars suggest that this issue can be addressed by using speech recognition technology (SRT)
(Ehsani & Knodt, 1998; Oh & Song, 2021; Shadiev, Hwang, Chen &Huang, 2014; Shadiev, Hwang,
Huang & Liu, 2016). In the process of speech recognition, SRT receives the speaker’s verbal input,
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analyzes it, and then generates an output, for example, in the form of a text (McKechnie et al.,
2018; Radha & Vimala, 2012). In the past two decades, SRT has made remarkable progress (Oh &
Song, 2021; Shadiev, Wang, Wu &Huang, 2021; Xiao & Park, 2021). Major advances made during
this period include the maturity and continuous improvement of the hidden Markov modeling
(HMM) approach, which became the mainstream SRT; more attention has also been given to
research on knowledge-based SRT and to artificial neural networks in SRT. These advances have
contributed to making SRT more sophisticated; for example, it has the ability to adapt to different
speakers, meaning new users do not need to train on SRT (i.e. a user reads text into the system and
it analyzes the verbal input to fine-tune the speech recognition) to recognize continuous speech
and to constantly improve the recognition rate in use.

SRT has been employed in language learning research to facilitate skills such as pronunciation
(Ahn & Lee, 2016), listening (Mirzaei, Meshgi, Akita & Kawahara, 2017), writing (Arcon, Klein &
Dombroski, 2017), grammar (Bodnar, Cucchiarini, de Vries, Strik & van Hout, 2017), and vocab-
ulary (Cavus & Ibrahim, 2017). The results of related studies were mostly positive (e.g. skills were
facilitated), and learners showed great interest and developed a positive attitude toward using
SRT (Shadiev, Sun & Huang, 2019; Shadiev, Wu, Sun & Huang, 2018). Scholars have reported
that SRT offers more opportunities to communicate and practice language skills, and learners
receive timely corrective feedback for further improvement of their communicative abilities.
For example, language learners in Ahn and Lee (2016) used SRT for self-regulated speaking
practice. Learners spoke in the target language, and SRT provided immediate feedback to spoken
utterances. Based on the feedback, the learners became aware of their errors and modified their
speech. Shadiev, Huang and Hwang (2017) applied SRT to lectures in English as a foreign
language. The system received speech input from the instructor and generated texts that were
synchronously shown to nonnative-English-speaking students. Students were able to listen to
the instructor and simultaneously read generated texts. This method enhanced the compre-
hension of the lecture content of students, especially those with low language abilities. Texts
were useful for students to follow the instructor’s speech and to understand lecture content
(Shadiev et al., 2014).

Several review studies on SRT have been carried out (see Appendix A in the supplementary
material). Scholars have suggested that SRT facilitates language learning. Some of these studies
focus on applications of the technology to education and others on technology development.
For example, Ehsani and Knodt (1998) introduced the principles and components of SRT.
In addition, the performance and implementation of technology were explained, and a number
of applications were evaluated. Ehsani and Knodt (1998) proposed current and future trends in
computer-assisted language learning (CALL) related to SRT. McKechnie et al. (2018) reviewed
studies published between 2007 and 2016 and focused on a specific group of learners (e.g. children
with speech sound disorders). Scholars reviewed the current state of the field and evaluated the
quality of current SRT. McKechnie et al. (2018) identified 18 tools, whose accuracy rate was less
than 80% (i.e. percent agreement between SRT and human judgment when used for evaluating
words containing mispronunciations). They argued that SRTs have been used effectively to
analyze foreign language pronunciation (e.g. phoneme and prosodic) in children. Radha and
Vimala (2012) provided an overview of SRT and its development between 2003 and 2010.
In addition, they explained a variety of speech feature extraction techniques and speech recog-
nition approaches. Finally, the performance evaluation measures available for SRTs were
reviewed. According to Radha and Vimala (2012), the Mel frequency cepstral coefficient is the
most frequently used feature extraction technique, and the HMM is the most popular recognition
technique among scholars. Shadiev et al. (2014) reviewed articles on SRT published between 1999
and 2014 to understand how it has been used to support learning. In addition, scholars have aimed
to analyze all research evidence to understand how SRT can enhance learning. According to
Shadiev et al. (2014), Dragon Naturally Speaking, Windows Speech Recognition, and IBM
ViaVoice were the most popular recognition tools. They were applied to aid the learning of
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different types of learners (e.g. learners with cognitive and physical disabilities or foreign students)
in different ways (e.g. to aid comprehension of lecture content in a foreign language or support
fluent communication among learners in a cyber-classroom).

An analysis of the previous review studies (Appendix A) showed that most of them are
outdated. One study reviewed articles published more than 20 years ago (Ehsani & Knodt,
1998), and the other covered articles published more than 10 years ago (Radha & Vimala,
2012). Technology is developing very fast, and there could be many changes in the field in just
a few years. There is no doubt that the accuracy rate of current SRT is much better than that of
SRT 10 years ago. Therefore, recent technologies have much more potential and a greater variety
of applications to offer in the field of education. Furthermore, the above-mentioned review studies
have different focuses. Some studies focused on applications of SRT to support education in
general but not language learning specifically (Shadiev et al., 2014). Ehsani and Knodt (1998)
and Radha and Vimala (2012) focused on technical aspects of SRT, its approaches or performance
evaluation techniques, which are different from its educational aspects. McKechnie et al. (2018)
targeted a very specific group of learners (e.g. children with speech sound disorders), and thus
their findings may be of limited interest to those who target different groups of learners.

Therefore, a gap in the literature exists. In particular, researchers and practitioners need
updated views on modern SRTs and their applications to language learning, their domains,
and the skills analyzed in recently published studies. Furthermore, the methods (e.g. participants,
interventions, and measures) of previous studies and the reported results, including advantages
and disadvantages of technology applications, remain unclear. The present review aims to fill this
gap. To this end, the following research questions were addressed:

1. What were the domains and skills in the reviewed articles?
2. What technology did scholars use and what were their applications?
3. Who were the research participants and what was the duration of the interventions in the

reviewed articles?
4. What measures did scholars use in the reviewed articles?
5. What results were reported of the reviewed articles?
6. What were the reported advantages and disadvantages of the reviewed studies?

2. Methodology
The methodology of this review study consists of three major steps: article search, article selection,
and content analysis. Articles were searched based on the Preferred Reporting Items for
Systematic Reviews and Meta-Analyses (PRISMA) (Figure 1). PRISMA is an evidence-based
set of items intended to assist authors in preparing and reporting a wide array of systematic
reviews and meta-analyses. Articles were searched using the Web of Science database. Scholars
suggest that this database “is one of the most extensive, popular and relevant research databases
for the academic community” (Caseiro & Santos, 2018: 8). In this study, we applied the following
keywords in combination to search research articles: speech, voice, recognition, learning,
instruction, and education. We selected these keywords because they were frequently used in
related review studies (McKechnie et al., 2018; Shadiev et al., 2014).

Researchers screened titles and abstracts of articles and selected those that matched the
following criteria: (1) articles published from 2014 to 2020, (2) articles published in journals
related to education and educational research and indexed by the Social Sciences Citation
Index (SSCI), (3) articles reporting research on applications of SRT to assist language learning,
and (4) articles published as full texts and in English. According to Shadiev et al. (2021: 5),
“the SSCI is an important channel with high authority for journal retrieval and paper references
in the field of social sciences.” In other words, research articles published by SSCI journals have
higher impacts in the field and are rigorously reviewed (Duman, Orhon & Gedik, 2015).

76 Rustam Shadiev and Jiawen Liu

https://doi.org/10.1017/S095834402200012X Published online by Cambridge University Press

https://doi.org/10.1017/S095834402200012X
https://doi.org/10.1017/S095834402200012X


Eligibility assessment resulted in the selection of 26 articles (Appendix B). Content analysis was
carried out using open coding (Creswell, 2014). The following coding schemes were derived from
the content analysis: (1) domain and skills – language learning domain and skills that were assisted
by SRT, (2) technology and its application – types of SRTs and their application to support
language learning, (3) participants and duration – participants and duration of language learning
activities, (4) measures – types of data collection instruments, (5) reported results – results that
were reported in reviewed studies, and (6) advantages and disadvantages – advantages and disad-
vantages of SRT applications to support language learning. Two researchers conducted the article
search, article selection, and content analysis. Each worked independently first to search articles,
select appropriate articles, and analyze their content, and they then compared the obtained results.
All discrepancies were resolved by discussion to reach a consensus.

3. Results and discussion
Information about publications in specific journals is included in Appendix C. Most studies on
SRT were published in Computer Assisted Language Learning (CALL). This result is not surprising
because CALL publishes articles on the use of computers to assist language learning, instruction,
and assessment.

3.1 Domain and skills

The results related to domain and language skills are presented in Appendix D and Appendix E,
respectively. The domain included language learning (n= 23), cross-cultural learning (n= 2), and
distance learning (n= 1). According to the results, in the language learning domain, SRT was
applied to English (n= 17), Dutch (n= 3), French (n= 2), and Spanish (n= 1) learning. In
the cross-cultural learning domain, scholars used SRT to promote multilingual communication

Figure 1. Systematic search flowchart
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and cross-cultural understanding of the participants. In the distance learning domain, SRT was
used to support educational technology courses taken by students from China and Japan. The
results showed that SRT was used to assist different language skills: pronunciation (n= 15),
listening (n= 5), writing (n= 3), communication (n= 3), grammar (n= 2), word recognition
(n= 1), and vocabulary (n= 1). Some studies focused on a single skill and others on more than
one. For example, Tsai (2019) used SRT to improve student pronunciation only, whereas Cavus
and Ibrahim (2017) focused on facilitating pronunciation as well as listening.

Some of our results echo those obtained in earlier studies. For example, Ehsani and Knodt
(1998) and McKechnie et al. (2018) mentioned that SRT was applied to the domain of language
learning. Studies by Shadiev et al. (2014) and Radha and Vimala (2012) are not comparable
because they reported applications of SRT to education in general. In contrast to previous studies,
the findings of the present study revealed new domains, such as cross-cultural learning and
distance learning. Perhaps due to advancements in SRT, educators and researchers have
considered its applications to such new domains. For example, the students in Shadiev et al.
(2018) represented 13 nationalities, and SRT combined with machine translation enabled them
to communicate with each other in their native languages. A student from one nationality spoke in
his or her native language, and a student from another nationality could understand speech
content because the technology received speech input and translated it. In this way, the students
exchanged culture-related information. Another difference between previous studies and the
present research is that none of the earlier studies considered any skills that could be supported
by SRT.

Based on our results, we suggest that SRT can be applied not only to assist language learning
but also in other learning contexts, such as cross-cultural learning and educational technology
learning. In the language learning domain, successful research projects were implemented with
respect to English, Dutch, French, and Spanish. In addition, SRT was employed to assist
cross-cultural learning and educational technology learning of distant students. Educators and
researchers who are planning to use SRT in these domains may find useful information from
the reviewed studies to guide their teaching and research.

The results also showed certain domains and languages that received more attention from
researchers. That is, language learning was the main domain, and English was the dominant
language in the reviewed studies. English was the dominant language in the reviewed articles,
as it is considered one of the most commonly spoken languages (Cavus & Ibrahim, 2017).
This finding is in line with those obtained in other review studies (McKechnie et al., 2018;
Shadiev & Yang, 2020). For example, McKechnie et al. (2018) found that SRTs were used to
support the learning of 13 different languages, most commonly English.

Our results demonstrated that SRT could be applied to facilitate skills such as pronunciation,
listening, writing, grammar, and word recognition. Therefore, educators and researchers who
apply SRT may focus on these skills. The results suggest that the most commonly supported skill
was pronunciation and that the remaining skills were targeted least frequently. The reason is that
SRT is capable of receiving voice input, analyzing it, and providing corrective feedback so that
language learners can improve their pronunciation (Cavus & Ibrahim, 2017; Tsai, 2019). In terms
of improving listening, SRT can generate texts from the speech input of the instructor, and
language learners are able to listen to the instructor and read transcriptions simultaneously to
confirm unfamiliar vocabulary or what they misheard from the speech (Mirzaei et al., 2017;
Shadiev et al., 2017). Furthermore, Shadiev et al. (2019), Shadiev et al. (2018), and Yueh, Lin,
Liu, Shoji and Minoh (2014) proposed extending the speech-to-text recognition process with
computer-aided translation to assist communication among learners without a common
language. Learners spoke to the system, generated translated texts from speech input, and trans-
lated texts were shown to language partners. For writing, SRT can help learners demonstrate
compositional ability independent of transcription; for example, technology mitigates challenges
with spelling and allows students to compose written content using their rich oral vocabulary
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(Arcon et al., 2017; Baker, 2017). For vocabulary, word recognition and grammar learning,
learners had to speak vocabulary words and their order in a sentence to SRT so that it could
analyze learners’ speech and provide immediate corrective feedback, such as the correct pronun-
ciation, their recognition, and order (Bodnar et al., 2017; Cavus & Ibrahim, 2017; Matthews &
O’Toole, 2015).

3.2 Technology and its application

Seven types of SRTs (Appendix F) and three different applications (Appendix G) were identified.
Scholars used Dragon Naturally Speaking (n= 4), Google speech recognition (n= 4), Windows
Speech Recognition (n= 2), automatic speech recognition (ASR)-based CALL system (n= 1),
partial and synchronized captioning (PSC) (n= 1), and Julius (n= 1). The results show that
SRTs were not specified in 13 studies. According to the data, SRT was used to provide feedback
(n= 19), showing texts generated by technology (n= 9) and giving commands to the system
(n= 3).

The results showed that the SRTs Dragon Naturally Speaking, Google speech recognition,
Windows Speech Recognition, ASR-based CALL system, PSC, and Julius have been used to assist
language learning. Most recognition technologies feature continuous speech recognition (i.e. when
SRT transcribes naturally dictated speech) and thus were used in reviewed studies in writing
practice, listening skills development, and pronunciation training. Therefore, they might be
considered by educators and researchers in their future studies. Two recognition technologies,
Dragon Naturally Speaking and Google speech recognition, were the most frequently used.
One reason is because both Dragon Naturally Speaking and Google speech recognition are
designed to recognize speech independent of the speaker (i.e. they are designed to respond to
a word or phrase regardless of who speaks) and can be installed on mobile phones, tablet
PCs, or desktop and laptop computers with either Microsoft Windows or Mac operating systems.
Although Dragon Naturally Speaking is not free, it is mature and undergoes constant
improvement. For this reason, Dragon Naturally Speaking is used mostly by professionals
(e.g. doctors, lawyers, court stenographers). On the other hand, Google speech recognition is a
cloud-based service that is available free of charge and features a high rate of accuracy.
Therefore, Google speech recognition is mostly used by casual users. Microsoft Windows
Speech Recognition is the third most popular technology. Windows Speech Recognition comes
pre-built into the Windows operating system, and thus is free to anyone with a Windows PC but
unavailable to those who use different computer operating systems.

In comparison to Dragon Naturally Speaking, Google speech recognition, and Windows
Speech Recognition, SRTs such as the ASR-based CALL system, PSC, and Julius were developed
by researchers for academic purposes only and therefore are not publicly available. These tools
were used as an alternative to existing speech recognition methods. For the ASR-based CALL
system, researchers judged learners’ pronunciation by comparing HMM with built-in corpus
approaches (Wang & Young, 2015). In PSC, the system transcribed speech input in the form
of a set of words or phrases, which appeared on the screen in a one-by-one sequence synchronized
with the utterance (Mirzaei et al., 2017). Julius was implemented to control a camera and to access
demographic information and learning statistics of students using voice commands in a distant
learning environment (Yueh et al., 2014). It should also be noted that in contrast to Dragon
Naturally Speaking and Google speech recognition, Windows Speech Recognition, ASR-based
CALL system, PSC, and Julius are speaker-dependent recognition systems; that is, they are trained
by the individual who will be using the system. Furthermore, they are only available through
desktop and laptop computers.

Some of our results are similar to those that were reported in other review studies. For example,
Shadiev et al. (2014) also found that Dragon Naturally Speaking was among the most frequently
used SRT. Shadiev et al. (2014) also mentioned two other popular systems, Windows Speech
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Recognition and IBM ViaVoice. Although IBM ViaVoice was popular a decade ago, it has since
been discontinued and thus is no longer used. On the other hand, Google speech recognition was
not mentioned in Shadiev et al. (2014) because Google’s first effort at speech recognition came
only recently. It was not widespread among educators and researchers before, and therefore
previous review studies did not mention it.

The results showed that SRTs were not specified in 13 studies. That is, half of the reviewed
studies simply did not specify their technology, which is problematic. We suggest that scholars
should specify their technology in order to disclose what SRTs were used, their applications to
learning, and their impacts (i.e. either positive or negative) on learning outcomes. According
to the results, providing feedback was the most frequent application. A learner spoke a word
or read a sentence, and the technology provided feedback so that a learner could see where
and what kind of mistakes she made. For example, students in Ahn and Lee (2016) interacted
with the system to identify errors in their speech, and students in de Vries, Cucchiarini,
Bodnar, Strik and van Hout (2015) received different types of corrective feedback (e.g. implicitness
and explicitness, reformulations or prompts to improve pronunciation). In showing texts
generated by the technology applications, a lecturer or student spoke to the system, which then
generated texts from the voice input and showed them a whiteboard or computer screen (Shadiev
et al., 2017). Such applications are popular in lectures for enhancing students’ comprehension of
lecture content, especially when lectures are delivered in a foreign language as a medium of
instruction (e.g. English as a medium of instruction) (Mirzaei et al., 2017). To give commands
to the system applications, a lecturer or student spoke to the system to execute a command.
For example, students in Arcon et al. (2017) composed and modified their essays by executing
specific word-processing editing commands through a speech recognition interface. Such an
approach was useful in improving speaking skills. Previous related studies reported similar appli-
cations of SRT. For example, the most popular were providing feedback (Ehsani & Knodt, 1998;
McKechnie et al., 2018) or dictating (Shadiev et al., 2014). Other related review studies focused on
the technical aspect of technology instead of the educational aspects (Ehsani & Knodt, 1998;
Radha & Vimala, 2012).

3.3 Participants and intervention duration

Identifying the educational level and size of a population is essential for researchers and language
teachers in their design of future research. Studies usually cover diverse contexts, target learners at
different educational levels, and involve different numbers of learners. Approaches that were
found to be successful for learners of one education level may not be as effective for learners
of another education level. For example, Arcon et al. (2017) carried out their research with
primary school students in the context of persuasive writing. Arcon et al. (2017) warned that their
results could not be generalized to other populations and contexts; for example, written compo-
sitions made by adult learners may produce different patterns of results. It will also be inappro-
priate for young learners (e.g. preschool or primary school students) to participate in language
learning activities designed for adult learners (e.g. university students), as the activities might
be more complex and difficult. The number of participants can give confidence in the obtained
findings as well as recommendations to researchers and educators about how many participants
should be involved in specific learning activities. Therefore, without knowing what kind of
learners or how many of them were involved in a particular study, it is difficult to develop appro-
priate and effective learning activities supported by technology.

The educational level and the number of participants are shown in Appendix H and Appendix
I, respectively. College (n= 20), elementary school (n= 4), junior high school (n= 2), and
preschool (n= 1) students were involved in the reviewed studies. In two studies, the educational
level of participants was not specified. The number of participants in the reviewed studies
ranged from 10 to 341. There were 12 studies in which the number of participants was less than
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30, 10 studies with a number between 30 and 60, and four studies in which more than 60 partic-
ipants were involved.

Intervention duration is shown in Appendix J. The results demonstrate that there is a range of
intervention durations: less than one hour (n= 5), less than one day (n= 2), less than one week
(n= 1), less than one month (n= 9), more than one month (n= 6), or not specified at all (n= 3).
Some examples of short-term and long-term interventions are provided. For example, in Arcon
et al. (2017), students trained on SRT and composed persuasive texts on assigned topics. They did
so in three sessions, each lasting for approximately 20 minutes. Students in Dalim, Sunar, Dey and
Billinghurst (2020) interacted with the system to improve their language skills, and the entire
session lasted between 30 and 35 minutes. Hsu (2016) arranged a three-month self-regulated
speech-recognition-based course, andWang and Young (2015) asked participants to practice their
language skills twice a week and to complete their learning content in eight weeks.

According to the results, college students made up the majority of the participants. This is
because college students are a large group of language learners, and it is convenient for researchers
to conduct experiments with such learners. Primary and secondary school students were involved
in research to a lesser extent. This is because this group of learners has less experience in both
language learning and technology usage. Our results are different from those obtained by
McKechnie et al. (2018). In their review study, scholars mostly involved participants up to
16 years (i.e. secondary or high school students). Only one study had participants up to 21 years
(i.e. college students). This is perhaps because McKechnie et al. (2018) focused on a specific group
of learners (e.g. children with speech sound disorders).

In the face of such research information, we believe that younger groups will be more involved
in research and that with the continuous development of technology, more suitable SRT for young
children will be developed. Thus, it is necessary for researchers to take other groups of learners
into consideration, provide them with necessary and easy-to-use software, and teach them
learning strategies to apply technology to language learning more efficiently (e.g. Shadiev
et al., 2016).

The number of studies with small and large samples (i.e. small and large numbers of partic-
ipants) was almost the same. Although small samples can reduce the workload of the experiment,
we found that studies using small sample populations acknowledged it as a limitation and noted
that their results could not be generalized beyond that particular group involved. For example,
21 students participated in the study of Arcon et al. (2017), and 22 participants were involved
in Baker (2017). Some scholars argued that they aimed for a large group of participants to obtain
a sample that is likely to be representative of population values. To make their conclusions robust
and valid, Hsu (2016) had 341 students participate in the experiment, and it is worth mentioning
that in Ahn and Lee (2016), there were more than 1,000 participants.

Regarding duration, eight studies were relatively short (less than one week). It is possible that
such a short duration may result in frustration with the learning experience involving technology
and negatively affect the learning outcomes. For example, students need to train on SRT and learn
how to use it to learn more efficiently. Scholars have suggested that at least two weeks are needed
for this process (Shadiev et al., 2019; Shadiev et al., 2018). Therefore, educators and researchers
need to consider having their intervention for a longer period of time, with at least a few weeks
dedicated to technology training.

3.4 Measure

The primary goal of including this dimension was to explain the overall data collection preference
and the tendency of the research. The measures (i.e. data collections instruments) used are shown
in Appendix K. They are a questionnaire (n= 24); pre-/posttest (n= 14); interviews (n= 11);
content of reflective notes, created texts, and think-aloud protocols (n= 3); learning logs
(n= 3); EEG recordings (n= 2); fieldwork method (n= 1); eye tracking (n= 1); task analysis
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(n= 1); language learning logs (n= 1); and usability review (n= 1). Scholars used questionnaires
to investigate participants’ perceptions (n= 17) of SRT usefulness or student cognitive load
(n= 3). For example, Bodnar et al. (2017) measured student perceptions of corrective feedback
based on SRT. Pre-/posttest was administered in reviewed studies to measure student proficiency
before and after the intervention (n= 9). For example, Mirzaei et al. (2017) employed compre-
hension tests to measure the effects of the intervention. In the interviews, scholars mostly explored
student learning experiences (n= 8). For example, teachers were interviewed in Baker (2017) to
gather information on how students were learning with the support of technology.

During the application of SRT, various measurements provide not only scientific evidence of
the effectiveness of the intervention but also useful feedback on the technology so that it can be
improved. We can also see that researchers pay attention to both learning outcomes and learning
experiences in the technology use process. Therefore, educators and researchers may consider
these aspects in future planned studies.

Research methods can be divided into qualitative and quantitative research. Scholars used
pre-/posttest design to investigate the effectiveness of applying SRT to assist learning by
comparing learning outcomes of the control and experimental groups. For example, in quanti-
tative research, Cavus and Ibrahim (2017) administered pre- and posttests to explore the
improvement of language skills. Scholars compared the results of the tests between two groups
to demonstrate the effects of their intervention. Questionnaires were mostly used to measure
participants’ perceptions of the intervention. For example, in qualitative research, Ahn and
Lee (2016) aimed to measure the perceptions and attitudes of their students toward the application
of speech-to-tech recognition in terms of its design, convenience, and efficacy. Interviews are
mostly administered by researchers to obtain insights into participants’ learning experiences with
the technology. For example, in qualitative research, Liakin, Cardoso and Liakina (2017) inter-
viewed the participants to explore their learning experience with SRT during language learning.
Some scholars even collected the data using mixed methods (e.g. Arcon et al., 2017; de Vries et al.,
2015; Liakin et al., 2017). This approach is common in research because it enables the triangu-
lation of data from different sources to make results and conclusions reliable and robust (Shadiev
et al., 2017).

Log data were collected by scholars to objectively reflect on the state of students’ use of
technology. When such data are combined with an interview or questionnaire data, the results
become more convincing because researchers are able to triangulate data collected from various
sources. Interestingly, among these measures, very few studies have employed physiological
measurement tools to obtain physiological data. Such data objectively reflect the physiological
state of learners and enable us to know whether SRT is effective in improving physiological
learning outcomes (e.g. learning or visual attention) and to make appropriate changes in the inter-
vention design.

3.5 Results in reviewed studies

The results in the reviewed studies are shown in Appendix L. The results can be divided into five
areas: (1) gains in proficiency – there were changes in certain language skills after the intervention;
(2) perceptions – students’ perceptions of the intervention; (3) questions, suggestions, or
approaches – some questions were raised after the intervention and suggestions or approaches
were proposed; (4) system design – results concerned the system design; and (5) learning
logs – records of system usage for language learning. Proficiency gains in terms of writing
(Baker, 2017; Haug & Klein, 2018), pronunciation (McCrocklin, 2016; Tsai, 2019), and grammar
(de Vries et al., 2015) were reported in reviewed studies. For example, Haug and Klein (2018)
argued that SRT played an important role in learning writing strategies. Haug and Klein
(2018: 1) found that using the technology resulted in “large gains in text quality, word count,
and variety of argument moves.”
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The effects of SRT applications are different depending on students’ abilities. For example, the
technology significantly improved the writing outcomes of students who struggled with writing
(MacArthur & Cavalier, 2004) but it did not help students with better writing abilities (Arcon
et al., 2017). In another study by Shadiev et al. (2017), texts generated by SRT from the instructor’s
speech during lectures in a foreign language were very useful for low language ability students.
They listened to the instructor and read texts to better comprehend lecture content. However,
the same texts were not useful and were even distracting for high language ability students because
listening to the instructor was enough for them (Shadiev et al., 2017). This issue should be
considered in future studies – for example, how technology can help students with lower language
abilities without hurting the learning of students with greater abilities.

In pronunciation learning, SRT helped improve pronunciation significantly, not only in terms
of the accuracy of pronunciation but also in awareness of pronunciation errors and linguistic
features (Tsai, 2019). SRT is a potential tool for practicing oral grammar, as it detects errors
in the speech of learners, and then learners receive immediate corrective feedback (de Vries
et al., 2015). SRT feedback can be of different forms, such as texts generated by technology, graphs
with sound waves, or echoed speech. Of course, more feedback and details on the mistakes made
or specific instructions on how to improve them will be beneficial for improving learning
outcomes. However, it is still not clear how to combine multiple feedback forms, what combi-
nation of feedback forms, and in what quantity feedback needs to be provided. Future studies
may consider exploring this aspect.

Regarding perceptions, participants generally had positive perceptions of their experiences
using SRT. SRT helped students practice speaking in private spaces (Ahn & Lee, 2016), enabled
them to use the target language in situated contexts and assisted their understanding of language
appropriateness (Wang & Young, 2014). In addition, students became aware of their errors and
were able to modify their utterances (Liakin et al., 2017). Most of this evidence is subjective in
nature and prone to bias. Therefore, future studies may consider exploring learning experiences
(cognitive load, learning attention, learning emotions, etc.) using objective approaches based on
psychological data (EEG or eye tracking). For example, it is possible to know objectively and
precisely what part of the learning content is more difficult or when learners are overloaded when
learning a new language.

In the reviewed papers, some scholars posed questions and proposed suggestions or
approaches. For example, Liakin et al. (2017) claimed that language learners do not have enough
time and opportunities for pronunciation practice in language classrooms. To address this issue,
they introduced SRT implemented on mobile devices so that learners can practice this skill for as
long as they need, anytime and anywhere. Tsai (2019) reported that although SRT used for
pronunciation learning was useful to provide feedback related to such linguistic features (e.g. pitch
variation), some learners doubted the validity of its scoring system and complained about its
feedback. That is, learners followed the model utterance regarding pausing, and their scores were
lower than when they read without any pauses. Other learners complained that feedback from the
system was not as clear as the feedback from the instructor or that no feedback on how to correct
their production was provided. Therefore, researchers have suggested that instructors may
integrate peer interaction activities into the learning process; such an approach may enable assis-
tance from peers that cannot be provided by the software (e.g. some support or strategies to obtain
better learning outcomes).

Results related to SRT design were positive. The SRT “interface appeared good and learners
could find the areas of their interests easily” (Yu et al., 2016: 997). Teachers in van
Doremalen, Boves, Colpaert, Cucchiarini and Strik (2016) thought that SRT was easy to use
and that students were satisfied with the tool. Scholars used learning logs to know how often
and how long learners used SRT (Wang & Young, 2014). In addition, we found that scholars
do not get the most out of their systems. For example, it is possible to add some features that
can record the learning behavior of learners (e.g. what functions they used and how frequently).
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Learning behavior analysis did not receive much attention in the reviewed studies, but it can help
reveal behavior patterns, behavior habits, and behavior rules to promote our understanding and
optimization of language learning through SRTs. Therefore, scholars may consider exploring
learning behavior in the future. We could not find learning analytics and big data approaches
in the reviewed studies. It is possible to employ such approaches to further optimize language
learning experiences; they can help instructors better support struggling language learners by
personalizing the learning process and adapting their teaching when necessary.

Finally, scholars may consider combining SRT with other tools according to different learning
purposes. For example, in the process of assisting word recognition and pronunciation learning,
dictionaries, voice recording and playback, as well as other functions that may be frequently used
by learners, can be integrated. In writing training, SRT can be combined with a proofreading
function so that feedback on grammar, spelling, and punctuation can also be provided.

Most previous review studies also reported similar results, and most of them were positive.
For example, Ehsani and Knodt (1998), McKechnie et al. (2018), and Shadiev et al. (2014) found
an improvement in students’ language learning. However, the results of the reviewed studies did
cover other dimensions – for example, cross-cultural learning and learning system design. Other
review studies, such as that by Radha and Vimala (2012), did not consider such results at all.

3.6 Advantages and disadvantages of using speech recognition technology

The reported advantages and disadvantages are shown in Appendix M. The advantages can be
divided into 10 different aspects: improving affective factors (n= 18), enhancing language skills
(n= 14), promoting interaction (n= 5), creating a self-paced learning environment and
improving autonomy (n= 5), increasing learning involvement (n= 3), self-monitoring errors
(n= 2), enhancing intercultural sensitivity (n= 2), supporting learner differences (n= 1),
reducing task completion time (n= 1), and developing awareness of intelligibility (n= 1).
Scholars have reported that using SRT is beneficial for improving affective factors during language
learning by, for example, decreasing frustration and anxiety or increasing enjoyment, confidence,
and motivation. Dalim et al. (2020) received many positive comments regarding the system – for
example, using the system was enjoyable and exciting. Mroz (2018) reported affective gains, such
as an increase in learning motivation and self-confidence, as well as learners’ willingness to
communicate, particularly for apprehensive learners. Language skills development – for example,
pronunciation (Cavus & Ibrahim, 2017), listening (Mirzaei et al., 2017), or writing (Arcon et al.,
2017) – was also reported. Cavus and Ibrahim (2017) claimed that student skills (i.e. listening,
vocabulary, or pronunciation) showed significant improvements as a result of using SRT. In terms
of promoting interaction, SRT enabled a novel type of interaction between language learners and
technology. Students were able to speak to the system and be provided with immediate feedback.
Students in Ahn and Lee (2016) liked the system, as they found speaking practice with SRT to be
more motivating, enjoyable, and interactive; students felt like conversing with a real person.

Some disadvantages were also reported: the low accuracy rate of the system (n= 9), its insuffi-
ciency (i.e. SRT lacked some useful features to support learning efficiently) (n= 8), the system
placing a burden on some students (n= 3), and being time-consuming to use (n= 1).
Disadvantages were not specified in nine studies. Scholars have reported that the system generates
texts from speech input with errors (Arcon et al., 2017). Usually, the accuracy rate decreases in a
noisy environment when several people speak at the same time (Dalim et al., 2020) or speech input
is lengthy (Mroz, 2018). To combat these issues, Shadiev et al. (2017) and Yueh et al. (2014)
provided strategies, such as training on the technology beforehand or using it in a quiet
environment. More useful strategies to use SRT for learning and achieving higher accuracy rates
were proposed by Shadiev et al. (2016). In terms of insufficiency, some tools lacked features that
could efficiently support learning. For example, Wang and Young (2014) found that implicit
feedback showing learners’ pronunciation scores and audio waveforms was insufficient to
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recognize their pronunciation errors. Therefore, it was suggested that feedback be provided in an
“explicit format of immediate audio replay (recast) with a textual description” (Wang & Young,
2014: 230). Scholars also warned that recognition tools might place a burden on students. For
example, students felt frustrated by the low accuracy rate of SRT as a result of their accent when
they practiced writing skills (Arcon et al., 2017) or pronunciation (McCrocklin, 2016), and they
had to spend much time completing their tasks using SRT. To avoid this problem, students need to
be trained on SRT beforehand, the instructor needs to provide students with necessary practice
strategies, and certain SRTs should be used that are able to recognize speech in English with
certain types of accent. Another example is that texts generated by SRT were distracting to
students with high language abilities because they were able to understand the content without
any support (Shadiev & Huang, 2020). Therefore, a more flexible approach to using SRT was
proposed; learners may switch on displays with texts when they need them and switch them
off when support is no longer required. It is possible that the quick conversion from speech to
text may, to a certain extent, indulge some students’ laziness. To avoid this, educators and
researchers need to design learning activities in such a way that students have manageable assign-
ments, understand the affordances of SRT for their learning, know what to do and how to do it,
have a positive learning experience, are motivated, and can obtain assistance and guidance
whenever needed.

Some results of the present study on advantages and disadvantages of using SRT are in line with
the results from related review studies; for example, SRT is beneficial for enhancing language
skills, or problems associated with accuracy rates of SRT have been reported previously
(Ehsani & Knodt, 1998; McKechnie et al., 2018; Shadiev et al., 2014). However, reported advan-
tages and disadvantages of SRT for language learning varied in the present review studies
compared to earlier review studies. For example, we found that SRT was beneficial for improving
affective factors or enhancing intercultural sensitivity. Reviewed studies also mentioned the insuf-
ficiency of SRT or that it placed a burden on language learners. Such variety of reported advan-
tages and disadvantages can be accounted for the fact that earlier review studies focused either on
SRT applications to support education in general but not on language learning specifically
(Shadiev et al., 2014) or on technical aspects of SRT instead of educational (Ehsani & Knodt,
1998; Radha & Vimala, 2012). For these reasons, our findings may be of greater interest to those
who target language learning process supported by SRT.

4. Conclusion
The review study’s results demonstrate that SRT has gained considerable attention in CALL
research. The reported results were mostly positive and demonstrated that SRT has great potential
to assist language learning. Based on our results, several suggestions for educators and researchers
can be made. First, it is suggested that educators and researchers consider applying SRT to the field
of language learning. It can assist learners not only in improving their pronunciation but also in
writing, listening, and grammar learning.

It is also suggested that educators and researchers provide appropriate assistance to students
when SRT is applied. The reason is that few students have experience with SRT and its applica-
tions. In addition, providing various support mechanisms, such as useful strategies, timely
feedback, and guidance to learners when they use technology, is important. The greatest value
of this technology applied to education is realized only when technological and educational strat-
egies are combined. Learners need to be trained on SRT in advance. This will help them get better
acquainted with SRT, know its strength and limitations, and then use it for language learning more
effectively.

Educators and researchers may use various recognition technologies. Dragon Naturally
Speaking and Google speech recognition were recognized as the most frequently used and mature
technologies. Recognition technology can be used for different purposes, such as to provide
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feedback on voice input so that language learners recognize their mistakes and correct them, to
show texts generated by the technology to students during lectures in a foreign language so that
they comprehend learning content better, or give commands to the system that were found to be
useful for interaction practice.

If SRT is used by young learners, a friendlier and easy-to-use interface should be developed.
Scholars may also consider different sample sizes and durations of studies based on their research
purposes. However, a longer duration of the intervention is preferred, as longer exposure of
students to technology enables them to first understand it and its applications better and utilize
technology more efficiently. Various data collection instruments can be used. Scholars may
consider a questionnaire, pre-/posttests, and interviews, as they were frequently used in reviewed
studies. Scholars may also consider using several measures at the same time to increase the rigor
and validity of the research. In addition, educators and researchers can use measures based on
physiological data, as they are proven to be useful in research because of their objectivity.

Some disadvantages were acknowledged in the reviewed studies, with the most frequent being
the recognition accuracy rate. Disadvantages along with their solutions need to be considered. For
example, the usage of useful learning strategies (e.g. using technology in a quiet environment,
adding vocabulary that is frequently mistranslated into the technology’s database, or speaking
clearly and loudly) (Ehsani & Knodt, 1998; McKechnie et al., 2018; Shadiev et al., 2014) can help
address some of these issues.

There are also some future trends that can be considered by educators and researchers in the
field. Apart from the language learning domain and pronunciation skills, we found that scholars
applied SRT to other domains and focused on other skills, such as cross-cultural learning courses
and communication skills. However, these domains and skills have received little or no attention
from researchers. Therefore, future studies may consider them to help increase the little existing
knowledge in the field. We found that all reviewed studies focused on individual learning only –
that is, when a learner learns alone. Educators and researchers may consider designing commu-
nicative learning activities supported by SRT (e.g. conversations, discussions, or meetings) in
which learners are able to practice their communication skills by interacting with other learners.
SRT can support such activities because it is speaker independent, smart, and features high
accuracy rates (Shadiev et al., 2014).

The results demonstrated that various supporting mechanisms were used when SRT was
applied, such as providing learners with effective strategies to use SRT, timely feedback, and
guidance by the instructor. Future studies may consider exploring the role of such support
and its effects on learning outcomes. Different applications of SRT or their extension should also
be considered in the future to improve the benefits of SRT. For example, texts generated by SRT
can be translated and shown to learners so that their language skills can be improved by using both
transcripts and translations simultaneously. As most studies involved college students, another
promising research direction is to involve learners from other educational levels. Furthermore,
some of the reviewed studies did not explicitly state important information; for example, SRTs
were not specified in 13 studies, and this issue should be considered by scholars in the future.

For SRT development, scholars need to consider how to make it smarter – that is, how to make
the system able to understand the context in which the learning experience is taking place. When
the system experiences ambiguous words, it should select the most appropriate one and the one
that relates to the context. Developers also need to consider making SRT easier to use. This is
especially important for young learners. If this group of learners will participate in SRT-related
studies in the future, developers need to provide them with appropriate technology based on their
educational level and experience in language learning and technology usage. Finally, the system
should become more accurate. SRT has existed for a few decades, and scholars consistently claim
that its accuracy rate is improving dramatically. However, even today, some authors still report
issues associated with the recognition accuracy rate and that misrecognition negatively affects
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learning. This is the biggest issue in the field of SRT-supported language learning. Therefore,
researchers should focus on improving it so that it does not interfere with the learning process.
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