
1 Some Preliminaries

1.1 Introduction to the Linear Theory of Sound Wave Motion

What we generally call sound wave motion is a form of unsteady motion of a fluid and
is governed by the fundamental laws of conservation of mass, momentum and energy
and the thermodynamic state equations pertinent to the fluid in question. These
equations are classical and are given in Appendix A, both in integral and differential
forms, together with their derivations. There are many books treating these equations
in more detail and giving their solutions for specific fluid flow problems. In this book,
we are concerned about their applications in duct acoustics. The dilemma here is that,
since these equations are non-linear, they can be solved only numerically even for the
simplest of duct systems in industry and this is very expensive in terms of computa-
tional resources and time. On the other hand, it is a heuristic fact that in most noise
control problems, including fluid machinery duct-borne noise, it is adequately accur-
ate to assume that sound wave motion remains within linear limits. This is a very
convenient situation that is worth taking advantage of, because linear differential
equations are very much easier to solve than non-linear ones and linearization of
non-linear equations is a mathematically well-understood process having its roots in
Taylor series expansions of continuous functions. But, passing from the basic non-
linear equations to those governing linear sound wave motions is not trivial and
involves some mathematical and conceptual difficulties. In particular, we are con-
fronted with certain subtle issues when dealing with turbulent flows in this manner. In
this section, we discuss how we go about these problems to develop one-dimensional
and three-dimensional linear theories of sound wave motion that are used in this book
for modeling of sound transmission in ducts and duct systems.

1.1.1 Linearization Hypothesis

In many problems of unsteady fluid flow, it is permissible to assume that properties of
flow at a given point x at time t may be represented by an asymptotic expansion of the
form q ¼ qo þ q0 þ q00 þ � � �, where q ¼ q t; xð Þ 2 p, ρ, v,T , c, γ, . . . denotes any prop-
erty of the fluid, for example, pressure (p), density (ρ), particle velocity (v), absolute
temperature (T), speed of sound (c), the ratio of specific heat coefficients (γ) and so on.
The same symbol with subscript “o,” like qo ¼ qo xð Þ, denotes the steady (time-
independent) part of a property and the corresponding part of the flow is called mean
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flow. The same symbol with a prime, like q0 ¼ q0 t; xð Þ, denotes a fluctuating part of
zero mean that is much small compared to qo, that is, q

0=qo ¼ O εð Þ, except for the
particle velocity which scales as v0j j=co ¼ O εð Þ, where ε << 1.1 Similarly, two
primes, like in q00 ¼ q00 t; xð Þ, denotes a fluctuating part of zero mean that is much
small compared to q0, that is, q00=qo ¼ O ε2ð Þ, except for the particle velocity which
scales as v00j j=co ¼ O ε2ð Þ, and so on. In this book, we allow voj j to be well in the
subsonic range, that is, substantially smaller than co.

The fundamental non-linear equations of unsteady fluid motion are linearized by
substituting in them q ¼ qo þ q0 þ q00 þ � � � and then invoking two hypotheses:

(i) mean flow satisfies the fundamental non-linear equations;
(ii) linear sound wave motion is given by the O εð Þ terms.

The latter hypothesis is largely based on our experience with the amplitudes of sound
waves we measure in everyday life and engineering applications. For example, the
threshold of pain of human hearing is about p0rms ¼ 200 Pa, which is only 0.2% of the
atmospheric pressure, po, where the subscript “rms” denotes the root-mean-square
value (see Section 1.2.4). Very close to a jet engine or inside the exhaust ports of an
internal combustion engine p0rms=po is only about 2–3%, which is about as large as it
can be expected to get in many engineering applications.

The O εð Þ terms in expansions q ¼ qo þ q0 þ q00 þ � � � are usually referred to as the
acoustic terms. As will be seen in later chapters, acoustic pressure and density in a
perfect gas are related as p0=po ¼ γoρ

0=ρo under isentropic conditions. Consequently,
acoustic density is also small to O εð Þ. On the other hand, the particle velocity v0 ¼ ev0

of longitudinal wave motion in direction of the unit vector e scales with the acoustic
pressure as v0ep0=ρoco [1]. Therefore, v0=coeρ0=ρo, showing that v0=co is also small to
O εð Þ. These orders of magnitudes set the stage for the linearization of the fundamental
non-linear equations of unsteady fluid motion.

1.1.2 Partitioning Turbulent Fluctuations

A complication arises, however, if the flow is turbulent, because then time-dependent
fluctuating structures of multiple scales (called eddies) are also convected with the
mean flow and it becomes necessary to separate these from acoustic fluctuations.
Turbulent fluctuations may be assumed to be of constant density, but, at the present
time, the partitioning problem has no clear-cut solution. For this reason, here we take a
pragmatic approach and look into the extent to which linearization may work without
detailed modeling of turbulent fluctuations.

Turbulence is known as the most extensively studied, but the least understood,
topic of fluid dynamics. However, it is a well-established empirical fact that flow in a
duct turns from an orderly sheared form (called laminar) to a chaotic (turbulent) one at
about Re ¼ ρoUoD=μo � 2000, where Re is the Reynolds number, D and Uo denote,

1 The rate of growth of a function is called its order and denoted by the letter O (which is also called the
Landau symbol). For example, if f xð Þ is of O g xð Þð Þ, this means that f does not grow faster than g.
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respectively, a characteristic dimension of the duct section and a characteristic vel-
ocity of the flow, and μo denotes the shear viscosity of the fluid. Based on Lighthill’s
theory of aerodynamically generated sound, we know that turbulence can generate
sound waves and attenuate sound waves. Acoustic power radiated, WV , say, from a
compact region, V , of subsonic turbulence may be estimated qualitatively from
Lighthill’s theory, but this theory involves rather advanced ideas which could not be
treated in this book fully. So, it suffices to state that, if M ¼ Uc=co << 1, that is, the
flow is subsonic in low Mach number range, WV scales as WVeρo U8

c=c
5
o

� �
V=Lð Þ,

where Uc and L denote the appropriate convection velocity and length scales of the
turbulence [2]. This is the famous eight-power law for sound power radiated from free
turbulence. Taking the volume V as L3, this law can be written as WVeρoU8

cL
2=c5o.

A quantity which is useful for further insight is the quotient ofWV and the mechanical
power supplied to the fluid, since this quotient may be considered as the acoustic
efficiency of turbulence [3]. Thus, correlating the mechanical power supplied to the
fluid with ρoU

2
c=2

� �
L2Uc, we obtain WV=ρoU

3
cL

2eM5, which shows that the acoustic
efficiency of turbulence is of O M5

� �
. For subsonic low Mach number flows

(M2 << 1), this is small compared to the efficiency of the usual ducted primary fluid
machinery sources. For example, it may similarly be shown that the corresponding
acoustic efficiency of pressure loading on rotating blades as a sound source is of
O M3
� �

(see Section 10.4), and that due to the unsteady mass injection is of O Mð Þ(see
Section 10.2), for the characteristic flow velocities and length scales involved in these
processes [3].

Thus, the effect of turbulence as an acoustic source may be neglected in subsonic
low Mach number flows dominated by primary fluid machinery sources. However,
even if turbulence fluctuations are of secondary importance as such, they cause
scattering of incident acoustic waves and absorb energy from the acoustic waves.
Both of these mechanisms lead to attenuation of sound waves. Based on Lighthill’s
theory, Tack and Lambert give the following semi-empirical upper-bound estimate
for the fraction of the incident acoustic energy scattered by isotropic turbulence per
unit duct length, namely, 0:0032 M2

o ωL=coð Þ6=L, where Mo denotes the Mach
number of the free stream velocity, L denotes the size of eddies (which can be no
larger than the duct section size), and ω denotes the radian frequency of the incident
sound wave [4]. Thus, the effect of scattering may be neglected at relatively low
frequencies and subsonic low Mach numbers. But absorption tends to be important
at lower frequencies. It is attributed to the irreversible straining of eddies by the
sound wave and is mainly confined in a duct to the turbulent boundary layer where
the particle velocity gradients are large. The analysis of the phenomenon is difficult
because it requires complete understanding of the turbulent boundary layer, which
in turn requires accurate solutions of the non-linear equations of unsteady fluid
motion including effects of viscosity and thermal conductivity and all length scales
of turbulent and acoustic fluctuations. For this reason, we rely on the progress
achieved by simplified models at subsonic low Mach numbers. The simplest model
assumes that the sound field in a duct is not influenced by the presence of turbulence
and vice versa. Then the problem reduces to the study of sound waves convected
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with a mean flow that is characterized by the velocity profile. This model, which is
usually referred to as the quasi-laminar model, is adopted throughout this book. It is
adequately accurate at relatively high frequencies, but underestimates attenuation at
low frequencies. Howe, taking into account the frequency dependence of the
straining of turbulence by sound waves, proposed a semi-empirical model which
correlates satisfactorily with measurements also at low frequencies [5]. This model
is described in Section 3.9.3.4, where it is also shown how it can be integrated with
the quasi-laminar model.

1.1.3 Linearization of Inviscid Fluid Flow

Thus, unsteady motions of fluids may be linearized assuming a laminar mean flow or a
quasi-laminar one with a subsonic low Mach number, if the mean flow is turbulent.
The process is described here for inviscid fluids and differential forms of the fluid
dynamic equations with no source terms; however, the corresponding equations with
source and viscothermal terms, and their integral forms are linearized in exactly the
same way.

From Equations (A.21) and (A.23), the conservation of mass and momentum in a
source-free region of a duct containing an inviscid fluid can be expressed in differen-
tial forms as:

∂ρ
∂t

þ v�rρþ ρr�v ¼ 0 (1.1)

ρ
∂v
∂t

þ v�rv
� �

þrp ¼ 0, (1.2)

respectively, where r denotes the gradient operator and r� denotes the divergence
operator. To obtain the linearized forms of these equations, we substitute p ¼ poþ
p0 þ � � �, ρ ¼ ρo þ ρ0 þ � � � and v ¼ vo þ v0 þ � � �. Equation (1.1) then becomes

∂ρo
∂t

þ vo�rρo þ ρor�vo
� �

þ ∂ρ0

∂t
þ vo�rρ0 þ ρor�v0 þ v0�rρo þ ρ0r�vo

� �

þ ∂ρ
00

∂t
þ vo�rρ

00 þ v0�rρ0 þ v00�rρo þ ρor�v00 þ ρ0r�v0 þ ρ
00r�vo

� �
þO ε3

� �¼ 0

(1.3)

In view of the first linearization hypothesis stated in Section 1.1.1, the first bracket
vanishes identically, giving the following continuity equation for the mean flow,
namely,

r� ρovoð Þ ¼ 0 (1.4)

since mean flow is time independent.
The terms in the second bracket in Equation (1.3) contain only single-primed

variables. These terms represent the O εð Þ terms. This may not be immediately evident
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from stipulations like ρ0=ρo ¼ O εð Þ and v0j j=co ¼ O εð Þ, which we have made in
Section 1.1.1 about the order of magnitudes of the acoustic (single primed) variables.
To see that the consideration of single-primed variables as O εð Þ terms is compatible
with these stipulations, observe that we can always write identities like Lq0 ¼
qoL q0=qoð Þ þ q0=qoð ÞLqoeO εð Þ, for thermodynamic properties q 2 p, ρ, . . . , where
L denotes a linear partial differential operator, for example, L ¼ vo:r, and
r�v0 ¼ cor� v0=coð Þ þ v0=coð Þ�rcoeO εð Þ for the particle velocity.

It can similarly be seen that double primed quantities represent O ε2ð Þ terms. Then,
the third bracket in Equation (1.3), which contains only double-primed quantities and
products of single-primed quantities, is of O ε2ð Þ and it is neglected by the linearization
hypothesis as being small compared to the first-order terms in the second bracket.
Thus, the linearized form of Equation (1.1) is given by the vanishing of the second
bracket in Equation (1.2), that is,

∂ρ0

∂t
þ vo�rρ0 þ ρor�v0 þ v0�rρo þ ρ0r�vo ¼ 0: (1.5)

This is called the linearized (or acoustic) continuity equation.
Equation (1.2) is linearized similarly (here, for brevity, we give the terms up to

O ε2ð Þ only):

ρo
∂vo
∂t

þ ρovo�rvo þrpo

� �
þ ρo

∂v0

∂t
þ vo�rv0 þ v0�rvo

� ��

þ ρ0 vo�rvo þ ρ0
∂vo
∂t

þrp0Þ þ O ε2
� � ¼ 0 (1.6)

Again, the first bracket vanishes identically, giving the momentum equation for the
mean flow:

ρovo�rvo þrpo ¼ 0 (1.7)

and the linearized form of Equation (1.2) follows as

ρo
∂v0

∂t
þ vo�rv0 þ v0�rvo

� �
þ ρ0vo�rvo þrp0 ¼ 0, (1.8)

which is called linearized (or acoustic) momentum equation.
Sound wave motion in a duct containing an inviscid fluid is thus governed by

Equations (1.5) and (1.8). Much of the material contained in this book is concerned
with the solutions of these equations for the acoustic variables p0, ρ0 and v0, given the
fluid type and the mean flow properties. Therefore, one more scalar equation is
required for closing the solution of the acoustic variables. For inviscid fluids, this
equation comes from the conservation of energy for the unsteady motion. As shown in
Appendix A.3.3, in a region of an inviscid fluid free of sources, the energy equation
reduces to

∂s
∂t

þ v�rs ¼ 0, (1.9)
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where s denotes the specific entropy of the fluid. This means that the specific entropy
of a fluid particle remains constant (but that constant can be different for different
particles), which in turn means that the flow is reversible, that is, adiabatic (no heat
transfer is involved) and reversible. Since the specific entropy is not involved in the
continuity and momentum equations, we use the thermodynamic state equation for the
specific entropy, Equation (A.15), to write Equation (1.9) in terms of the pressure and
particle velocity as:

∂p
∂t

þ v�rp ¼ c2
∂ρ
∂t

þ v�rρ

� �
, (1.10)

where the speed of sound, c, may be decomposed as c ¼ co þ c0 þ � � �, like other
fluid properties. Upon linearization of Equation (1.10), we obtain for the acoustic
fluctuations:

∂p0

∂t
þ vo�rp0 þ v0�rpo ¼ c2o

∂ρ0

∂t
þ vo�rρ0 þ v0�rρo þ 2c0Mo�rρo

� �
, (1.11)

where Mo ¼ vo=co denotes the local Mach number of the mean flow velocity. The
corresponding equation for the mean flow is

vo�rpo ¼ c2ovo�rρo: (1.12)

A form of mean flow which satisfies this is rpo ¼ c2orρo, which implies that the
mean specific entropy, so, is constant everywhere. This is called homentropic flow.
Then Equation (1.11) may be simplified as

∂p0

∂t
þ vo�rp0 ¼ c2o

∂ρ0

∂t
þ vo�rρ0 þ 2c0Mo�rρo

� �
: (1.13)

For subsonic low Mach number mean flows, the term involving c0 may be neglected as
being small compared to the remaining terms in Equations (1.11) and (1.13). On this
premise, Equation (1.13) is usually implemented tacitly as

∂p0

∂t
þ vo�rp0 ¼ c2o

∂ρ0

∂t
þ vo�rρ0

� �
: (1.14)

On the other hand, in many applications, the mean flow gradients are small and the
assumptions po � constant and ρo � constant (or To � constant) may be adequately
accurate for practical purposes. Then Equation (1.12) is also satisfied and, since in
view of the state postulate of thermodynamics (Appendix A.2) we may also assume
that co � constant, Equation (1.11) becomes simply

p0 ¼ c2oρ
0: (1.15)

Thus, the acoustic continuity and momentum equations, Equations (1.5) and (1.8),
may be closed by Equation (1.15) or other derivatives of Equation (1.11) for the
determination of p0, ρ0 and v0. Solutions of these equations are sometimes considered
by stipulating a mean flow which is not completely compatible with the corresponding
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non-linear inviscid mean flow equations. For example, the mean flow is often assumed
to be sheared with a non-uniform axial velocity profile, although the viscosity of the
fluid is neglected in the acoustic equations. In this case, we may discard the incompat-
ible mean flow equations, because the acoustic equations still provide an adequately
accurate mathematical model (for example, a quasi-laminar model) for studying the
effect of refraction in shear layers.

1.1.4 Evolution of Non-Linear Waves

For further justification of linearization and insight into the effect of the neglected
O εnð Þ, n � 2, terms, it is useful to review briefly some implications of the fluid
dynamic equations for one-dimensional flow. Putting v ¼ ev and r ¼ e∂=∂x,
Equations (1.1) and (1.2) become, ∂ρ=∂t þ ∂ ρvð Þ=∂x ¼ 0 and ρ ∂v=∂t þ v∂v=∂xð Þþ
∂p=∂x ¼ 0, respectively. Also, from Equation (A.15a), we have dp ¼ c2dρ for isen-
tropic motion. It was shown by Riemann in 1860 that these equations are tantamount
to the partial differential equation ∂p=∂t þ cþ vð Þ∂p=∂x ¼ 0 for flow in the positive x
direction [1, 6]. This result shows that spatial forms of pressure waveforms are
convected with velocity cþ v and that, to an observer moving with velocity cþ v, a
pressure waveform appears to be stationary in shape. This may be seen by applying
the Galilean transformation y ¼ x� cþ vð Þt and τ ¼ t, giving ∂p=∂τ ¼ 0, which
implies the general solution to be a function of the form f x� cþ vð Þtð Þ. But, cþ v
is a function of the pressure. Therefore, to a fixed observer, each point of a pressure
waveform moves with different velocity and, consequently, the shape of a pressure
waveform at time t ¼ 0 is continuously distorted as it is convected with the flow.
Then, if the speed of sound is an increasing function of the pressure (which is usually
the case), points of the waveform with higher pressure move faster than those at lower
pressure and portions of the waveform where the pressure is increasing become
steeper with time, eventually causing the waveform to become multi-valued, which
signifies occurrence of a shock, a moving plane of discontinuity in fluid properties,
giving rise to finite amplitude waves. Here, we are concerned about the conditions for
the occurrence of shock formation.

As in the linearization procedure, we introduce the decomposition p ¼ po þ p0 and
so on for other variables, but now we neglect the mean flow vo ¼ 0ð Þ and allow the
acoustic wave p0 x; tð Þ ¼ p0 x� cþ vð Þtð Þ to have finite amplitudes. Typically, let us
assume that, initially, p0 is a traveling sinusoidal acoustic pressure waveform of radian
frequency ω and amplitude p̂, such as p0 ¼ p̂ sinω t � x=cð Þ. It may then be shown
that for a perfect gas, the earliest value of x for which shock formation occurs is
xmax � po=p̂ð Þ co=ωð Þ 2γo= 1þ γoð Þð [1]. For example, at exhaust conditions of internal
combustion engines, xmax ¼ 1:2� 107=p̂f meters, where f denotes the frequency in
Hz. At 1000 Hz, this is 12000=p̂ meters, or 600 meters for exhaust noise pressure
amplitudes of about 5% of the atmospheric pressure. Evolution of waveform
distortions until the shock may be estimated from the Fubini-Ghiron solution
p0 ¼ P∞

n¼1p̂n sin nω t � x=coð Þð Þ, where p̂n=p̂ ¼ 2Jn nx=xmaxð Þ and Jn denotes a
Bessel function of order n. Amplitude of the fundamental harmonic (n ¼ 1) decreases
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with x=xmax, but this is compensated with the growth of an infinite number of higher-
order harmonic amplitudes.

In general, therefore, the distances needed for harmonic acoustic perturbations with
amplitudes initially in the linear range to travel freely before they may be subjected to
substantial distortion are unrealistically long compared to the actual distances
involved in practical ductworks and frequencies of interest. Furthermore, the viscous
and thermal losses, which are neglected in the foregoing considerations, tend to act in
opposition to the non-linear wave distortion process [1].

1.2 Representation of Acoustic Waves in the Frequency Domain

In the previous section, the linear acoustic equations are given in the time domain
(time appears explicitly). If we are interested in the evolution of the wave motion
immediately after the source (for example, a fluid machine) is switched on, it is
necessary to obtain solutions of these equations as a function of time for the appropri-
ate initial conditions on the acoustic variables. However, transient wave motions
which the initial conditions generate vanish rapidly due to damping and the source
settles into a steady-state operation after a few cycles. In most practical applications of
duct acoustics, it suffices for acoustic design purposes to consider the acoustic wave
motion at such steady operating points of the source, as the damping, which is
unavoidably present in real systems, is usually sufficient for preventing growth of
resonances that may be excited during the transient stage. Then the initial conditions
are not required, and the Fourier transform may be used for removing the explicit
dependence of the acoustic equations on time. This approach is known as the
transformation to the frequency domain and is used throughout the present book. In
this section, we review the basic Fourier transform based frequency domain concepts
which are invoked throughout the book.

1.2.1 Fourier Transform

The Fourier transform [7], is an integral operation which maps a function given in
time domain, h ¼ h tð Þ, say, to the function

h ωð Þ ¼
ð∞
�∞

h tð Þeiω tdt, (1.16)

where, i denotes the unit imaginary number, i ¼ ffiffiffiffiffiffiffi�1
p

, and ω denotes the Fourier
transform variable which has the unit of radians per second, that is, ω ¼ 2π f , where f
denotes frequency in Hertz (Hz). Thus, Equation (1.16) represents a mapping from
time domain to frequency domain. It should be noted that we use (here and throughout
the book) the same symbol for both time and frequency domain representations of a
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function. The domain distinction is usually clear from the argument of the function or
the context of the discussion. The reader should be warned that, although Equation
(1.16) is a commonly used definition of the Fourier transform, there is no fixed
convention regarding the sign of exponent and the value of a constant non-
dimensional multiplication factor in the integrand. This is worthwhile to keep in mind
when comparing transformed equations given by different authors.

If h ωð Þ is the Fourier transform of h tð Þ, then the Fourier transform of h
^

tð Þ is
h
^ �ωð Þ, where an inverted over-arc denotes the complex conjugate. Consequently, for
real time-functions: h �ωð Þ ¼h

^

ωð Þ. Thus, the magnitude of the Fourier transform of
an acoustic variable is symmetrical about the origin of the frequency axis, that is,
h �ωð Þj j ¼ h ωð Þj j. Physically, however, only the positive frequencies are meaningful.
Negative frequencies occur as a mathematical artifact of the theory.

The Fourier transform of the partial time-derivatives in the linearized acoustic
equations are taken by using the following property of the transformation: If h ωð Þ is
the Fourier transform of h tð Þ, then

ð∞
�∞

∂h
∂t

eiω tdt ¼
ð∞
�∞

lim
Δt!0

h t þ Δtð Þeiω t � h tð Þeiω t

Δt

� �
dt ¼ �iωh ωð Þ, (1.17)

which follows after taking the limit operation out of the integral and noting that the
Fourier transform of h t þ τð Þ is e�iωτh ωð Þ. Thus, the acoustic equations given in the
time domain may be transformed to the frequency domain simply by replacing the
operator ∂=∂t by �iω.

Fourier transforms of acoustic state variables q0 2 p0, ρ0, v0, . . . are determined by
solving the Fourier transformed forms of the acoustic continuity and momentum
equations. The corresponding solutions in time domain can be recovered by using
the formula

h tð Þ ¼ 1
2π

ð∞
�∞

h ωð Þe�iω tdω, (1.18)

which is called the inverse Fourier transform. This integral shows that, each point of
h ωð Þ contributes nothing to h tð Þ, but indicates the relative weighting of each fre-
quency component. So, the larger h ωð Þj j is, the larger will be the contribution to h tð Þ
in a narrow frequency band ω� Δω=2,ωþ Δω=2ð Þ, which can be calculated by
integrating the area under h ωð Þ in this band.

The Fourier transform and the inverse Fourier transform can be computed effi-
ciently by using the numerical algorithm called the fast Fourier transform [7].
However, the inverse Fourier transformation is seldom necessary in practical applica-
tions, since the frequency domain solutions contain more useful information for
acoustic design than their counterparts in the time domain. Indeed, not only is the
acoustic response of flow duct systems frequency selective, but so is human
hearing [1].

91.2 Representation of Acoustic Waves in Frequency Domain
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1.2.2 Periodic Functions

The above considerations hold for any continuous function of time. If h tð Þ is periodic
of fundamental period T ¼ 2π=ϖ, where T is the smallest number which satisfies
h tð Þ ¼ h t þ Tð Þ, it can be represented by the exponential Fourier series

h tð Þ ¼
X∞
n¼�∞

hne
�inϖt (1.19)

with

hn ¼ 1
T

ðT=2
�T=2

h tð Þeinϖtdt: (1.20)

It can be shown that hn ¼ hT nϖð Þ=T , where hT ωð Þ denotes the Fourier transform of
the truncated (windowed) part of h tð Þ in the interval �T=2 � t � T=2. For real
periodic functions: h�n ¼ hn

^

, since hT �ωð Þ ¼ hT
^

ωð Þ for real functions. Thus, a
periodic function has all its amplitude components hn at discrete frequencies, which
are integer multiples of the fundamental frequency ϖ, and each of these has a definite
contribution. The Fourier transform of Equation (1.19) is

h ωð Þ ¼ 2π
X∞
n¼�∞

hnδ ω� nϖð Þ, (1.21)

since the Fourier transform of e�inϖ t is δ ω� nϖð Þ, where δ xð Þ denotes a unit impulse
function at x ¼ 0. Thus, the area (weight) of each impulse is 2π times the value of its
corresponding coefficient in the complex Fourier series.

The simplest form of Equation (1.19) is a single frequency function h tð Þ ¼
he�iϖtþ h

^

eiϖt ¼ Re 2he�iϖt
� � ¼ Re ĥe�iϖt

� �
, where ϖ denotes the radian frequency,

ĥ is called the complex amplitude and Re denotes the real part of a complex number.
So, if the acoustic variables are assumed a priori to be single frequency functions of
the form ĥe�iϖt, it suffices to take the real parts of the corresponding solutions of the
acoustic equations. In fact, if we assume a priori that the time-dependence of the
variables in acoustic equations is of the form e�iϖt, we get, after the common
factor e�iϖ t is cancelled out, relationships between the complex amplitudes of the
acoustic variables, which are in exactly of the same form as the Fourier transformed
equations. For this reason, the transformation of the acoustic equations from time
domain to frequency domain is often effected in the literature informally by assuming
a priori that the acoustic variables have e�iϖ t time-dependence. Then, the resulting
acoustic equations yield relations between the complex amplitudes of the acoustic
variables, but these equations may also be understood as the Fourier transformed
acoustic equations, if the complex amplitudes are replaced by the corresponding
Fourier transforms of the acoustic variables. Again, caution is needed when compar-
ing results of different authors, because some authors prefer to assume eiϖ t time-
dependence.
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Conversely, acoustic variables determined in frequency domain may be trans-
formed back to time domain on single frequency basis, if they are known a priori to
encompass only discrete frequencies. Then, for example, if h ωð Þ is a variable
determined in frequency domain, the contribution of a typical single frequency
component of frequency ϖ to h ωð Þ is 2πh ϖð Þδ ω� ϖð Þ. The inverse Fourier trans-
form of this is he�iϖ t, where h ¼ h ϖð Þ. But, in the Fourier transform h ωð Þ, each
single frequency component, such as he�iϖ t, occurs with its complex conjugate
h
^

eiϖ t, since both positive and negative frequencies are included and h �ωð Þ ¼
h
^

ωð Þ for real functions. Therefore, a single frequency component of frequency ϖ
of h ωð Þ contributes to h tð Þ by he�iϖ tþ h

^

eiϖ t, that is, by 2Re he�iϖ t
� �

. It should be
noted that, the root-mean-square value of the single frequency function 2Re he�iϖ t

� �
is

ffiffiffi
2

p
hj j, which corresponds to a peak amplitude of 2 hj j, and that only positive

frequencies are relevant.

1.2.3 Impulse Sampling

An impulse-sampled function, h sð Þ tð Þ, of the continuous function h tð Þ is defined as

h sð Þ tð Þ ¼ h tð Þ
X∞
k¼�∞

δ t � kTsð Þ, (1.22)

where Ts denotes the sampling period. Fourier transform of this sampled function is

h sð Þ ωð Þ ¼ f s
X∞
k¼�∞

h ω� kωsð Þ, (1.23)

where ωs ¼ 2πf s and f s ¼ 1=Ts is called sampling frequency. This result shows that,
apart from the scaling factor f s, the Fourier transform of an impulse-sampled function
is a periodic repetition, of period Ts, of the Fourier transform of the continuous
function, h ωð Þ. Therefore, if we evaluate h sð Þ ωð Þ, we can see h ωð Þ in the frequency
range �ωs � ω � ωs, provided that

f s � 2fmax, (1.24)

where f max denotes the maximum frequency of interest in h ωð Þ. This is known as the
Nyquist sampling criterion.

If the Nyquist condition is not satisfied, the periodic repetitions of h ωð Þ will
overlap and h ωð Þ itself will not be visible exactly at some frequencies lower than
fmax. In practice, overlap (also called aliasing) is unavoidable, because we must
necessarily use functions in a finite time window and time-limited functions are not
band limited in the frequency domain. On the other hand, a function in a finite time
window is represented mathematically by the product of h tð Þ with a rectangular gate
function having the value of unity in the window and zero elsewhere. The Fourier
transform of the product of two time functions is given by the convolution of the
Fourier transforms of these functions. For this reason, when we take the Fourier
transform of an impulse-sampled function h sð Þ tð Þ limited to a finite time window,

111.2 Representation of Acoustic Waves in Frequency Domain

https://doi.org/10.1017/9781108887656.002 Published online by Cambridge University Press

https://doi.org/10.1017/9781108887656.002


h sð Þ ωð Þ convolves with the Fourier transform of the rectangular gate function. The
latter is characterized by a main lobe and infinite number of side lobes, the
amplitudes of which attenuate at the rate of 6 dB/octave, the amplitude of the first
side lobe being 13.3 dB lower than that of the main lobe. Because of the convolu-
tion process, the side lobes can interfere with the computed Fourier transform even
in frequency ranges of the Nyquist criterion. This interference, which is known as
leakage, may be of some concern, as it can result in an inaccurate representation of
the Fourier transform of the actual signal. Leakage is usually combated by using
different window functions than the rectangular gate function, which aim to make
the main lobe narrower and to generate side lobes which attenuate at large rates
with frequency.

An efficient numerical procedure known as the fast Fourier transform is widely
used for numerical calculation of the Fourier transform of continuous functions [7].
This is executed by impulse sampling the function at N ¼ 2m equidistant points at
times t ¼ 0, Ts, 2Ts, . . . , N � 1ð ÞTs, in a window of length T ¼ N � 1ð ÞTs. The
procedure yields the values of the Fourier transform at equidistant frequencies:

f ¼ 0, ∓
f s
N
, ∓2

f s
N
, . . . , ∓

N

2
� 1

� �
f s
N
, ∓

f s
2
,

where f ¼ ω=2π. Thus, the Fourier transform is sampled at frequency intervals
Δf ¼ f s=N or, if N is large enough, Δf ¼ 1=T . Accordingly, the time interval should
be selected so as to obtain a desired frequency resolution. The fast Fourier transform is
invertible; that is, if the Fourier transform of a function is known and is sampled at the
foregoing 2N þ 1 frequency points, the inverse fast Fourier transform yields the
values of the function at times t ¼ 0, Ts, 2Ts, . . . , N � 1ð ÞTs.

1.2.4 Power Spectral Density

Root-mean-square value of an acoustic variable is defined by the formula

hrms ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1
T

ðT
0

h2 tð Þdt

vuuut ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
h2 tð Þ	 
q

, (1.25)

where T is called averaging time and the second equality defines a shorthand notation
frequently used to denote a time average. If h tð Þ is a random function, this definition
tacitly assumes that it is stationary and ergodic [7]. Since acoustic variables have, by
definition, zero mean parts, the root-mean-square value can be interpreted as temporal
standard deviation. The following Parseval’s formula links the root-mean-square
value of a variable with its Fourier transform:

ðT
0

h2 tð Þdt ¼ 1
2π

ð∞
�∞

hT ωð Þj j2dω, (1.26)
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where hT ωð Þ denotes the Fourier transform of the truncated (windowed) part of the
function in the interval 0 � t � T . Therefore, hrms can be expressed as

h2rms ¼
1
2π

ð∞
�∞

Sh ωð Þdω, (1.27)

where

Sh ωð Þ ¼ hT ωð Þj j2
T

(1.28)

is called power spectral density of h tð Þ. In contrast to h ωð Þ, Sh ωð Þ cannot be inverted
back to h tð Þ, since it contains no phase information.

The integral in Equation (1.27) is often evaluated by splitting it into contiguous
frequency bands. Then, for real time signals, it can be expressed as

h2rms ¼
X∞
n¼1

h2rms �ωnð Þ, (1.29)

where

h2rms �ωnð Þ ¼
ðωnþ1

ωn

h ωð Þj j2Sx ωð Þdω (1.30)

and ωn � ω � ωnþ1 denotes the width of band n and �ωn is called the center frequency.
In practice, usually two types of frequency bands are used, namely, constant and
proportional. The bandwidth of constant bands does not vary with frequency and the
center frequency may be defined by the arithmetic mean �ωn ¼ ωn þ ωnþ1ð Þ=2. The
most common proportional bands are known as 1/N octave bands. The bandwidths of
1/N octave bands are defined as ωnþ1=ωn ¼ 21=N and the center frequency of band n is
given by the geometric mean �ωn ¼ ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

ωnωnþ1
p

. Thus, a given frequency band can be
covered by 1/N octave bands contiguously by selecting the center frequencies
appropriately.

The power spectral density of a periodic function consists of impulse functions
located at frequencies nϖ, n ¼ 0, ∓1,∓2, . . .:

Sh ωð Þ ¼ 2π
X∞
n¼�∞

hnj j2δ ω� nϖð Þ: (1.31)

Then, the root-mean-square value of a periodic signal is given simply by

h2rms ¼
X∞
n¼�∞

hnj j2, (1.32)

which is Parseval’s formula for periodic functions.
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1.3 Representation of Waves in the Wavenumber Domain

1.3.1 Spatial Fourier Transform

Many important problems of duct acoustics are concerned about sound propagation in
ducts which are axially uniform and homogeneous. In such cases, the linear acoustic
equations can also be Fourier transformed with respect to the duct axis. Let
h ω; x1, x2, x3ð Þ denote the Fourier transform of function h t; x1, x2, x3ð Þ, which is also
function of the Cartesian coordinates x1, x2, x3, where x1 denotes the duct axis. The
spatial Fourier transform of h with respect to x1 is defined similarly as the temporal
Fourier transform:

h ω; κ; x2, x3ð Þ ¼
ð∞
�∞

h ω; x1, x2, x3ð Þe�iκx1dx1, (1.33)

where the transform variable κ is called the axial wavenumber. As an example,
consider the application of this transform to the temporal Fourier transform of
Equation (1.5) for a uniform and homogeneous duct with ρo ¼ constant, vo ¼
e1vo1 þ e2vo2 þ e3vo3, where vo1, vo2, vo3 denote components of vo in x1, x2, x3 direc-
tions, respectively. Assume for simplicity that vo1, vo2, vo3 are constants. Then, upon
applying the spatial counterparts of Equations (1.16) and (1.17), Equation (1.5)
transforms to:

i �ωþ κvo1ð Þρ0 þ vo2
∂ρ0

∂x2
þ vo3

∂ρ0

∂x3
þ ρo iκv01 þ

∂v02
∂x2

þ ∂v03
∂x3

� �
¼ 0: (1.34)

Inspection of this result shows that acoustic equations can be transformed to the
wavenumber domain simply by replacing the operator ∂=∂x1 by iκ. Likewise, the
spatial Fourier transform may also be taken by assuming a priori that acoustic
variables have eiκ x1 dependence (or e�iκ x1 dependence, if time dependence is assumed
to be eiϖ t).

Spatial Fourier transformed acoustic equations will have one less spatial derivative
than the only temporal Fourier transformed equations, which can be convenient when
getting solutions. As will be seen in later chapters, solutions of the acoustic equations
for uniform ducts are feasible for ω and κ satisfying Δ ω; κð Þ ¼ 0. This equation is
called the dispersion equation and its actual form depends on the duct and its acoustic
boundary conditions. Roots of the dispersion equation give the axial wavenumbers as
functions of ω, and each wavenumber corresponds to a wave mode in the duct. The
time-domain characteristics of wave modes can be determined by taking first the
inverse spatial Fourier transform

h ω; x1, x2, x3ð Þ ¼ 1
2π

ð∞
�∞

h ω; κ; x2, x3ð Þeiκx1dκ (1.35)

and then the inverse temporal Fourier transform.
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1.3.2 Briggs’ Criterion

By studying the properties of the temporal and spatial Fourier transforms, Briggs has
shown that the information about the directions of wave propagation can be obtained
without explicit evaluation of inverse Fourier transforms [8]. First, the wavenumbers
are computed for a fixed (real) ω and then for ωþ iχ, where χ is an arbitrarily large
positive number. Briggs’ criterion states that: if an axial wavenumber κ originally (for
ω) having a positive imaginary part, acquires a negative imaginary part for ωþ iχ as
χ ! þ∞, then the corresponding wave mode propagates in the þx1 direction.
Conversely, if an axial wavenumber κ originally (for ω) having a negative imaginary
part, acquires a positive imaginary part for ωþ iχ, χ ! þ∞, then the corresponding
wave mode propagates in the �x1 direction.

For real wavenumbers, Briggs’ criterion can be stated as: if Re Vg

� �
> 0, then

propagation is in the þx1 direction, and Re Vg

� �
< 0 implies propagation in �x1

direction. Here,

Vg ¼ dω
dκ

(1.36)

and is called the group velocity.
If a complex axial wavenumber propagating in the þx direction has a positive

imaginary part, the corresponding wave mode decays in the direction of propagation
(since eiκ x1 dependence is being assumed); but, if it has a negative imaginary part, it
amplifies in the direction of propagation. Similarly, if a complex axial wavenumber
propagating in the �x1 direction has a negative imaginary part, it amplifies in the
direction of propagation; but, if it has positive imaginary part, it decays in the direction
of propagation.

A wave mode which decays in the direction of propagation is stable and called
evanescent. Amplification of a wave mode in the direction of propagation is known as
convective instability, which means that the wave amplitudes increase with distance
traveled but remain finite at fixed locations. Instability can also be of the absolute type;
that is, wave amplitudes blow up at every point in time at every location. A necessary
condition for absolute instability is the occurrence of an axial wavenumber of multi-
plicity two [8].

1.4 Intensity and Power of Sound Waves

The term acoustic energy is usually understood as part of the fluid’s total energy
associated with the presence of a sound wave. In an inviscid (ideal) fluid, this is purely
mechanical energy and consists of the sum of kinetic and potential (compression
strain) energies associated with the sound wave motion [1, 6]. But in a Newtonian
fluid with non-negligible viscosity, the presence of a sound wave is also associated
with some thermal energy dissipated due to friction. In practice, however, the physic-
ally relevant metric for sound energy is the mechanical power it transmits when sound
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waves reach a reception point such as a microphone or human ear. In this book, we
understand acoustic energy as this mechanical part of the fluid’s total energy associ-
ated with the presence of a sound wave.

Consider a control volume V of surface Σ, which contains no internal energy
sources and is free of external fields and shaft work. The integral form of the energy
equation for the unsteady motion of a Newtonian fluid in this control volume is given
by Equation (A.11a). Denoting the rate of viscous work done by the fluid in
the control volume on the surroundings by _W n , and the rate of heat loss from the
control volume to the surroundings by conduction by _Qc, Equation (A.11a) can be
expressed as

� ∂
∂t

ð
V

ρedV ¼
ð
Σ

hoρv�ndΣ þ _Qc þ _W n (1.37)

.Here, the term which is of interest to us is the time-average of the integral on the right-
hand side, that is,

Ð
Σ ho ρvð Þ�nh idΣ, where angled brackets denote time-averaging. This

integral gives the total time-averaged power of the fluid crossing normal to Σ. We
assume that the momentum density, ρv, and the specific stagnation enthalpy, ho, may be
represented, as the intensive properties of the fluid, by asymptotic expansions
ρv ¼ ρvð Þo þ ρvð Þ0 þ � � � and ho ¼ hoð Þo þ hoð Þ0 þ � � �, respectively, and hypothesize
that the fluctuating parts ofO εð Þ are solely due to the presence of sound waves (Section
1.1.1). This is a crucial assumption, because it means that all acoustic ramifications of
turbulence fluctuations and losses incurring from flow-acoustic interactions are neg-
lected in the subsequent analysis. Then the total time-averaged power associated with
the presence of sound waves may be expressed as [9]:

Wo ¼
ð
Σ

hoð Þ0 ρvð Þ0�n	 

dΣ (1.38)

because terms of O εð Þ have zero mean by definition and vanish on time-averaging.
Upon evaluating the momentum density and the specific stagnation enthalpy to O εð Þ
and using the linearized state equation h0 ¼ Tos0 þ p0=ρo (see Equation (A.16)), the
foregoing equation may be expanded as:

Wo ¼
ð
Σ

h Tos
0 þ vo�v0 þ p0=ρoð Þ ρov

0 þ voρ0ð Þ�nidΣ (1.39)

But this is not fully mechanical power; some part of it is thermal power dissipated by
friction due to the viscosity of the fluid. The contributor of this part in the foregoing
integral is the fluctuating entropy term, because an entropy increase corresponds to a
change in the amount of heat energy per unit volume, which must equal the loss of
mechanical energy per unit volume per unit time from the sound wave due to fluid
viscosity. Then, discarding this term, the acoustic power (the mechanical part of the
time-averaged power associated with the presence of sound waves) crossing normal to
Σ can be expressed as
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W ¼
ð
Σ

N00�nh idΣ, (1.40)

where

N00 ¼ ρov
0 þ voρ0ð Þ vo�v0 þ p0

ρo

� �
(1.41)

denotes the instantaneous local flux (rate of transport) of acoustic energy, which is
called acoustic intensity. Thus, the time-averaged acoustic power transmitted in a duct
normal to the duct sections can be calculated by using the formula

W ¼
ð
S

N00�nh idS, (1.42)

where S denotes the duct cross-sectional area. It should be noted that, the double prime
syntax is used to denote the part of a fluctuating quantity that is of O ε2ð Þ. The true
acoustic intensity is given by N ¼ N0 þ N00 þ O ε3ð Þ; however, only the O ε2ð Þ term is
relevant for the calculation of the time-averaged acoustic power, since Nh i ¼ N00h i.

In the literature, it is traditional to deduce expressions for the acoustic intensity
from an energy continuity equation which is derived as a corollary to the acoustic
continuity, momentum and energy equations and is of the general form

∂χ00

∂t
þr�N00 ¼ ψ00, (1.43)

where χ00 represents the acoustic energy density and ψ00 is called the production term,
the double prime syntax still denoting quantities small to the second order. This
equation derives its rational from the fact that, upon application of the divergence
theorem, Equation (A.1), for a fixed control volume of volume V of surface Σ, it turns
into a statement of conservation of acoustic energy: N00 crossing normal to the surface
Σ, plus the rate of change of χ00 in V, is balanced by ψ00 in V. A discussion of the
ramifications of this approach is given by Morfey, who also presents a general
formulation including fluid viscosity and thermal conductivity and non-uniform mean
flow [10]. This formulation partitions the density fluctuations that are non-acoustic, by
hypothesizing that the effect of viscosity and thermal conductivity on density fluctu-
ations is negligible. Then, the acoustic momentum density fluctuations (ρov

0 þ voρ0)
are evaluated by using Equation (1.15) for ρ0. Apart from this difference, the expres-
sion of Morfey’s theory for N00 is the same as Equation (1.41). The acoustic fields
considered in this book do not contain non-acoustic density fluctuations by definition
(Section 1.1.1), and Equation (1.41) is applicable.

An expression for χ00 corresponding to N00 may be derived from Equations (1.5) and
(1.8). Letting m0 ¼ voρ0 þ ρov

0, the former becomes ∂ρ0=∂t þr�m0 ¼ 0. Assuming
homentropic mean flow (Section 1.1.2), Equation (1.8) can be expressed as
∂v0=∂t þrE0 ¼ s0 po=cvoð Þr 1=ρoð Þ, where E0 ¼ vo�v0 þ p0=ρo, cv � cvo denotes the
specific heat coefficient at constant volume and s0 denotes specific entropy fluctuations,
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which enters as we use the linearized form of Equation (A.15a). Upon adding the dot
product of the modified form of Equation (1.8) withm0, to E0 times the modified form of
Equation (1.5), Equation (1.43) is obtained with N00 given by Equation (1.41),
ψ00 ¼ �m0� s0po=cvoð Þr 1=ρoð Þ and

χ00 ¼ 1
2
ρov

0�v0 þ ρ0vo�v0 þ
ð
p0dρ0

ρo
: (1.44)

The third term on the right-hand side of this equation represents the specific potential
(compression strain) energy of the fluid associated with the presence of acoustic waves
[1]. The specific kinetic energy of the fluid is given by ρo þ ρ0ð Þ vo þ v0ð Þ2=2, theO ε2ð Þ
term of which is ρov

0�v0=2þ ρ0vo�v0. Therefore, χ00 gives the specific acoustic energy
(sum of specific kinetic and potential energies) associated with the presence of acoustic
waves. If Equation (1.15) is used, the specific potential energy becomes p02=2ρoc2o and
Equation (1.44) reduces to the form given byMorfey [10], where all terms involving the
specific entropy (and also the viscosity and thermal conductivity, which are neglected in
the foregoing derivation) are also collected in the production term.

Equation (1.42) may be expressed explicitly as

W ¼
ð
S

p0v0�nþ ρovo�v0v0�nþ vo�n
ρo

p0ρ0 þ vo�nvo�v0ρ0
� �

dS: (1.45)

Since this expression is in the time domain, it is desirable to have an equivalent
expression which may be evaluated directly by using the solutions obtained in the
frequency domain. The simplest way to derive this expression is to assume that the
acoustic variables are single frequency functions of the form h tð Þ ¼ 2Re he�iωt

� �
(see

Section 1.2.2). Then, Equation (1.45) may be written as

W ¼ 4
ð
S

1
T

ðT
o

�
Re p0e�iωt

� �
Re v0e�iωt

� ��nþ ρovo�Re v0e�iωt
� �

Re v0e�iωt
� ��n

þ vo�n
ρo

Re p0e�iωt
� �

Re ρ0e�iωt
� �þ vo�nvo�Re v0e�iωt

� �
Re ρ0e�iωt

� ��
dtdS,

(1.46)

where T ¼ 2π=ω. Upon integration we obtain:2

W¼2
ð
S

�
Refp0̂v0g�nþρovo�Refv0̂v0g�nþ

vo�n
ρo

Refp0̂ρ0gþ vo�nvo�Refv0̂ρ0g
�
dS

(1.47)

or

W ¼ 2Re
ð
S

p
^0 v0�nþ ρovo�v^0 v0�nþ vo�n

ρo
p
^0 ρ0 þ vo�nvo�v^0 ρ0

�
dS

�
(1.48)

2 Recall that Re abf g ¼ Re af gRe bf g � Im af gIm bf g.
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where an inverted over-arc denotes the complex conjugate. Counterparts of this expres-
sion are often given in the literature in terms of the complex amplitudes of the acoustic
variables. Equation (1.48) can be converted to complex amplitudes, by replacing
h 2 p0, ρ0, . . . by ĥ=2, where a circumflex denotes the complex amplitude (Section
1.2.2).

Three-dimensional acoustic fields in ducts consist of a linear combination of,
theoretically, an infinite number of wave modes, and acoustic variables may be
defined as vectors with components representing the contributions of these modes.
For operations with the vector variables, it is convenient to write Equation (1.48) in a
form that implies matrix operations:

W ¼ 2Re
ð
S

p
^0

 �T
v0�nþ ρovo� v

^0
 �T

v0�nþ vo�n
ρo

p
^0

 �T
ρ0 þ vo�nvo� v

^0
 �T

ρ0
� �

dS,

(1.49)

where the superscript “T” denotes matrix transposition. Note that this form is not
compulsory and in each of the four terms in the large brackets, either one of the two
acoustic variables may be complex conjugated and transposed, provided that the
transposed variable is moved to the leading position.

1.5 Introduction to the Linear System View of Duct Acoustics

Acoustic models based on the linear theory of acoustic wave motion inherit all generic
mathematical properties of linear dynamic systems. In the time domain, a single-input-
single-output linear system is associated with the mathematical operation y tð Þ ¼ Lx tð Þ,
where x ¼ x tð Þ and y ¼ y tð Þ are, respectively, the input (excitation) and output
(response) of the system and L denotes a linear mathematical operator (involving
differentiation and/or integration). If the input and output are vectors of variables, the
system is called multi-input-multi-output system. In this case, the mathematical oper-
ation is written in matrix format as y tð Þ ¼ Lx tð Þ, where x ¼ x tð Þ and y ¼ y tð Þ are,
respectively, the input and output vectors of the system and L denotes a matrix of linear
mathematical operations. Most properties of single-input-single-output systems can be
extended to multi-input-multi-output systems by changing to matrix notation.

An arbitrary input can be represented by the expansion:

x tð Þ ¼
ð∞
�∞

x τð Þδ t � τð Þdτ: (1.50)

Here, δ tð Þ denotes an impulse function of unit strength placed at time t ¼ 0, which is
defined formally by the property:

ð∞
�∞

g tð Þδ tð Þdt ¼ g 0ð Þ, (1.51)
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where g ¼ g tð Þ denotes an arbitrary function. Therefore, the foregoing expansion
actually models the input x tð Þ as the sum of an infinite number of impulses having
strengths equal to the value of the input function at the time of their action.

Let the response of a linear system to a unit impulse input at time t ¼ τ be denoted
by h t; τð Þ ¼ Lδ t � τð Þ. Then,

y tð Þ ¼ L
ð∞
�∞

x τð Þδ t � τð Þdτ
8<
:

9=
; ¼

ð∞
�∞

x τð Þh t; τð Þdτ: (1.52)

In words, the system output is given by the sum of the outputs of the system to its
individual responses to the constituent pulses of the actual input. This is called
superposition property of linear systems.

A linear system is called time-invariant if h t; τð Þ ¼ h t � τð Þ, that is, if the response
of the system to a unit impulse at time t ¼ τ is same as its response to the unit impulse
at t ¼ 0 translated to time t ¼ τ. Then, Equation (1.52) reduces to the convolution

y tð Þ ¼
ð∞
�∞

x τð Þh t � τð Þdτ, (1.53)

which is also known as Duhamel’s integral. This relationship acquires a more practical
form when transformed to frequency domain. Taking the Fourier transform of the both
sides of Equation (1.53), we obtain:

y ωð Þ ¼
ð∞
�∞

ð∞
�∞

h t � τð Þeiω tdt

0
@

1
Ax τð Þdτ ¼ h ωð Þ

ð∞
�∞

eiϖτx τð Þdτ, (1.54)

that is,

y ωð Þ ¼ h ωð Þx ωð Þ, (1.55)

where h ωð Þ is called the frequency response function of the system. Since Equations
(1.53) and (1.55) are Fourier transforms of each other, they carry the same infor-
mation; however, the latter is more widely used, because h ωð Þ is relatively simpler to
obtain than the unit impulse response h tð Þ. The term frequency response function is
usually abbreviated as FRF, but it should be noted that this terminology is normally
employed when the input and output of the system are scalar variables. For a multi-
input-multi-input system, Equation (1.55) becomes a matrix equation of the form:

y ωð Þ ¼ h ωð Þx ωð Þ, (1.56)

where h ωð Þ may be called the frequency response matrix. In this book, however, we
will usually refer to it as a wave transfer matrix, since the input and output are
associated with a wave motion.

Frequency response functions and matrices are extensively used in duct acoustics
as descriptors of generation, propagation and radiation of duct-borne sound waves.
They are derived from solutions of the governing acoustic equations in frequency
domain without being concerned about the actual input. But if we are interested in the
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output of the system, for example, the sound pressure radiated from the exhaust
tailpipe of an engine, the knowledge of the actual input gains importance. It is clear
from Equation (1.55) that we can determine the Fourier transform of the output only if
we know the Fourier transform of the input.

In some applications, the input may be known not as a time function or its
Fourier transform, but as root-mean-square values in frequency bands which cover the
frequency range of interest contiguously. Then we can only estimate the root-mean-
square values of the output in the same bands. Taking the modulus of Equation (1.55):

y ωð Þj j2 ¼ h ωð Þj j2 x ωð Þj j2: (1.57)

Therefore, from Equation (1.22), the power spectral density of the input and output
signals are related as

Sy ωð Þ ¼ h ωð Þj j2Sx ωð Þ: (1.58)

Thus,

ð∞
�∞

Sy ωð Þdω ¼
ðω
�∞

h ωð Þj j2Sx ωð Þdω: (1.59)

Assuming real time signals and splitting the integral over the bands on the positive
frequency axis,

X∞
i¼1

ðωiþ1

ωi

Sy ωð Þdω ¼
X∞
i¼1

ðωiþ1

ωi

h ωð Þj j2Sx ωð Þdω, (1.60)

where ωi � ω � ωiþ1 denotes the width of band i. Thus, the root-mean-square value
of the output in a typical frequency band is given by

y2rms �ωið Þ ¼
ðωiþ1

ωi

h ωð Þj j2Sx ωð Þdω, (1.61)

where �ωi denotes the center frequency of band i. If the magnitude of the frequency
response function remains sufficiently uniform over a band, the root-mean-square
values of the input and output signals may be related in constant or proportional
frequency bands (Section 1.2.4) as:

yrms �ωið Þ � h �ωið Þj jxrms �ωið Þ: (1.62)

Obviously, the narrower the bandwidth, the more accurate this description will be.
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