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Technology and Geography in the Second 
Industrial Revolution:  

New Evidence from the Margins of Trade
MICHAEL HUBERMAN, CHRISTOPHER M. MEISSNER,  

AND KIM OOSTERLINCK

Belle Époque Belgium recorded an unprecedented trade boom. Exploiting a 

this remarkable achievement, we study the relationship between trade costs and 
the intensive and extensive margins of trade. The establishment of a foreign 
diplomatic network that lowered beachhead costs and enabled the entry of new 
products was an essential fact of the trade boom. Interestingly, the expansion in 
trade in certain sectors did not translate into faster productivity growth. We offer 
some explanations. 

In the mid-nineteenth century, Belgium exported a narrow range of 
manufacturing products to a handful of destinations. By the eve of 

WWI, the country had emerged as a workshop to the world. The number 
of products shipped abroad had more than doubled, as had the number 

1906, 1926), Belgium was clearly punching above its size. 
In this article, we reconsider the Belgian trade boom, the accelera-

tion of exports and imports as a share of gross domestic product (GDP), 
drawing on recent advances in international trade theory with hetero-
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bilateral trade data.1 In the standard account of the trade boom, the 
collapse in transport costs precipitated a global surge of exports in labor-
intensive manufacture, Belgium’s comparative advantage (O’Rourke and 
Williamson 1999). Our account differs in several ways. First, we treat 

creating a market for a new product. Not all goods reached all markets. 
Based on the comprehensive reports prepared by an international network 
of trade diplomats, we explore the idea that the diffusion of business 
intelligence lowered the threshold of setup costs in certain markets and 
for selected goods.

This article’s second innovation is the sharpened attention on demand 
structure and industrial organization. The effect of trade costs on trade 
was mediated by the degree of product differentiation and the hetero-

exports comprised a range of goods from highly differentiated to stan-
dardized items. Industrial structure was equally heterogeneous, indus-

-
nology. Productivity records varied across industries, as did rates of entry 
and exit. 

A third innovation consists of the new disaggregated trade dataset 
we assembled for Belgium between 1870 and 1910. The granular data 
provide the basis for the decomposition of the growth in trade into the 
contributions of the intensive and extensive margins. The intensive 
margin is measured as the value of bilateral exports per product; the 
extensive margin as the number of products exported to a destination.2 
Using theory to frame the empirics, we assess the relationship between 

Finally, we consider the association between international trade and 

anticipates a strong positive relationship.3 There are few historical studies 
of this relationship like that we propose. We provide a framework to 
identify circumstances in which a collapse in trade costs promoted strong 
productivity growth and those where the relationship was weaker. 

1 

et al. (2007), and Cadot, Carrère, and Strauss-Khan (2012) survey empirical work in the area.
2 We also consider the number of countries served at the aggregate level as a dimension of the 

extensive margin.
3 In the standard model (Melitz 2003), the fall in trade costs prompts strong import competition, 

that serve the domestic market. Empirically these effects can be elusive (Girma, Greenaway, and 
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Our interpretation of the drivers of Belgian international trade can be 
-

able trade costs, the acceleration in trade was as much about the expan-
sion in the number of products delivered and markets served as it was 
about shipping more of the same items. In fact, the contribution of the 
extensive margin to the growth in trade exceeded that of the intensive 
margin. The intensive margin was responsive mainly to the fall in vari-
able costs; the extensive margin was responsive to the decline in variable 
and

large and rich commercial rivals, Belgium, like other small players, was 
-

nation of the link between international trade and productivity growth 
suggests caution. Echoing recent research (Segerstrom and Sugita 2015), 

a weaker relationship in others, such that the overall association between 
trade and productivity in Belgium was modest. 

Aside from data availability, our choice of Belgium merits comment. 
In many ways, Belgium was a microcosm of late nineteenth-century 
Europe. At the crossroads of the continent, it shared a common insti-
tutional framework, the legacy of longstanding commercial and polit-
ical relations with its neighbors, and it participated in, if not initiated, 
international trade agreements on the Protection of Industrial Property 
(1883) and the Brussels Convention on unfair competition (1900). And 
like many of Europe’s small economies, it maintained low tariffs in the 

76; O’Rourke and Williamson 1999, pp. 98–99).
The article brings a novel approach to several themes in the economic 

of the relationship between trade and prosperity, Kevin O’Rourke and 
Jeffrey G. Williamson (1999, pp. 57–76) invoke a factor-endowment 
framework to emphasize the period’s signature trade: the exchange of 
New World resources for Old World manufactures.  Here we consider 

in trade barriers (North 1958; Harley 1988), and more recent evaluations 

 Neither the Stolper-Samuelson effects explored by O’Rourke and Williamson (1999) nor 
the market potential channel of Liu and Meissner (2015), depend on total factor productivity to 
generate rising real wages and convergence. Gains from trade accrue solely from the elimination 
of resource-wasting trade costs.
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“variable” or ad valorem, partly due to the availability of information on 

trade boom. 

INTERNATIONAL TRADE AND ECONOMIC GROWTH IN BELGIUM, 

Belgium’s international exposure increased at a rate of 1.1 percent per 
annum between 1870 and 1900, and 1.5 percent in the shorter period from 
1900 to the eve of the war measured by the share of exports and imports in 
GDP in Figure 1.5 On a per capita basis, the surge in Belgium’s trade was 
the most pronounced in Europe.6 Its aggregate performance, however, 

Table 1 assembles several dimensions of export performance for some 
representative sectors. Firm structure is an indicator of the distribution 

productivity as in modern trade models. We anticipate that an industry 

of nearly equal size. The metal and machine industries were dominated 

-
neous in glass manufacture, although it retained an oligopolistic structure 

7 Intensive growth in trade refers to 
increase in the value of shipments per product, while extensive growth 
refers to the number of new products delivered to each destination or the 
number of new destinations. There was variability in the value of ship-
ments with rubber exports outstripping linen goods by a factor of ten, as 

5

Smits, Woltjer, and Ma (2009) and Horlings and Smits (2002); trade values from Horlings (1997). 
We postpone discussion of the relationship between output and trade until later in the article. Of 
course, GDP and trade are different types of measures. That said, the relationship between the 
two is meaningful, since the ratio between GDP and gross production in the period was stable. 

6 For comparative statistics and sources, see Maddison (1995, pp. 359-63) and Huberman 
(2012, p. 6).

7 Data limitations prevent a comparison of market shares. In the penultimate section of the 
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there was in the number of new products delivered and new destinations 
served, for instance the addition of 10 types of machinery exports and 21 
new markets for cotton textiles between 1895 and 1910. 

transport revolution that in Belgium can be dated to the opening of the 
Scheldt and subsequent investments in the port of Antwerp (Loyen 2002). 
Maritime freight rates fell by about 30 percent during the boom, much of 
the decline happening before 1900 (Jacks, Meissner, and Novy 2010; Jacks 
and Pendakur 2011). Because of investments in rail and canal networks, the 
fall in shipping costs was matched by that of inland freight rates.8 Although 

-
tional ports (in order of importance: Ostend, Ghent, Brussels, Bruges, and 
Nieuwpoort) increased over the period. According to one maritime histo-
rian (Suykens 1986, p. 375), competition among ports compelled Antwerp 
to maintain the lowest pilotage and loading fees in Europe. 

The fall in transport costs, while substantial, did not ensure Belgium 

0

10

20

30

40

50

60

70

6.4

6.5

6.6

6.7

6.8

6.9

7

7.1

1870 1875 1880 1885 1890 1895 1900 1905 1910

(E
X

 +
 IM

)/G
D

P

ln
 (G

D
P/

po
p)

 M
 1

91
0 

B
F

Year

ln  (GDP per capita) 
1910 BF

Openness

FIGURE 1 
TRADE OPENNESS AND REAL GDP PER CAPITA, 1870–1913

Notes
Sources: Trade values from Horlings (1997); GDP and GDP per capita from Horlings and Smits 
(2002), and Smits, Woltjer, and Ma (2009).

8 On maritime and inland transport costs, see Jacks and Pendakur (2011). On the Belgian rail 
network, see Huberman (2008, 2012).
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TABLE 1 
PRODUCT MARKETS, FIRM STRUCTURE, AND EXPORTS: SELECTED INDUSTRIES

Product Type of Product
Product 

Category Firm Structure
Distance Trade Growth  

Type

Average Trade 
Growth Percent 

1895–1910

New  
Markets 

1895–1910

New  
Goods 

1895–1910

Average 
Productivity  

Growth  
1896–1910

Linen Undifferentiated 1 Homogeneous –1.69 Mainly intensive  2.96 10  0  0.83

Rubber Undifferentiated and 
differntiated

1 Heterogenous –1.29 Intensive 16.71  9  0 7.1

Glass Semi-differentiated 2 Moderately 
heterogenous

–0.53 Intensive  3.30  7  8  1.03

Cotton textiles Differentiated 3 Homogeneous –0.33 Extensive  6.79 21  8  0.13

Metal & steel Differentiated 3 Heterogenous Intensive & 
Extensive

 8.18 13  6  3.02

Machinery Highly differentiated Highly heterogeneous –0.25 Intensive & 
Extensive

 7.61 32 10

Notes

Sources
growth type: authors’ calculations. Trade growth, new markets, and new goods: Belgium, Tableau (various years). Productivity growth from Gadisseur (1997).
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Forslid 2010) of gaining presence in international markets and intro-
ducing new products were considerable and idiosyncratic, varying across 
items and destinations. These costs comprised, but were not restricted 
to, gaining familiarity with local market conditions, establishing or 
accessing wholesale networks, and learning about shipping methods 
and customs’ formalities. Belgium, however, faced particular disadvan-
tages in marketing its goods abroad. Unlike France and Great Britain, the 
country did not reap the rewards of a large empire, and unlike Germany 
and Italy it could not rely on emigrants to promote its goods back home.9 

1860s, the country accorded most-favored-nation (MFN) treatment with 
its close neighbors and new trading partners.10 The number of treaties 
actually peaked after protectionism reemerged in France and Germany. 
In addition, Belgium signed general trade agreements, traités d’amitié, 

-
cols safeguarding product design and trademarks with Romania in 1881 
(Traités de commerce 1900). The adoption of the gold standard (1878) 
progressively locked in exchange rates with commercial partners and 

11 
Belgium’s comparative advantage seems to have been embedded in its 

of the role it had fashioned for itself in the international community. As a 
small, open, and non-aligned country, Belgium sought to participate, and 

and social reform, and science. The state’s engagement in nurturing trade 
networks was an extension of this focus. At home, the country hosted 

1888, 1897, and 1910; Liège 1905) that showcased export lines. Abroad, 

9 From 1885 to 1908, the Congo Free State was the private enclave of the Emperor Léopold 
II, after which it became a colony of Belgium. In 1900, the Congo accounted for less than 5 
percent of manufacturing exports. On empire and trade, see Mitchener and Weidenmeir (2008). 
As for demand of emigrants, the trade consul in the U.S. mid-west (Recueil consulaire [hereafter 
Belgium RC
Bay, Wisconsin, preferred local cheese to imports of the patrie.

10 In the wake of the Cobden-Chevalier treaty of 1860, Belgium signed MFN clauses with 
France (1861), Britain (1862), the Netherlands (1863), and Prussia (1865). Late into the century, 
when the two-tier tariff system was widely adopted in Europe, the country negotiated agreements 
with new partners, including Mexico (1895) and Bolivia (1912). On Belgian commercial policy, 
see Degrève (1982). In the empirical sections of this article, we rely on Pahre’s (2007) dataset of 
trade treaties. We thank Robert Pahre for generously providing us these data. See Dutt, Mihov, 
and Van Zandt (2013) on the effectiveness of World Trade Organization membership in reducing 
the uncertainty of doing business abroad. 

11 On the gold standard and trade, see López-Córdova and Meissner (2003).
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New York (Bairoch 1989, p. 97). Thus the state assumed responsibility for 
establishing an international presence in support of commercial interests.

From an early date, the state invested considerable resources in devel-

1850 were located in neighboring countries, but, as early as 1870, Belgium 
was represented on all continents, even when trade with many of these 
regions was trivial or non-existent. By 1900, of the nearly 600 represen-

(independent countries and colonies), more than half were located outside 
the European core (De Leener 1906, p. 209).12 Altogether, spending on 
political and consular agents rose from 0.6 million francs in 1860 to 1.5 
million in 1890 (Bairoch 1989, p. 96). The consular network was comple-
mented by the presence of foreign representatives in Belgium. In Figure 
2 we plot available information on Belgian and foreign diplomats, along 
with other means the country employed to manage trade costs. While 
the presence of foreign representatives in Brussels saw a steady rise, the 
growth in MFN partners after 1890, and in the number of Belgian dele-
gates abroad and gold standard countries after 1895, went hand in hand 
with the acceleration in trade in the decades before WWI. 

The reports of the trade delegates, published annually in the Recueil 
consulaire (RC), provided an exceptional source of business intelligence 
for Belgian manufacturers.13 The résumé on Chile (Belgium RC, vol. 
63, 1888, pp. 325–53) concentrated on exchange rates, tariff policy, and 
internal transport; that for Japan (RC, vol. 39, 1882, pp. 23–71) on consumer 
preferences and freight rates; the report on the Philippines on packaging, 
labeling, and the importance of keeping to contractual deadlines (RC, vol. 

recommendations on opportunities in individual markets. The representa-
tive (RC, vol. 53, 1885, p. 138) in Lisbon acknowledged that, although 
the productivity of British cotton-textile workers was superior and that 
Lancashire’s hold on foreign markets in “sheetings” and “shirtings” was 

textiles, checked domestics,” and other narrow varieties.  Differentiated 

12 Figures on the diplomatic network are from RC, vol. 106 
13 For 1910, the RC

over 250 different items. The geographical distribution of the reports mirrored that of the trade 
diplomats. Based on the countries listed in the indexes of the RC, the share of European reports 

 The consul in Chile (RC
“lingerie confectionnée pour hommes, de toutes étoffes (chemises, caleçons, gilets, pantalons, cols, 
cravates, etc.), la lingerie confectionnée pour dames (bonnets, chemises, jupons, peignoirs, cols, 
collerettes, manches, mouchoirs, etc.), la lingerie de table, de toilette et de bain (nappes, serviettes, 
peignoirs, caleçons, etc).” On Belgian consuls and Spanish trade, see Betrán and Huberman (2016).
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delegates, the growth in new markets for these goods exceeding that of 
more standardized items (Table 1). In this way, the Belgian state effec-
tively subsidized the costs of conducting business abroad.

INTERNATIONAL TRADE WITH FIXED AND VARIABLE TRADE 
COSTS: A CONCEPTUAL FRAMEWORK

Thomas Chaney’s (2008) model of international trade with heteroge-

this new vintage of trade theory lies in the decomposition of the effects 

of trade.
On the demand side, consumers in each country are identical and have 

a love of variety. Consumers can purchase from a set of goods, with each 
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DIPLOMATIC REPRESENTATION AND OTHER TRADE COSTS
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good k
respect to productivity. Each product, k, is allowed to have a different 

k, such that varieties of a 
product with higher  are closer substitutes for each other. Heterogeneity 

parameter . As  -

model equates each item exported as a variety produced by a represen-
-

ciently homogenous and which share a common elasticity of substitu-
tion. We assume, however, heterogeneity in productivity across products. 
Thus, a sector k consists of a group of products. We are interested in the 
bilateral value of exports for a sector k, the value of exports per good in a 
given sector, and the number of exported goods of each sector. 

We ask which goods are produced in equilibrium and then, for given 

because they meet the expenses incurred in gaining international expo-

selling abroad, the productivity threshold of entry into that sector recedes, 

Chaney (2008) thus provides the theoretical framework to study empir-

Variable trade costs affect both margins. The elasticity of exports to a 
country d for sector k with respect to a change in variable trade costs is 
given by the sum of the elasticities on the intensive margin and extensive 
margins: 

ξ
τ

σ γ σ γ≡ − = −γκτ

������� ����� ���� � ����� ����d x
d ln

(σσσ γγγ (σσ .dk

dk

k kγ1) (+ γ k kγ1))

intensive margin extensive margin

(1)

k – 1), implies that the effect of a fall in variable 
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higher degree of substitutability between goods which is the basic Krugman 
15 The innovation of the Chaney 

model lies in the second part of the equation, the extensive margin. The key 
insight is that  has opposite signs on the two margins. When  is small, 
that is a low degree of substitution, competitive pressures are weak and the 

entrants can capture market share, thus increasing trade conducted at the 
extensive margin, and to a greater degree than if  were large. The other 
strong prediction is that, in a gravity regression for total exports in a given 
sector, the overall elasticity of export values for a change in variable trade 

 increases.16

setup, the elasticity of bilateral exports of a given sector k, with respect to 

� �� �� �� � ����
�

ξ γ
σ

γ
σ

≡ − = +
−
−

⎛

⎝⎜
⎛⎛

⎝⎝

⎞

⎠⎟
⎞⎞

⎠⎠
=

−
−

d x
d f

0
1

1
1

1,kf
dk

dkff

k

k

k

k

intensive margaa in
extensive margaa in

(2)

where f 
affect the total value of trade, but only through the extensive margin, the 
second component in the equation. The intuition is that demand for a 

-
tion affects the elasticities on the extensive margin and on total trade 

-
cant heterogeneity in productivity, the overall elasticity is expected to be 
small in absolute value.

Several key predictions of this model motivate our reappraisal of the 
trade boom. We study the proposition that the decline in variable trade 
costs affects both intensive and extensive margins, but that the decline 

And while the (absolute value of the) elasticity of trade with respect to 
variable trade costs depends inversely on the level of heterogeneity of 
productivity within a sector (or a class of goods as in our case), that with 

15 More precisely, the intensive margin is governed by the elasticity of substitution between 
goods and the elasticity of trade costs with respect to distance (which is assumed to be constant).

16

that exports from source country to destination increases with the product of country GDPs (or 
a proxy like population size), and decreases with distance and other trade costs between partners 
(Anderson 1979).
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and the heterogeneity parameter.

BOATS, CARS, AND TRAMS:  
A GRANULAR LOOK AT THE BELGIAN TRADE BOOM

Our main information source is the Tableau général du commerce 
extérieur from which we have recorded trade in manufactured goods, 
which represented about 50 percent of all exports in 1900 and 20 percent 

1910.17 The Tableau separates goods in transit from those manufac-

10 percent by barge using the canal and river system.18

In Figure 3 we depict the growth in the number of export items and 
destinations. The expansion in products began in 1880, plateaued tempo-
rarily, and then had a sharp break after 1890; the growth in destinations 

number of outlets. By 1910, the Tableau’s listing of approximately 70 
destinations was a considerable achievement, since there were less than 
200 possible trading partners at this date, comprised of sovereign states, 

the number of products delivered and destinations served across space 
and over time. France, an adjacent and big trading partner, received the 
largest number of products, but countries poles apart, and at different 
levels of development with different commercial policies and population 
sizes, like Switzerland, the United States, and Argentina, imported the 
same number of products. Canada and Japan became trading partners 
of Belgium around the same time and had a similar range of imports 
including transport equipment and glass. Market expansion operated 
along extensive and intensive margins in tandem. In 1870, the typical 
product/export would have reached an average 17.75 destinations.19 
Goods exported continuously in the 20 years after 1870 had, on average, 

17 In an earlier treatment of the Tableau, Degrève (1982) estimated the value of trade by product. 
His presentation does not identify export destinations and import sources, nor does he distinguish 
between old and new goods traded.

18 Appendix A gives background information on the Tableau and the methodology used in 

19 The number of destinations is estimated from a weighted regression of the number of 
countries served by each product on the number of periods of non-zero exports of this item, as 
well as a full set of period and good-level indicators.
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26 markets. Thereafter, the number of destinations leveled off.20 This 

information about local preferences in a handful of markets and then 
deepening sales (Albornoz et al. 2012; Besedeš and Prusa 2006).

-

exports receded from nearly 50 to about 30 percent between 1870 and 
1910. The share of clothing, metal products, and vehicles increased. The 
decline in the textile share as a major export item clashes with Herman 

of -
tional, unviable sectors, without economic future.”21 In terms of destina-
tions, Europe bought more than 90 percent of exports in 1870; by 1910 
its share had dropped to about 65 percent, replaced by new markets in 
Africa, the Americas, and Asia. On the import side, Belgium purchased 

20

30

40

50

60

70

80

0

20

40

60

80

100

120

140

160

180

1870 1875 1880 1885 1890 1895 1900 1905 1910

C
ou

nt
rie

s

Pr
od

uc
ts

Year

Products
Countries

FIGURE 3 
EXPORT PRODUCTS AND DESTINATIONS, 1870–1910

Note: See Appendix for products and countries. 
Source: Belgium, Tableau, various years.

20 Items that were continuously active from 1870 to any time point in our sample after 1890 
(1895, 1900, 1905, or 1910) reached, on average, 26 destinations.

21 De Brabander (1981) and Boschma (1999) make similar observations. 
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FIGURE 4A 
EXPORT SHARES BY INDUSTRY, 1870–1910

FIGURE 4B
EXPORT SHARES BY DESTINATION, 1870–1910

Source: Belgium, Tableau, various years.
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manufacturing goods from 28 countries in 1910, an additional 10 sources 
since 1870. 

Between 1880 and 1895, the extensive dominated the intensive 
margin.22 There was a good deal of churning: new goods were being 
developed, and there was also a non-trivial proportion of exiting goods, 
perhaps indicating experimentation or a failure to achieve a foothold 
in new markets and deepen market presence. Continuing or incumbent 
goods gained in importance as markets became secured after 1895, the 
intensive topping the extensive margin in this period as a result. Overall, 
the contribution of new goods (58 percent) exceeded that of continuing 

The portrait of international trade that emerges from the Tableau 
differs considerably from that usually described by economic historians 
for Belgium, and even for the rest of the world. In the factor-endow-
ment trade model of O’Rourke and Williamson, goods are presumed to 
be homogenous, and as trade costs decline differentially endowed coun-
tries would ship more of the same types of goods. The canonical Paul 
Krugman (1979) model of imperfect competition assumes that each 
destination purchases the full set of goods, if they are exported at all. The 
dataset we have assembled adds to our understanding of the development 
of country and world trade at the beginning of the twentieth century. The 

the Belgian trade boom.

TRADE COSTS AND THE INTENSIVE AND EXTENSIVE MARGINS

We now use the Chaney model more formally to study the evolution 
of trade. First, we classify products into four categories, from standard-
ized to highly differentiated goods. We examine whether changes in 
trade costs affected categories differently. A stable relationship implies 
that consumers saw products as undifferentiated, suggesting that stan-

-
tivity) provide a reasonable framework in which to situate the Belgian 
trade boom, while new trade models predict that the effect of variable 
costs, like distance, would have diminished along with the degree of 
product differentiation. Second, we explore the effect of trade costs on 

costs had any effect on the intensive side. 

22 The decomposition follows Bernard et al. (2009). The change in exports is the sum of all 
goods exported in the current period of previously non-active lines, minus the exports of lines in 
the previous period that have been eliminated, and the change in continuing product lines. For 
details, see Huberman, Meissner, and Oosterlinck (2015).
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Baseline Estimates

To begin, we divide products into four categories of differentia-
tion based on information gleaned from the Recueil consulaire.23 In 
their recommendations on market opportunities, trade delegates classi-

and other countries’ product lines. Category 1, the least differentiated 
items, comprises labor-intensive manufactures, for instance, threads, 
hides, parchment, and paving stones and cheap metal products destined 
primarily for the domestic market. These goods faced stiff competition 
abroad. Category 2 goods consist of differentiated semi-skilled industrial 
goods and textiles. The Tableau
17 varieties of cotton textiles (items 38–55 in the Appendix). Category 
3 includes semi-skilled and skilled-manufacturing goods with substan-

expensive capital-intensive items, such as transport equipment, machines, 
and machine tools. By the turn of the century, Belgium exported trams 

we impose no assumption about the correspondence between product 

1, the rubber industry which manufactured a mix of both standardized 
and specialized goods comprised several large technologically advanced 

We use a standard gravity model to study the association between bilateral 
exports and the decline in trade costs. As in Martina Lawless (2010a, 2010b; 
also Dutt, Mihov, and Van Zandt 2013), we are restricted to country-level 

to 1910. We are missing 27 country year observations, leaving a sample 
size of 639. Since GDP data are limited, we use population of the trading 
partner as our measure of size. In each year, the number of goods exported 
to a destination is limited to the number of actively exported products. The 
Poisson pseudo-maximum likelihood (PML) model we adopt allows us to 
include destination-years with zero trade. The Appendix describes more 
fully the nature of the panel data used in the gravity regressions. 

-
ering market intelligence and obtaining assistance with customs forms 

23 The Appendix gives full details on products by category and the value of trade by category.

https://doi.org/10.1017/S0022050717000018 Published online by Cambridge University Press

https://doi.org/10.1017/S0022050717000018


Technology/Geography in the 2nd Industrial Revolution 55

and regulations. These expenses do not depend on the value of product 

the trading partner shared a common border and language with Belgium, 

these policy variables increased information and decreased uncertainty, 

an indicator variable for whether or not the trading partner is a colony 
of another country. We anticipate that Belgium had a disadvantage 
accessing markets in other European countries’ possessions. 

To approximate the variable costs of trade, in the absence of direct 
information on freight rates, we use great circle distance in kilometers 
between national capitals, given as the logarithm of distance. To be sure, 

and variable costs based on qualitative information alone, we rely on 
theory to guide our predictions of which proxies are more likely to be a 

costs is associated with changes in the extensive margin only. While we 

are comfortable with our modeling strategy.
Table 2 reports a regression for total export values by category (C is 

d is a destination, t subscripts years, and V indicates 
parameters allowed to vary according to the dependent variable—here 
total value) of the form: 

δ β= δExports βexp[ ] .+ v+dt
C

t dδδδ tdd
C V

dt
C (3)

varied by the degree of product differentiation in each category. Exporters 
depended on proximity to sell more goods. Doubling distance would 
decrease trade by up to 88 percent for category 1 goods, but only reduce 

other studies and new trade theory (Crozet and Koenig 2010).

gold standard from 1880 onwards would have been associated with an 
-

tent with that proposed by J. Ernesto López-Córdova and Christopher 
Meissner (2003), and 131 percent for category 3 products. Signing an 
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MFN treaty is associated with a 100 percent rise in trade for category 1 

appears to have been a more important determinant of sales than a MFN 
clause or foreign representation in Brussels. Perhaps Belgium negotiated 

TABLE 2
DETERMINANTS OF TOTAL VALUE OF TRADE FOR BELGIAN EXPORTS  

BY “LEVEL OF DIFFERENTIATION,” 1870–1910

Category 1 Category 2 Category 3
ln(distance) –0.88*** –0.82*** –0.32**

[0.10] [0.07] [0.07] [0.16]

Shared border –0.02 –0.13
[0.13] [0.19] [0.20] [0.17]

Pegged exchange rate 1.19*** 0.72***
[0.20] [0.16] [0.15] [0.29]

Shared language –1.28*** –0.22 0.02 0.32*
[0.17] [0.22] [0.17] [0.17]

MFN treaty 0.69*** 0.76*** 0.38** –0.18
[0.21] [0.18] [0.16] [0.25]

Colony of another 0.25 –0.81*** –0.27
country [0.29] [0.28] [0.23] [0.50]

Belgium has diplomatic 0.52* 0.59***
rep. in country [0.27] [0.27] [0.18] [0.39]

Partner has diplomatic 0.80** 1.20*** 1.00*** 0.37
rep. in Belgium [0.38] [0.39] [0.30] [0.39]

ln (population) of trade 0.51***
partner [0.05]

Number of observations 639 639 639 639
Method of estimation PPML PPML PPML PPML
* p-value<0.1
** p-value<0.05
*** p-value<0.01
Notes: Dependent variable in each column is the total value of exports exported to country d 
at a given level of differentiation. Method of estimation is Poisson PML. Category 1, the least 
differentiated goods, include labor-intensive manufactures and manufacturing inputs, such 
as leather, thread; category 2, semi-skilled industrial goods and textiles, such as glass, paper, 
and some cloth and fabric; category 3, semi-skilled or high skilled manufacturing goods with 

manufactures, such as tramways, ships, machines, and machine tools. Time dummies included 
but not reported. Sample includes 1870, 1875,…,1910. Robust standard errors clustered over 
destinations are reported in brackets. 
Sources: Belgium, Tableau (various years) and Appendix B.
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accords with long established trading partners, and, concurrently, lowered 
effective ad valorem tariff rates (Lampe 2011). We examine the possi-
bility of endogeneity in our robustness checks later. But it may also have 
been the case that a MFN agreement was less effective in opening doors 
than diplomatic ties, since trade in differentiated goods was dependent on 
informal “related” networks abroad (Rauch 1999).

goods. For instance, Belgium was renowned for its streetcars, builders 

and Portuguese possessions proved elusive. According to Alberte Martínez 
López (2003), sales of tramways and investments in supporting infrastruc-
ture were directed to the Middle East and Southern and Eastern Europe, 
since U.K. manufacturers of similar goods invested heavily in the British 
Empire. To face the risks involved in exporting in these countries, tramway 
builders relied occasionally on the support of large holding groups that 
secured the rights to construct and operate lines (Brion and Moreau 1995). 

Product Differentiation, Productivity Heterogeneity, and the Margins of 
Trade 

We now explicitly examine the effects of trade costs on trade margins. 
For each category, our regressions take the form:

δ β= =Intensive Margin
Exportsrr

Number of Goods
exp[ ] ,ε+dt

dt
t dδδ tdd

IM
dt

δ β=Extensive Margin N= umber of Goods exp[ ] ,ε+dt t dδδ tdd
EM

dt (5)

where IM indicates the parameter estimates for the intensive margin and 
EM indicates the parameters for the extensive margin
The results for the intensive margin are given in Table 3. As expected, 

the effect of distance on the intensive margin declines across catego-
ries. Several variables, including diplomatic representation, colonial 

small. These variables approximate information available to manufac-
turers about foreign markets, and other technical, political, and economic 
barriers that comprise the beachhead costs of trade. While variable costs 

Koenig (2010, Table 3, column 2, p. 56).
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25 Here 
the impact of our proxies for trade costs (such as the exchange rate and 

TABLE 3
DETERMINANTS OF INTENSIVE MARGIN (TOTAL VALUE/NUMBER OF GOODS) 

FOR BELGIAN EXPORTS BY “LEVEL OF DIFFERENTIATION,” 1870–1910

Category 1 Category 2 Category 3
ln(distance) –0.69*** –0.26*** –0.22***

[0.07] [0.08] [0.06] [0.08]

Shared border –0.02 -0.26 0.52***
[0.16] [0.18] [0.17]

Pegged exchange rate 0.78*** 0.52*** 0.13
[0.15] [0.15] [0.16] [0.19]

Shared language –1.01*** 0.19 0.1
[0.17] [0.28] [0.15] [0.16]

MFN treaty 0.72*** 0.16 –0.1
[0.15] [0.16]

Colony of another 0.23 –0.36**
country [0.37] [0.18]

Belgium has diplomatic 0.51*** 0.31 0.15 0.53
rep. in country [0.19] [0.23] [0.16]

Partner has diplomatic 0.80** 1.08*** 0.98*** 0.59**
rep. in Belgium [0.32] [0.33] [0.26] [0.27]

ln(population) of trade 0.37*** 0.33*** 0.37***
partner [0.03] [0.03] [0.03]

Number of observations 639 639 639 639
Method of estimation PPML PPML PPML PPML

* p-value<0.1
** p-value<0.05
*** p-value<0.01
Notes: Dependent variable in each column is the ratio of the value of exports to the number 
of goods exported to country d at a given level of differentiation. Method of estimation is 
Poisson PML. Category 1, the least differentiated goods, include labor-intensive manufactures 
and manufacturing inputs, such as leather, thread; category 2, semi-skilled industrial goods and 
textiles, such as glass, paper, and some cloth and fabric; category 3, semi-skilled or high skilled 
manufacturing goods with substantial capital intensity, for instance, elaborate fabrics and clothes, 

capital-intensive manufactures, such as tramways, ships, machines, and machine tools. Time 
dummies included but not reported. Sample includes 1870, 1875,…,1910. Robust standard errors 
clustered over destinations are reported in brackets.
Sources: Belgium, Tableau (various years) and Appendix B.

25

the extensive margin because of the need to account for both upper and lower bounds on the 
dependent variable. We have experimented with the alternative technique they suggest using the 
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unreported marginal effects) having roughly the same magnitude across 

suggests that a doubling of distance would decrease the number of goods 
exported to a destination by 27 percent. Magnitudes are similar across 
categories. Diplomatic representation by Belgium is associated with a 52 
percent rise in the number of goods exported to a destination for category 
1 products. A plausible explanation of the absolute decline in the distance 
elasticity as we move to higher product groups is a corresponding decline 

TABLE 4
DETERMINANTS OF EXTENSIVE MARGIN (NUMBER OF GOODS) FOR BELGIAN 

EXPORTS BY “LEVEL OF DIFFERENTIATION,” 1870–1910

Category 1 Category 2 Category 3

ln(distance) –0.27*** –0.28*** –0.23*** –0.30***
[0.03]

Shared border 0.08 –0.01 0.15 0.06
[0.11] [0.10] [0.10] [0.10]

Pegged exchange rate 0.39***
[0.09] [0.09] [0.08] [0.09]

Shared language –0.02 0.09 0.02 0.15
[0.10] [0.10] [0.09] [0.11]

MFN treaty 0.11 0.18** 0.09 0.08
[0.08] [0.08] [0.07] [0.08]

Colony of another –0.81*** –0.52*** –0.77***
country [0.15] [0.15] [0.17]

Belgium has diplomatic 0.50***
rep. in country [0.11] [0.11] [0.11] [0.12]

Partner has diplomatic 0.93*** 0.88*** 1.00*** 0.73***
rep. in Belgium [0.21] [0.22] [0.25]

ln (population) of trade 0.27*** 0.25*** 0.30*** 0.30***
partner [0.02] [0.02] [0.02] [0.02]

Number of observations 639 639 639 639
Method of estimation PPML PPML PPML PPML
* p-value<0.1
** p-value<0.05
*** p-value<0.01
Notes: Dependent variable in each column is number of items exported to country d within a given 
level of differentiation. Method of estimation is Poisson PML. Category 1, the least differentiated 
goods, include labor-intensive manufactures and manufacturing inputs, such as leather, thread; 
category 2, semi-skilled industrial goods and textiles, such as glass, paper, and some cloth and 
fabric; category 3, semi-skilled or high skilled manufacturing goods with substantial capital 

the most differentiated goods, include high unit value capital-intensive manufactures, such as 
tramways, ships, machines, and machine tools. Time dummies included but not reported. Sample 
includes 1870, 1875,…,1910. Robust standard errors clustered over destinations are reported in 
brackets. 
Sources: Belgium, Tableau (various years) and Appendix B.
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in the elasticity of substitution. If this were indeed the case, and the level 

However, this does not happen. An alternative explanation is that the 

the heterogeneity parameter and the elasticity of substitution as shown in 

appreciably across categories, we interpret these results to mean that the 
 declined, 

in proportion to the augmentation in the degree of product differentiation, 
a smaller .
(Crozet and Koenig 2010).26

The fate of the glass industry under open economy pressures illus-

heterogeneity. In 1870 the industry manufactured standardized goods 
that faced stiff competition in foreign markets. Over time, the industry 
came to produce more differentiated items (RC, vol. 90, 1895, pp. 126, 

-

and supply seem to have had opposing, if not equal, effects. The expan-
sion in trade was modest as a result, with only seven new markets and 
eight new products, most of the growth after 1895 being attributed to the 
intensive margin (Table 1). 

In summary, on the intensive side, the effect of declining variable 
costs increased with the elasticity of substitution. On the extensive side, 
the availability of new and improved information about markets and 
reduced uncertainty, among other factors, fed the expansion in products 
and possibly in destinations too. In industries exhibiting a considerable 
degree of product differentiation, new entrants in export activity could 

-
neity. In the next section, we look at the implications of these offsetting 
forces on the relationship between productivity and growth. 

Robustness Checks

Our estimation strategy raises several concerns. It can be argued the 

26

size contracts from 639 to 237. Our reported results are robust. The same variables we identify 
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For instance, suppose that trade diplomats were stationed in countries that 
had previously established strong trade relations with Belgium. To check 

pegged exchange rate, and diplomatic variables in regressions shown in 

gives full details of our procedure and reports some of our results. Few 
-

ment of Belgian diplomatic relations for category 1 and category 3. 
Because the lead and lag estimates are less consistent across estimations, 
we stand by our initial claim that the positive impact on trade of diplo-
matic representation, ratifying treaties, hosting diplomats, or achieving a 
pegged exchange rate was largely independent of established commer-
cial relations or unobservable factors driving expectations of future trade 

seem to have been put in place to create new trade opportunities.
Another concern is that our results may be dependent on our catego-

rization of goods. To check for this at the product level we examine the 
effects of the variable costs of distance on trade. To start, we aggregated 
products into 20 different industries.27 We run a Poisson PML regres-
sion for total exports of each industry to country d at time t. We report 

depends on variable trade costs; all other trade-cost controls are included 
in the regressions. The results in Table 5 are in line with those we have 
reported using the breakdown by categories. Producers of standardized 
goods, like wool and linen threads, were restricted to customers closer 
to home; distance impeded trade even for goods with a high value to 
weight ratio. These industries’ export growth was mainly on the intensive 
side, deepening sales to existing markets at the expense of expanding the 
number of destinations (Table 1). For instance, the rubber industry bene-

of markets because of foreign competition, mainly British and French 

proved to be a low barrier for textiles (high value to weight ratio), as it 
was for steel (low value to weight ratio). Both items, however, exhib-
ited a high degree of differentiation. Machinery and tramways, typical 

bulk. In all, there appears to be no loss of information using the catego-
ries behind Table 2. 

27 The industries selected are based on Gadisseur’s (1980, 1997) series of sectoral output.
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TABLE 5
COEFFICIENTS ON DISTANCE FOR 20 INDUSTRIES, 1870–1910

Coeff. on ln(distance) Robust Std. Error Coeff. on ln(distance) Robust Std. Error

Category I Category III
Wool thread –2.03*** Cotton fabric & other –0.33*** [0.090]
Linen thread –1.69*** [0.155] Finished steel –0.11 [0.138]
Cotton thread –0.86*** [0.139] Furniture [0.131]
Leather goods –1.32*** [0.185] Crude steel –0.33*** [0.072]
Rubber –1.29*** [0.153] Lead manufacture –0.78*** [0.130]

Category II Category IV
Glass –0.53*** [0.087] Machinery (trams, etc.) –0.25 [0.167]
Wool fabric [0.090] Weapons –0.26*** [0.073]
Linen fabric –0.91*** [0.129] Instruments [0.127]
Paper products –0.75*** [0.106] Books, printing, –0.30* [0.158]
Zinc laminating –1.29***  newspapers
Glass –0.53*** [0.087]
* p-value<0.1
** p-value<0.05
*** p-value<0.01
Notes: Dependent variable in each row is total value of exports of industry k to country d for nine years 1870, 1875,…1910. Method of estimation is Poisson 
PML. Time dummies, item dummies, and other controls from the gravity model are included but not reported. Sample includes 1870, 1875,…,1910. Robust 
standard errors clustered over destinations are reported in brackets. 
Sources: Belgium, Tableau (various years) and Appendix B.

https://doi.org/10.1017/S0022050717000018 Published online by Cam
bridge U

niversity Press

https://doi.org/10.1017/S0022050717000018


Technology/Geography in the 2nd Industrial Revolution 63

THE MARGINS OF TRADE AND PRODUCTIVITY

begin exporting. New entrants should be at least as productive as foreign 
rivals since enhanced import competition forces the exit of the most inef-

-

standard case of an across the board fall in variable trade costs.28 A 
large body of research has focused on this type of selection (Bernard 
and Jensen 1999; Melitz 2003), reinforcing the convention that trade 

 
productivity.

Our contribution in this article is to exploit the new trade data we 
have assembled, alongside existing information on industry output, to 
investigate a reduced form relationship between trade and productivity. 
Historical data on productivity are not as detailed as that for exports and 
imports, so we are limited to using Jean Gadisseur’s (1980, 1997) esti-
mates of real labor productivity and output growth for 20 industries for 
two subperiods, 1880–1896 and 1896–1910. These 20 industries span our 
four categories of differentiation. We match as many goods as possible 
from our trade dataset to these 20 industries. We recognize the limita-
tions of our approach, but the Gadisseur sample constitutes nearly the 
entire set of industries engaged in trade, and comprises 80–90 percent 
of the products actually exported. Average productivity growth of these 

level variation. We estimate a difference-in-differences (DID) model for 

28

on productivity. Note that Melitz is concerned with exporting to anywhere in the world and that 

“These selection effects both contribute to an aggregate productivity increase if the 
new exporters are more productive than the average productivity level. Although 

in this case, will not be similar [to those in circumstances in which the number of 
partners increase and when there is a fall in variable costs across the board]: the 

in the previous two cases, welfare is higher in the new steady state equilibrium 
[emphasis added].” 
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the average impact of exports on the level of industry productivity. The 
model exploits variation in a continuous measure of treatment intensity, 
some industries receiving higher growth in exports relative to produc-
tion than others. We exploit industry data in two waves, 1880–1896 
and, 1896–1910, with the baseline or pre-treatment years being 1880 
and 1896, and the corresponding post-treatment periods being 1896 and 

address the concern that the export share is endogenous. We also allow 
for heterogeneous slopes to deal with issues of selection (on observables). 

To begin, we posit a (log) linear relationship between productivity 
levels in an industry and the level of exports to total output. Since we 

affecting inter-industry differences in levels). We then estimate the 
following regression:

� �
α β δ η
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,
gt gt

t gδ ηδδ t (6)

where t denotes one of two time periods (1880–1896 or 1896–1910), g 
is an industry, Y is real output, L is the number of workers, and the hats 
represent average percentage growth rates. We include a period indicator 
for 1896–1910 to control for economy-wide shocks to the growth rate 
of productivity across the two time periods.29 In each period, industries 
experienced different rises in the level of trade depending on the change 

-
ences, leads us to interpret  in equation (6) as a difference-in-differences 
estimate of the elasticity of productivity with respect to the export to 
output ratio.

For our panel of 20 industries over two time periods, we plot in Figure 
5 the relationship between the percentage change in openness (the differ-
ence in the change in the log of exports and cumulative output growth in 
percentage terms) and average productivity growth. The “circles” repre-
sent each of the 20 industries of Gadisseur (1997, pp. 178–79) in the 

29 The dependent variable is the average annual growth rate. The growth rate of the independent 
variable is the cumulative growth rate in the ratio of exports to output. We use the change in the log 
of exports between the end point years (1880, 1895, 1910) and subtract the cumulative growth in 
real output based on the average annual growth rates given in Gadisseur (1997). For productivity 
and exports in the interwar years, see Cassiers (1989). On wage growth, see Scholliers (1995).
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two periods. Overall, the trade boom did not have much of a positive 
impact on productivity growth, if anything the relationship was negative. 
Column 1 of Table 6 reports the regression underlying Figure 5. The 

-
tivity. A one standard deviation increase in openness is associated with a 
one-half standard deviation decline in the dependent variable.

The estimated relationship from column 1 of Table 6 could be biased 
by endogeneity or simultaneity problems. Output growth enters directly 
on both sides, and other forces, not captured here, could have been acting 
to change exports and productivity at the same time. To limit these prob-
lems, we follow an instrumental variables approach related to that in 
Jeffrey Frankel and David Romer (1999) who use ostensibly exogenous 

FIGURE 5 
AVERAGE PRODUCTIVITY GROWTH AND AVERAGE OPENNESS, 1880–1910

Notes: The Figure shows the univariate regression of the average rate of productivity growth 
in each industry on the average rate of growth of “openness.” The growth rate in openness is 

multiplied by 100. Each industry has two observations for the years 1880–1895 and 1895–1910. 
Industries discussed in the text are labelled.
Sources: Trade openness from Belgium, Tableau, various years; labor productivity and output 
growth from Gadisseur (1997).
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OLS AND INSTRUMENTAL VARIABLES REGRESSIONS, 1880–1910
OLS OLS OLS/FE OLS OLS

Change in openness –1.88*** — –1.87 — — — —
[0.50] [1.55]

Change in openness x cat.1 — –2.01 — — — — —

Change in openness x cat.2 — –5.01 — — — — —
[1.05]***

Change in openness x cat.3 — –1.8 — — — — —
[0.63]***

— 1.25 — — — — —

Change in nominal exports — — — –1.88** –0.77 –0.61 —
[0.83] [0.86] [2.25]

Change in real output — — — 0.30*** — — —
[0.10]

Reduced form: Change in predicted exports — — — — — — –0.1
[0.15]

First Stage
Predicted change in exports 0.07**

Predicted exports lagged value 0.09***
[0.03]

Cragg-Donald Wald
Observations 39 39 39 39 39 39 39

0.06 0.16 0.23 0.001 0.03 0.0006
Estimation OLS OLS OLS OLS OLS OLS/IV OLS
* p-value<0.1
** p-value<0.05
*** p-value<0.01
Notes: Dependent variable in each row is average annual growth rate of labor productivity in industry g. Method of estimation is OLS. Observations are weighted by their export values in 1880. A constant is 
included in each regression but not reported. Sample includes two periods for each industry which cover 1880–1895 and 1895–1910. Furniture had no exports in 1880. It is excluded from the sample since the 

Sources: Belgium, Tableau (various years) and Appendix B.

IV OLS
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geographic information from a gravity model to predict trade at the bilat-

we run a gravity regression of the following form:

κ β ε= κ +τ τpln( )exports ,dig iκκτi d gβτ τ digττ
(7)

where  indicates a subset of years {1870, 1875, 1880}, {1890, 1895}, 
or {1900, 1905, 1910}, g
Gadisseur, i indicates a particular item belonging to industry g, and d 
represents a destination. The explanatory variables in the vector z include 
the logarithm of distance to Belgium, the log of population in the export 
destination, year dummies, and indicators if the trade partner was a 
colony of another country, shared a border, and a common language, and 
if the country had a diplomatic representative in Belgium. We allow for 
the impact of changes in trade costs to vary by industry, thereby gener-
ating industry level variation in predicted trade. We assume that the vari-
ables in z are exogenous in the sense that they drive trade patterns, but 

trade. In order to generate excluded instruments (IV), we aggregate as  
follows:

κ β= τ τβIV κZ = l [ eΣ ΣΣ Σ xp(κ(κ ˆ )].gtZ d iΣ l dτ gττ (8)

We predict the exports for three years, t = 1880, 1895, 1910, using the 
, one 

subset for each year of our sample. We then take the logarithm of total 
predicted exports. To gain statistical power, we use IV
of each period as an excluded instrument, as well as the 16-year differ-
ences in IV
weak instrument problem remains a possibility, although individually the 

the second stage instrumental variables regression, where we use export 

relationship between these two variables (ordinary least squares (OLS) 
estimates are reported in column 5). We also enter the changes in the 
log of predicted trade directly as a determinant of productivity in the last 
column. This regression measures the direct relationship between that 
portion of trade determined by trade costs, foreign market factors, and 

-
ship, thereby redressing the negative association depicted in Figure 5.  
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-
lished exporters would appear to have been offset by the entry of low-

product differentiation.
Table 6 presents a closer look at the impact of exports on produc-

tivity by industry or category.30 Column 2 allows for different slopes on 
the change in openness for each of our four categories of goods. Panel 
OLS regressions suggest much lower productivity growth in category 2 

effects revealing that the point estimate on openness to trade is nearly iden-

heterogeneity in the level of productivity growth cannot explain the lack 
of a positive relationship between openness and productivity.

Case Studies: The Distribution of Firm Sizes

The fates of Belgium’s metal and steel and textile industries illumi-

impacted on productivity. The metal and steel sector produced a range of 
products, from crude and medium grade iron and steel to highly special-

size indicates a high degree of heterogeneity, assuming, of course, that 
size is positively correlated with productivity and productivity growth. In 

million Belgian francs (BEF) of capital possessed 32 percent of the indus-

concentration of capital in larger, technologically dynamic concerns and, 
to a lesser extent, in small establishments producing specialized items 

30 Figure 5 depicts considerable variation across industries. To see this, we broke down growth 

Categories 2 (2.52) and 3 (1.85) had similar rates. Averages are weighted by export value in 1880. 
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that complemented the sales of larger concerns.31 Owing to the synergy 

decline in trade costs translated into strong export performance and an 
increase in productivity. The share of steel output exported was about 30 
percent, and, by 1910, producers served a customer base of more than 
30 destinations, including 13 new markets since 1895 (Table 1; Brooks 

hand in hand with the export expansion, achieving a rate of 2.61 percent 
per annum for between 1880 and 1896, and 3.38 percent for 1896–1910. 
Tramway and automobile producers, a related sector with a high degree 

strong productivity record of 3.50 percent. 
Finally, we consider the effects of the presence of differentiated goods 

Informed by business intelligence provided by trade diplomats on 
market opportunities, manufacturers succeeded in widening the range 
of products exported and doubling the number of destinations served, 
from 25 to 50, between 1880 and 1910. The increase in trade through 
product differentiation reinforced the growth that can be attributed to 

-
32 

located in the countryside. In the manufacture of wool, linen, and cotton 

percent.33 -
cations for sectoral productivity which increased by a meager 0.13 
percent per annum between 1896 and 1910.  Linen and wool spinning 
also recorded subpar performances with growth rates of 0.83 and 0.70  
percent.35

31

million BEF in capital held 26 percent of the industry’s total, and in 1910, 35 percent. For these 

32

and weaving) in 1896 and 306 in 1910. 
33 , 1880, 1910; Belgium, Recensement, 1910. 

 The Belgian uptake of ring-spinning frames for low and medium-value goods lagged that of 

35 The glass industry shared a similar fate. It recorded a productivity advance of 1.03 percent 
per annum, less than half the average rate of Gadisseur’s 20 industries.
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CONCLUSION: TRADE BOOM OR TRADE BUST?

Historians have lamented the slow pace of structural change of the 
Belgian economy during the great trade boom, with economic perfor-
mance being dependent on a handful of old staples, such as textiles and 
glass making. Our new trade dataset presents a more vibrant portrait of 
Belle Époque Belgium, the gateway to Europe. Rather than incremental 
change, the number of products exported and new markets serviced 

trade costs explain much of the country’s remarkable trade perfor-
-

matic network enabled local exporters, even as they competed head on 
against larger and richer commercial rivals. At the industry level, the 
effect of trade costs on the value, direction, and type of trade, varied with 

-
tivity. More generally, our attention to trade costs incurred by small 
economies like Belgium, and to intra-industry trade, contrasts sharply 
with the inordinate focus of existing paradigms of globalization before 

 
statistics. 

Still, historians’ depiction of a torpid Belgian economy retains some 
currency. A reasonable conjecture is that the country’s dramatic increase 
in international trade ought to have manifested itself in output growth. 
But strong productivity records in certain sectors, like tramways, were 
offset by modest results elsewhere, such as textiles. Drawing on the 
insights of new trade theory, we posit that the expansion in new trade 
partners and new goods did not guarantee faster growth in per capita 
income in sectors with high degrees of product differentiation and unifor-

new goods in new markets came down, new entrants with lower produc-
tivity than incumbents expanded market share. This process underlies the 
seemingly paradoxical acceleration in openness beginning in the 1890s 
and the country’s lackluster productivity performance.

Can we generalize from these results? Evidently, more research 

by which trade expansion causes productivity growth. In the presence 
of entry costs, a type of race can ensue between the positive selection 
effects of allocating resources and the negative effects of declining trade 
costs, or, more broadly, technology vs. geography. The bottom line is 
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that globalization may not always show up in the growth numbers. Our 
cautionary tale echoes Dani Rodrik’s (2011) observation that, sooner or 
later, the process of international integration comes up against dimin-
ishing marginal returns. 

Appendix A: Background Information on  
Belgian Foreign Trade

General 

The Tableau général du commerce extérieur distinguished between all goods shipped 
(commerce général), which included re-exports and goods in transit, and items produced 
exclusively in Belgium (commerce spécial). For the latter, we recorded trade in manu-
factured goods, which represented about 50 percent of all exports in 1900 and 20 percent 

36 The degree of 
overlap in the types of trade, while certainly not trivial, narrowed over the period. The 
incentive to conceal goods from the authorities, either as re-exports or special goods, 
diminished during the period under investigation as custom duties receded. But the 
same fall in duties would have encouraged “disguised transit,” the incentive to declare 
goods intended for re-export as imports for domestic consumption, and, subsequently, 
to claim the same goods as exports of domestic origin (in order to avoid red tape and the 
delays associated with leaving goods in transit).37 Edwin Horlings (1997, p. 120) reports 
that most disguised transit consisted of low-taxed, low-value bulk and crude commodi-
ties, rather than the processed and manufactured goods that are our interest. Altogether, 
Federico and Tena (1991), measuring the accuracy of trade statistics using exports and 
imports from source and destination countries, score Belgium only slightly below the 

Tableau. The level of 

digit level. A recurrent problem with this type of exercise is the ability to distinguish 
genuinely new products from new titles given to existing products, and other products 
listed in a new separate entry but were in fact previously folded into another group. For 

-
able. To minimize double counting, beginning with the 1870 product listing, we labeled 
as existing items those “new products” with similar titles, and other supposedly new 
goods whose export or import values were of the same order of magnitude as previously 

36 We leave a full treatment of imports for further research.
37 To avoid delays, merchants were willing to pay customs duties. Unlike items in transit, 

re-exports passed through the national trade network.
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72APPENDIX TABLE 1

COMPREHENSIVE LIST OF GOODS EXPORTED AND DEGREE OF DIFFERENTIATION

SITC  
Code

Item  
No. Item                             Category

613 1 Peaux tannées, corroyées et autrement préparées 1
613 2 Peaux. Parchemin. 1
851 3 Peaux ouvrées. Chaussures 2
831 Peaux. Ouvrages de cuir et de peau. Ganterie 1
831 5 Maroquinerie 2
831 6 Peaux. Ouvrages de cuir et de peau. Autres. 1
651 7 Fils de laine non tors et non teints 1
651 8 Fils de laine tors et teints 1
651 9 Fils de laine peignée, non tors non teints 1
651 10 Fils de laine peignée, simples teints 1
651 11 Fils de laine peignée, retors non teints 1
651 12 Fils de laine peignée, tors ou teints 1
651 13 Fils de poils du chèvre, etc., non tors et non teints 1
651 Fils de poils du chèvre, etc., tors ou teinte 1
651 15 Fils de poils 1
651 16 Fils de soie 1
651 17 Fils de coton écrus et blanchis 1
651 18 Fis de coton teints et ourdis 1
651 19 Fils de coton mélangé d’au moins 20% de laine, coton dominant 1
651 20 Fils de lin, de chanvre et de jute non tors et non teints 1
651 21 Fils de lin, de chanvre et de jute tors et teints 1
651 22 Fils préparés pour la vente en détail. Fils de coton mesurant plus de 65,000 mètre 2
651 23 2

Tissus de laine. Châles, écharpes et cachemires de l’inde 2
25 Tissus de laine. Châles et écharpes de laine 2
26 Tissus de laine. Coatings, duffels, calmoucks et autres tissus lourds 2
27 Tissus de laine. Draps, Casimirs et tissus similaires 2

0 - semi-raw goods, 1 - processed goods (raw), 
2 - semi-skilled manufacture, 3 - semi/high skilled manufacture, 
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28 Tissus de laine; Tapis et tapisseries de laine 2
30 Tissus de laine pesant moins de 200 grammes par mètre carrée 2
31 Tissus de laine. Passementerie 2
32 Tissus de laine. Rubanerie 2
33 Tissus de laine. Tous autres. 2

Tissus de soie. Passementerie 2
35 Tissus de soie. Rubanerie 2
36 Tissus. Tulles, dentelles et blondes de soie 2
37 Tissus de soie 2

652 38 Tissus de coton, écrus 2
652 39 Tissus de coton blanchis 2
652 Tissus de coton teints 2
652 Tissus de coton imprimés 2
652 2
652 Tissus de coton unis ou croisés pesant moins de 3 kilogr les 100 mètres carrés, croisés et coutils pesant 3 kilogr, plus les 100 mètres carrées, écrus 2
652 Tissus de coton. Velours de coton. Façon de soie, écrus 2
652 Tissus de coton. Velours de coton. Façon de soie, teints 2
652 Tissus de coton. Velours de coton autres, écrus 2
652 Tissus de coton. Velours de coton autres, teints 2
652 50 Tissus de coton. Piqués, basins, façonnés, damassés et brillantes 2
652 51 Tissus de coton mélangé de soie, le coton dominant en poids 2
652 52 Tissus. Tulles, dentelles et blondes de coton 2
652 53 Tissus de coton. Passementerie 2
652 Tissus de coton. Rubanerie 2
652 55 Tissus de coton non dénommés 2

56 Tissus de lin, de chanvre et de jute. Toiles unies et croisées. Écrues 2
57 Tissus. Tulles, dentelles et blondes de lin 2
58 Tissus de lin, de chanvre et de jute blanchis et imprimés 2
59 Tissus de lin, de chanvre et de jute teintes 2
60 Tissus de lin, de chanvre, de jute autres que toile unies et croisées: Passementerie 2
61 Tissus de lin, de chanvre, de jute autres que toile unies et croisées: Rubanerie 2

652 62 Tissus. Tulles et dentelles de lin 2
63 Tissus de lin, de chanvre et de jute autres 2

655 Tissus. Broderies à la main 2
656 65 Tissus. Toiles cirées de toute espèce 2

66 Tissus. Tresses de paille de toute espèce 2
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656 67 Tissus. Toutes sortes, non dénommées 2
858 68 Habillements, lingerie et confections. Lingerie de toute espèce 3

69 Habillements, lingerie et confections. Chapeaux non garnis 3
70 Habillements, lingerie et confections. Chapeaux garnis pour femmes 3
71 Habillements, lingerie et confections. Chapeaux garnis pour hommes 3
72 Habillements 3
73 Habillements, lingerie et confections. Vêtements pour hommes 3

Habillements, lingerie et confections. Bonneterie de coton 3
75 Tissus de laine. Bonneterie 2
76 Tissus de lin, de chanvre, de jute autres que toile unies et croisées: Bonneterie 2
77 Habillements, lingerie et confections. Bonneterie de soie 3
78 Habillements, lingerie et confections. Bonneterie autre 3
79 Habillements, lingerie et confections. Cols et manchettes en tissus de laine 3
80 Habillements, lingerie et confections. Objets confectionnés en tout ou en partie non compris parmi ceux désignés ci-dessus 3

621 81 Caoutchouc ouvré 1
635 82 Balais communs 2
635 83 Futaies montées ou démontées 1
635 Bois ouvrés 1

85 Papiers à meubler 2
86 Papiers autres 1
87 Papiers. Autres 1

892 88 Produits typographiques. Livres en feuilles et en brochés 3
892 89 Produits typographiques cartonnés et reliés 3
892 90 Produits typographiques. Journaux et publications périodiques
892 91 Produits typographiques autres 3
661 92 Pierres polies et sculptées
666 93 Poteries. Faïences

APPENDIX TABLE 1 (CONTINUED)
COMPREHENSIVE LIST OF GOODS EXPORTED AND DEGREE OF DIFFERENTIATION

SITC  
Code

Item  
No. Item                             Category

0 - semi-raw goods, 1 - processed goods (raw), 
2 - semi-skilled manufacture, 3 - semi/high skilled manufacture, 
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666 Poteries. Porcelaines
666 95 Poteries. Porcelaines
666 96 Poteries. Terre cuite, tuiles vernissés ou émaillées et tuiles à emboitement 2
666 97 Poteries. Terre cuite, tuiles autres 2
666 98 1
666 99 Poteries. Carreaux pour pavement et constructions, carreaux en ciment comprimé 1
666 100 Poteries. Carreaux pour pavement et constructions, carreaux en faïence ou en porcelaine 1
666 101 Poteries. Carreaux pour pavement et constructions, de tout espèce: autres 1
666 102 Poteries communes 2

103 Verreries. Glaces brutes 2
Verreries. Glaces 2

105 Verreries. Glaces étamées 2
106 Verreries. Ordinaires 2
107 Verreries. Fines 3
108 Verreries. Verres de vitrage mats sans dessins 2
109 Verreries. Verre de vitrage 3
110 Verreries. Verres de vitrage autres 3

665 111 2
665 112 Verreries. Communes. Bouteilles ordinaires 2
665 113 Bombonnes, dames jeannes ou touries 2
665 Verreries. Communes 2

115 Verreries ordinaires. Bouteilles 2
116 Verreries ordinaires autres 2

665 117 Gobeleterie 2
118 Verrerie non dénommée 2
119 Métaux. Aluminium brut 3
120 Métaux. Aluminium  battu, étiré ou laminé 3

682 121 Cuivre et nickel battus, étirés et laminés 3
682 122 Cuivre et nickel ouvrés 3
687 123 Métaux. Étain battus, étirés ou laminés 3
687 Étain ouvré 3
672 125 Fer. Ouvrages de fonte 3
672 126 Fer. Fer battu, étiré et laminé. Fils 3
672 127 Métaux. Fer battu, étiré ou laminé. Poutrelles 3
672 128 Fer. Fer battu, étiré et laminé. Rails 3
676 129 3
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COMPREHENSIVE LIST OF GOODS EXPORTED AND DEGREE OF DIFFERENTIATION

SITC  
Code

Item  
No. Item                             Category

0 - semi-raw goods, 1 - processed goods (raw), 
2 - semi-skilled manufacture, 3 - semi/high skilled manufacture, 

677 130 3
676 131 3
677 132 3
672 133 3
672 Fer. Fer battu, étiré et laminé. Autres 3
672 135 Fer de fer. Clous 1
672 136 Fer. Ouvrages de fer. Ancres et chaînes pour la marine 3
678 138 Fer et acier. Fils d’acier clairs ou galvanisés, pour la fabrication des câbles et des cordes 2
679 139 Métaux. Acier fondu brut 1
679 Fer et acier. Fils ou verges de fer ou d’acier 2
672 3

Métaux. Acier ouvré. Clous 1
677 Acier ouvré 3
679 1
679 1
672 Fer de fer. Autres. 1
672 Métaux. Fer cuivré, nickelé, plombé ou zingué non ouvré 0
672 Métaux. Fer blanc ouvré 3
683 Fer-blanc. Ouvré 3
683 150 Métaux. Nickel ouvré 3
685 151 Métaux. Plomb battu, étiré ou laminé 3
685 152 Plomb ouvré 3
686 153 Zinc ouvré 3
728 157 Machines et mécaniques et outils. Courroies pour machines en cuir en caoutchouc
728 158 Machines et mécaniques et outils. Courroies pour machines en toute autre matière
728 159 Machines, mécaniques et outils: machines mécaniques non dénommées en aluminium
728 160 Machines et mécaniques de fonte
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728 161 Machines et mécaniques de fer et d’acier
728 162 Machines et mécaniques de fer et de bois
728 163 Machines et mécaniques de cuivre et de toute autre matière
791 Machines, mécaniques et outils: voitures pour chemins de fer et tramways en fonte
791 165 Machines, mécaniques et outils: voitures pour chemins de fer et tramways en fer et acier
791 166 Machines, mécaniques et outils: voitures pour chemins de fer et tramways en bois
791 167 Machines, mécaniques et outils: voitures pour chemins de fer et tramways en cuivre
783 168 Voitures. Vélocipèdes

169 Voitures. Vélocipèdes. Parties et pièces détachées
781 170 Voitures
785 171 Voitures automobiles. Parties
781 172 Voitures. Motocycles et tous véhicules de l’espèce, autres que les voitures automobiles. Complets
781 173 Voitures. Motocycles et tous véhicules de l’espèce, autres que les voitures automobiles, parties autres que les voitures automobiles. Parties
781 Voitures autres de toute espèce excepté les voitures pour les chemins de fer et tramway. Complets
781 175 Voitures autres de toute espèce excepté les voitures pour les chemins de fer et tramways, parties
793 176 Navires et bateaux
793 177 Navires et bateaux. Toiles à voiles
793 178 Navires et bateaux. Ancres et chaines
793 179 Navires et bateaux. Bois pour mâts, vergues et espars 3
793 180 Navires et bateaux. Autres agrès et apparaux 3
695 182 Machines, mécaniques et outils en fonte
695 183 Machines, mécaniques. Outils en fer et en acier
695 Machines, mécaniques. Outils en bois
695 185 Machines, mécaniques. Outils en cuivre
898 186 Instruments de musique
872 187 Instruments de chirurgie, de précision
885 188 Montres et fournitures pour montres
885 189 Montres. Boîtes de montres
885 190 Fournitures pour montres
891 191 Armes à feu portatives. Armes de guerre
891 192 Armes
891 193 Armes à feu portatives. Pistolets, revolvers
891 Armes blanches
891 195
891 196 Armes. Bouches à feu, mortiers, obusiers, etc.
891 197 Armes non dénommées
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726 198 Caractères typographiques
657 199 Cordages 2
657 200 Filets et autres ustensiles pour la pêche maritime 2
695 201 Mercerie et quincaillerie 3
821 202 Meubles
896 203 Objets d’art et de collection
891 Poudre à tirer 2
695 205 Ustensiles et objets de ménage en fonte, en fer ou en acier émaillés

Source: Belgium, Tableau, various years.

APPENDIX TABLE 1 (CONTINUED)
COMPREHENSIVE LIST OF GOODS EXPORTED AND DEGREE OF DIFFERENTIATION

SITC  
Code

Item  
No. Item                             Category

0 - semi-raw goods, 1 - processed goods (raw), 
2 - semi-skilled manufacture, 3 - semi/high skilled manufacture, 
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recorded products. For example, when the 1880 return subdivided tissus de coton unis 
into 
écrus, and tissus de coton unis…blanchis, we counted these as one new product. This 
procedure reduced the number of products by roughly 10 percent. For 1910, we recorded 
171 distinct products exported. Over all years in our sample, the Tableau reported 202 
export and 205 import products.

with category 1 the least differentiated; in Appendix Figure 1 we present the value of 

coincides with the attention given by the trade consuls in the RC to highly differentiated 
goods. 

With regard to export destinations and import sources, we had several consider-
ations. We sought to retain the original destinations from the Tableau for which we had 

borders. For instance, New South Wales was recorded as Australia. For colonies, we 
used the designations found in the Tableau. The complete list is:

Abyssinia, Aden, Algeria, Argentina, Australia, Austria, Bolivia, Brazil, Bulgaria, 
Canada, Chile, China, Colombia, Congo, Costa Rica, Cuba, Denmark, Dominica, 
East Africa France, East Africa Great Britain, East Africa Portugal, Ecuador, Egypt, 
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VALUE OF EXPORTS BY CATEGORY
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Source: Belgium, Tableau, various years.
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France, Germany, Gibraltar, Great Britain, Greece, Guadeloupe, Guatemala, Haiti, 
Hong Kong, India, Indonesia, Italy, Japan, Luxembourg, Madagascar, Malaysia, 
Malta, Martinique, Mauritius, Mexico, Morocco, Netherlands, New Caledonia, 
New Zealand, Nicaragua, Papal States, Paraguay, Persia, Peru, Philippines, 
Portugal, Romania, Russia, San Salvador, Saudi Arabia, Serbia, Siam, South 
Africa, Spain, Sweden and Norway, Switzerland, Tripoli, Tunisia, Turkey, U.S., 
Uruguay, Venezuela, Vietnam, West Africa France, West Africa Great Britain, 
West Africa Portugal.

-
tion being “other countries.” For all countries, we have nine observations except for: 

Africa Great Britain (7), East Africa Portugal (8), West Africa Portugal (8). Appendix 
Table 2 presents the summary statistics of our dataset for imports and exports. The 
number of import sources was smaller than export destinations since imports of manu-
factured products were mainly from European countries. Until the mid-1890s, unit 
values of manufactured imports actually exceeded that of exports; thereafter the trend 
was reversed.

Import competition was stable in the period. In Appendix Figure 2 we plot the Grubel-
Lloyd index for manufacturing items of major trading partners. Whereas intra-industry 
trade with the United Kingdom and Netherlands increased moderately, it declined 
slightly with France and Germany. 

As for robust inference, we face the usual problems. Note we have many observa-
-

because our trade cost variables are not observed at the product or category level, our 
results are identical whether we aggregate by categories (Tables 3) or across goods.

Unit Values

The spike in average unit values in Appendix Table 2 merits discussion. The Tableau, 

shortcoming is minimized because prices were adjusted annually, although their reli-
ability varied across commodities. For some of the early years, many goods were declared 

f.o.b. prices. Despite these drawbacks, his own recalculation of trade values concentrated 

prices by the order of 6 percent, but “during the remainder of the century the revision of 
price data caused a change of between 1 and 3 percent of import and export values.” Note 
that recorded prices do not vary with destination or source, again a common feature of 
historical trade statistics especially those collected on the European continent. 

Appendix Table 3 gives unit values at the industry level. It presents a more nuanced 

in Kei-Mu Yi (2003), and the entry of poor performers with high marginal costs. For 
textiles, export prices in 1905 were only slightly higher than they were 20 years earlier, 
and this was the case for paper and glass products, and pottery as well. But machine and 
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APPENDIX TABLE 2
EXPORTS AND IMPORTS: DESTINATIONS, SOURCES, NUMBERS OF PRODUCTS, AND UNIT VALUES

  Full Sample 1870 1875 1880 1885 1890 1895 1900 1905 1910
Exports Total number of countries 31 33 37 53 57 69

Total number of products 202 72 72 76 93 93 113 170 171
Average unit values 5.91 3.1 85.7
Total value of sample exports (m BEF) — 275 555 679 795 1020
Sample value as a share of total exports — 51 52 50 50 52 53 60

Imports Total number of countries 18 20 21 20 20 23 26 28
Total number of products 205 75 77 95 118 182 178
Average unit values 33.9 15.7 11.8 10.3 9.3 11 63.5
Total value of sample imports (m BEF) — 115 171 169 157 315 360
Sample value as a share of total imports — 13 13 12 16 15 20 16 18

Source: Belgium, Tableau, various years.
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metal prices more than doubled. At the same time, there was also a spike in average unit 
values because of big-ticket items, including boats, cars, streetcars, and railroad wagons 
that Belgium began exporting toward the end of the century. 

Robustness Checks

these potentially endogenous variables: pegged exchange rate, MFN treaty, diplomatic 
representation abroad by Belgium, and foreign diplomatic representation in Belgium. 
We included one lead, the contemporaneous value, and one lag of each variable. Since 

Suppose that institutional and policy variables responded to existing strong trade 

values of these variables would then be potentially upward biased. To check for this, 
we included lead values of the policy changes. The policy variables are themselves time 
variant. If there were no bias toward major trade partners, then the leads should not be 

38 

and lags of the four policy variables). For gravity regressions at the country level 

38
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APPENDIX FIGURE 2
INTRA-INDUSTRY TRADE BY PRODUCT ITEM

Notes: Grubel-Lloyd index at the product-item level. 
Source: Belgium, Tableau, various years.
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APPENDIX TABLE 3

UNIT VALUES BY INDUSTRY

Industry   Full Sample 1870 1875 1880 1885 1890 1895 1900 1905 1910

Leather Goods Average unit values  31.11  5.00 5.00 11.76 27.65 67.55
 Number of observations 19  1 1 1 2 2 0 0 6 5
Textiles Average unit values  20.09 12.75 10.59 11.08 8.08 27.30 28.23 27.36
 Number of observations 17 17 18 19 19 26 36 50 52
Clothing Average unit values  33.25 38.90 32.17
 Number of observations 20 0 0 0 0 0 0 0 8 11
Rubber Average unit values  13 13
 Number of observations 2 0 0 0 0 0 0 0 1 1
Wood Average unit values  0.15 0.12 0.16
 Number of observations 0 0 0 0 0 0 0 1 3
Paper, glass, pottery Average unit values  1.62 2.02 2.03 2.00 2.05 1.85 1.69 1.22 1.30
 Number of observations 10 10 12 12 12 12 19 26 30
Metal Average unit values  1.16 1.09 1.00 0.82 0.63 0.59 1.68
 Number of observations 99 7 7 7 8 8 9 9 19 25
Machines Average unit values  2.27 2.09 2.10 1.67 1.70 1.60 1.85 3.52 2.97
 Number of observations 3 3 3 3 3 3 3 7 6
Cars, tramways, etc. Average unit values  639.35 1.68 1.87 1.75 1.95 825.15 1091.10
 Number of observations 36 0 0 0 3 3 3 3 12 12
Boats Average unit values  332.99 320 320 320 160.25 160.25 633.21 276.13
 Number of observations 13 1 1 1 2 2 0 0 3 3
Tools Average unit values  1.20 0.86 1.21 1.19 1.32 1.31 1.23
 Number of observations 20 0 0 0 3 3 3 3
Instruments Average unit values  113.82 26.63 35.61
 Number of observations 10 0 0 0 0 0 0 1 5
Arms Average unit values  8.88 8.16 9.60
 Number of observations 0 0 0 0 0 0 0 7 7
Other Average unit values  3.79 2.77 2.80 2.80 2.80 2.80 2.73 2.57 6.36
 Number of observations 36 3 3 3 3 3 3 3 7 8

Source: Belgium, Tableau, various years.
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(corresponding to Table 2), the leads on pegged exchange rate and partner representa-

not. For MFN treaties and Belgian representation abroad, the leads are not statistically 

adoption, policy change may have had a positive impact. As a further check, in regres-

the mixed results on the lead variables, combined with the fact that the lags and contem-

of policy change.

Appendix B: Data Sources

Common border: López-Córdova and Meissner (2003) and standard maps using histor-

Distance: Great circle distances between capitals or major cities. See López-Córdova 
and Meissner (2003) and Kristian Gleditsch and Michael D. Ward (2001).

Diplomatic representation: Representatives in Belgium from Almanach de Gotha 
(various years); Belgian diplomats abroad Recueil consulaire (various years).

MFN clauses: Dates and sources reported in the working paper of López-Córdova and 
Meissner (2003) and Pahre (2007), and accompanying trade dataset (personal commu-
nication with author). 

Monetary regime and Gold Standard: Dates and sources reported in the working paper 

Population: Angus Maddison (2015). Supplementary information from the Statesman’s 
Yearbook (various years). 
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