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            The technological promise of quantum physics 
 Many of the conceptual moorings that led to a revolution in 

microelectronic and optical device technologies in the second 

half of the 20th century stem directly from the development 

of quantum physics only a few decades earlier. For instance, 

the early realization that matter at its most basic level exhib-

its wavelike properties permeates the physics of semiconduc-

tors and is critical to understanding the function of transistors. 

The notion that light comes “quantized” as particles that can 

propagate in a phase-coherent manner led to the invention of 

the laser. 

 Such inventions built on new physical understandings that 

diverged signifi cantly from previous nonquantum descrip-

tions of nature, but they did not capitalize fully on what many 

perceive as the most surprising aspects of quantum mechan-

ics. Core aspects of the quantum world such as quantum 

superposition, the uncertainty principle, and quantum entan-

glement are probabilistic by nature and lead to behavior that 

frequently appears contrary to human intuition. Nevertheless, 

these phenomena still follow well-defi ned mathematical rules 

that make them predictable and controllable. 

 This key realization—that such “spooky” quantum behav-

iors can actually be purposefully manipulated—came as the 

result of extensive experimental and theoretical research dur-

ing the second half of the 20th century. It has since inspired 

a period of rapid technological exploration and development 

that promises to reframe the limits of modern information 

technology. This “second quantum revolution” aims to produce 

technologies such as uncrackable secure telecommunications, 

powerful computers capable of simulating advanced quantum 

materials, and ultrasensitive sensors.  1 

 Researchers are exploring diverse candidate systems for 

implementing these emerging quantum technologies. In this 

article, we discuss one particularly promising materials para-

digm that could lead to semiconductor-based implementations: 

electronic spins bound to point defects. Perhaps counterin-

tuitively, although such semiconductor point defects are often 

regarded as undesirable sources of disorder in traditional 
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microelectronics, they can nevertheless act as natural quan-

tum resources with atomic-scale dimensions, capable of being 

integrated into the traditional microelectronic structures that 

have revolutionized our world once already.  2 

 We illustrate this point by fi rst discussing the prototypical 

example of a point-defect quantum state: the nitrogen-vacancy 

(NV) center in diamond. We explain how the combined 

spin of electrons bound to this point defect can serve as 

an exceptionally robust quantum-mechanical state that can be 

individually manipulated at room temperature, with great pre-

cision, using a combination of optical and microwave excita-

tion. These exceptional properties have led to some exciting 

proof-of-concept implementations of quantum optoelectronic 

technologies. 

 We then explain how the desire for native integration of 

these defects into sophisticated semiconductor device struc-

tures leads naturally to a need for additional species of point 

defects that have NV-like properties but are found within 

alternative semiconductor hosts. We show how fi rst-principles 

computational techniques can be used to purposefully guide 

this effort, through detailed predictions of the electronic, mag-

netic, and optical properties of candidate defect species and 

their hosts. 

 Finally, we discuss recent work with point defects in silicon 

carbide (SiC) that demonstrates the opportunities available to a 

successful collaboration among experiment, theory, and com-

putation. As a specifi c example, these efforts in SiC illustrate 

beautifully how the development of new point-defect-based 

quantum systems can broaden possibilities for semiconductor 

device integration and provide potential new ranges of quantum 

functionality.   

 The incredible robustness of diamond-based 
spins 
 A major challenge in engineering quantum information technolo-

gies is to develop materials that contain quantum 

states that are both robust and easily controlled. 

Consequently, a wide variety of systems have 

been explored for this purpose over the past 

two decades. Superconductors,  3   liquids,  4   trapped 

atoms and ions,  5 , 6   semiconductors,  7   and ion-

doped insulators  8   are all materials systems 

that have been pursued for use as the basic unit 

of quantum information, a two-level system 

known as a quantum bit, or “qubit.” However, 

successful qubit candidates are more commonly 

the exception than the norm. Most arrangements 

of matter interact so strongly with their envi-

ronments that any quantum state generated by 

an outside observer decays quickly. The need 

for quantum materials development is there-

fore ongoing. 

 Deep centers are point defects in a semicon-

ductor or insulating crystal that bind electrons 

to an extremely localized region immediately 

surrounding the defect. This region is typically on the order of 

a single lattice constant, so that, in many ways, a deep center 

can be thought of as an atom- or molecule-like state trapped at 

a particular site inside a crystal. 

 This characteristic quality leads to several electronic proper-

ties that make deep centers natural candidates for use as solid-

state qubits. First, by being so tightly confi ned, the electrons 

bound to a deep center are often well isolated from their sur-

rounding environment. Second, many deep centers exhibit a 

nonzero spin magnetic moment in the ground state. Because 

spin is an inherently quantum-mechanical property, it can be 

used in a straightforward fashion as a qubit state. Finally, in 

analogy to an atom, many deep centers can be optically pumped 

into energetically excited states. In some cases, these optical 

transitions couple directly with the spin of the defect, allowing 

it to be manipulated through selective application of light.  2 

 The vast majority of deep centers exhibit only some limited 

combination of these properties. However, a deep center in 

diamond known as the NV center exhibits them all. The spin 

of a diamond NV defect can be optically polarized, manipulated 

with microwaves, and optically measured in an on-demand 

fashion at the single-defect level.  9   Furthermore, this defect 

exhibits exceptionally long spin coherence times, extending 

into the millisecond range for defects found in isotopically 

purifi ed materials.  10 

 As its name suggests, the diamond NV center is a defect 

complex composed of a nitrogen impurity adjacent to a miss-

ing carbon atom in the diamond lattice. A simplifi ed schematic 

of the center’s electronic structure can be seen in   Figure 1  a. 

As shown in the fi gure, the defect exhibits a ground-state spin 

triplet ( 3 A 2 ), an excited-state spin triplet ( 3 E), and a metastable 

spin singlet ( 1 A 1 ). At zero magnetic fi eld, the  mS  = 0 and 

mS  = ±1 states of the spin-1 ground state are split by an energy 

of 2.88 GHz. This splitting can be tuned through the Zeeman 

interaction using an external magnetic fi eld.     

  

 Figure 1.      (a) Simplifi ed schematic of the diamond nitrogen-vacancy center optical 

polarization cycle. A spin-conserving optical excitation exists between the ground ( 3 A 2 ) and 

excited ( 3 E) state triplets. A nonradiative decay path between the  m  S  = ±1 spin sublevels 

of the excited state to the metastable spin singlet ( 1 A 1 ) polarizes the defect into the  m  S  = 0 

sublevel of the ground state. (b) Comparison between typical sizes of an electronic-grade 

diamond substrate (shown in tweezers) and SiC substrate (six-inch-diameter wafer in the 

background). (a) Reproduced with permission from Reference 2. © 2010 National Academy 

of Sciences.    
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 The key feature that allows the diamond NV center to func-

tion as a qubit at room temperature is the optical cycle of the 

defect. A spin-conserving optical transition exists between the 

ground- and excited-state spin triplets, with an excitation 

energy of 1.945 eV. This optical transition is bidirectional; 

however, an additional nonradiative decay pathway exists 

between the  mS  = ±1 sublevels of the excited triplet and the 

metastable singlet below. The metastable singlet will then 

ultimately decay to the  mS  = 0 sublevel of the ground state. 

 This combination of spin-conserving radiative and spin-

selective nonradiative pathways allows the NV center to be 

optically polarized into the  mS  = 0 sublevel of the ground state 

simply by shining an appropriately colored light on it. Once 

initialized, the ground-state spin can then be coherently ma-

nipulated by means of microwave radiation.  2   The spin state is 

measured by illuminating the NV center once again and mea-

suring the magnitude of the resulting luminescence. Because 

the  mS  = 0 sublevel of the excited-state triplet does not couple 

strongly to the nonradiative decay pathway, a defect with this 

spin state will exhibit a larger luminescence signal. 

 This method of initialization, manipulation, and measure-

ment works at both cryogenic and elevated temperatures. 

Impressively, the high-temperature properties of the diamond 

NV center are not limited by its spin coherence time, which 

remains roughly constant up to temperatures of at least 625 K.  11 

Instead, increased temperatures alter the dynamics of the non-

radiative decay cycle, limiting the effi ciency with which the 

ground-state spin can be optically polarized and measured as 

the diamond is heated.  11 

 Quantum information implementations in 
diamond 
 Early studies of the diamond NV center were performed on 

many defects simultaneously.  12 , 13   However, the demonstra-

tion that isolated NV centers could be individually probed and 

controlled using confocal microscopy  9 , 14   led to rapid growth 

in research aimed at developing detailed models of the full 

electronic structure, spin physics, and photodynamics of the 

defect.  15   –   22 

 With an improved understanding of the diamond NV mate-

rials system, researchers turned to expanding control over the 

quantum properties of the NV electronic spin and the longer-

lived spins of nearby nuclei.  23 , 24   Single-shot optical readout of 

the electronic spin and nearby nuclear spins followed,  25 , 26   as 

did the use of advanced magnetic-resonance pulse schemes 

to limit the detrimental effects of environmental noise on spin 

coherence and the fi delity of quantum logic gates.  27   –   30   Transfer 

of quantum information between electronic and nuclear spins 

showed that the latter could serve as a form of ancillary quan-

tum memory.  31 , 32   Coherent exchange of information between 

spin and light degrees of freedom was demonstrated,  33 , 34   and 

all-optical spin-manipulation schemes capable of microwave-

free control at cryogenic temperatures were developed.  35   –   37 

 These techniques have led to several proof-of-concept 

experiments demonstrating the potential of defect spin qubits 

to serve as a basis for solid-state quantum information technolo-

gies. Simple implementations of quantum algorithms such as 

qubit error correction  38   and Grover’s search algorithm  30   have 

been demonstrated, as has entanglement between two NV 

centers within a single diamond.  39 , 40   Most recently, remote 

entanglement between two NV centers separated by a 3-m-long 

optical fi ber was also demonstrated,  41   allowing for the uncon-

ditional teleportation of quantum information between two 

spatially separated solid-state systems.  42 

 Another very promising area of application for NV centers 

is use as ultrasensitive nanoscale sensors. The spin splitting 

of the NV-center ground state is sensitive to both electromag-

netic fi elds  43   –   46   and temperature,  47 , 48   making it an atomic-scale 

system capable of detecting these properties in the surround-

ing environment. Of note are proposals to use NV-containing 

diamond nanoparticles to measure internal temperature gradi-

ents in living cells  49 , 50   and to detect the local electromagnetic 

fi elds produced by neurons.  51 

 Additionally, a great deal of excitement exists around the 

effort to use the NV center as a nanoscale nuclear-magnetic-

resonance-imaging probe for nondiamond materials.  52 , 53 

Improvements in the detection sensitivity of NV centers locat-

ed near a diamond surface are rapidly approaching the regime 

where single nuclei in nearby soft materials can be detected. 

This technology could lead to breakthroughs in the ability to 

determine the structures of proteins or other biomolecules that 

cannot easily be crystallized for characterization by traditional 

x-ray diffraction techniques.   

 Defect spin qubits at the wafer scale 
 Several of the most recent experimental efforts regarding the 

diamond NV center have involved incorporating the defect 

into microelectronic,  54   –   56   photonic,  57   –   59   and micromechanical  60   –   62 

structures. Although diamond growth and microfabrication 

techniques are in a state of constant improvement, the excep-

tional physical nature of diamond can make device design and 

construction challenging. Diamond is chemically inert and 

mechanically durable. Additionally, the growth of high-quality 

electronic-grade diamond is currently limited to millimeter-

scale sample sizes (see  Figure 1b ). 

 These challenges raise the question of whether analogues 

of the diamond NV center exist in semiconductors with more 

mature crystal growth and microfabrication techniques. Because 

of the large number of potential semiconductor hosts, each 

of which could have many possible point-defect species, we 

turn to fi rst-principles calculations as a source of systematic 

guidance.   

 Building a defect from the ground up  in silico
 First-principles computational modeling based on density 

functional theory (DFT) is a powerful tool for designing and 

understanding defects in solids.  63   –   67   DFT is a theory of inter-

acting many-electron systems, and the practical calculations 

of properties of molecules and solids were made possible by 

mapping a many-electron system to a single-electron system 
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with the same density, as formulated by Kohn and Sham 

(KS).  68 , 69   The KS equations are a set of Schrödinger-like equa-

tions for electrons moving in an effective potential, given by 

the sum of the Hartree and external potentials and a potential 

called the exchange-correlation potential ( VXC ), which con-

tains all of the many-electron effects. These equations need 

to be solved self-consistently, as the potential depends on the 

density and, hence, on the solution of the equations. The exact 

form of  VXC  is not known, and the most popular approxima-

tions are the local density approximation (LDA)  70 , 71   and the 

generalized gradient approximation (GGA).  72   The LDA and 

GGA have been successfully applied to study a wide range 

of defects in solids, providing invaluable insights into their 

structural and electronic properties.  63   –   67 , 73 

 One of the major challenges in the computational modeling 

of a point defect in a crystalline solid, such as the NV center 

in diamond, is the simultaneous description of the strongly 

localized defect states and the extended plane-wave-like Bloch 

states in the infi nite crystal. A successful approach to solve the 

KS equations for defects in solids is the plane-wave super-

cell method using periodic boundary conditions.  74 Figure 2  a 

shows an NV center created in the center of the 4 a  × 4 a  × 4 a

supercell, where  a  is the diamond lattice constant. Such a 

large supercell is necessary to minimize spurious interac-

tions between the defect and its periodic images. The ionic 

potentials due to the nuclei and the core electrons can be 

simulated using so-called pseudopotentials  75   describing the 

effective interaction between the ionic cores and the valence 

electrons. To simulate the extra negative charge captured in 

the NV center, an extra electron is added in the supercell, 

with a compensating positive homogeneous background 

charge density.     

 Once the total energy of an initial, guessed atomic con-

fi guration is obtained, the atomic geometry can be further 

optimized, because the electronic total energy obtained from 

the KS equations provides the potential energy surface for the 

nuclei in the Born–Oppenheimer approximation. The NV center 

is known to maintain  C3 v   symmetry in its ground state, as seen, 

for example, in DFT calculations,  66   leading to the formation of 

symmetry-adapted molecular orbitals as shown in  Figure 2b : 

two a 1  states and the doubly degenerate e  x   and e  y   states.  13 

 It is worth mentioning that, although the LDA and GGA 

would produce qualitatively correct physical pictures for a 

wide range of defects in solids, they become problematic for 

quantitative predictions of the electronic structures of defects 

because of the well-known bandgap problem.  76   For instance, 

the bandgap of diamond has been calculated to be 4.15 eV in 

the GGA,  77   whereas the experimental bandgap is 5.48 eV.  78 

With the underestimation of the bandgap in LDA/GGA, the 

calculation of the defect energy levels referenced to the 

valence- or conduction-band edges is questionable. The band-

gap underestimation in the LDA/GGA has been attributed to 

the incomplete cancellation of the fi ctitious self-interaction 

error in the KS Hamiltonian by the LDA/GGA exchange-

correlation functional.  67 

 To improve the exchange-correlation functional, several 

computational schemes beyond local or semilocal DFT have 

recently been developed and successfully applied to a wide 

range of semiconductors and insulators.  69 , 77 , 79   –   84   Some of the 

most accurate bandgap calculations have been achieved by uti-

lizing many-body perturbation theory, based on Hedin’s GW 

approximation for the electron self-energy operator in terms 

of the single-particle Green’s function  G  and the screened 

Coulomb interaction  W .  79   More recently, a large-scale GW 

computational scheme  83   was developed based 

on spectral decomposition techniques for the 

dielectric function,  81 , 82   opening up a new 

avenue for fi rst-principles defect calculations,  84 

which require the use of large-size supercells 

with thousands of electrons. Hybrid function-

als, which mix a fraction of the Hartree–Fock 

exact exchange energy into the conventional 

GGA functional, have also been shown to be 

successful for defect calculations, at a mod-

erate computational cost.  85   –   87   A widely used 

scheme is to treat the mixing parameter for the 

Hartree–Fock exchange empirically by match-

ing the theoretical bandgap to the experimental 

value, for example.  85   Recently, a self-consistent 

hybrid functional scheme was developed, and 

this scheme is being actively explored in defect 

calculations.  77 , 84 

 The most generic features of the NV cen-

ter described so far can be understood using 

the defect level diagram shown in  Figure 2b  

obtained from DFT calculations.  2   It shows 

that the two degenerate e states are doubly 

  

 Figure 2.      (a) 4 a  × 4 a  × 4 a  diamond supercell with the nitrogen-vacancy (NV) center in the 

middle. The spin density of the  m  S  = +1 sublevel of the  3 A 2  ground state is indicated with 

the yellow lobes. (b) Defect level diagram of the NV center in diamond. The lowest-energy 

a 1  states are in resonance with the valence band (VB). The spin-conserving interdefect 

optical transition from the  3 A 2  ground state to the  3 E excited triplet is denoted by the blue 

dotted arrow in the spin-down channel. Note: CB, conduction band. (c) Low-spin and 

high-spin confi gurations in a two-level system.    
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occupied in the spin-up channel, whereas they are empty in 

the spin-down channel, which corresponds to the  mS  = +1 spin 

sublevel in the  3 A 2  spin triplet. The strongly localized nature 

of the NV-center wave function can be understood in terms of 

simple electronic structure arguments as the doubly occupied 

e  x   and e  y   states forming deep bound states in the fundamental 

gap of diamond. In addition, the spin-conserving optical 

excitation from the  3 A 2  to the  3 E excited triplet used for optical 

manipulation of the NV center can be simulated by promoting 

an electron from the a 1 (2) state to the e state in the spin-down 

channel in the defect level diagram.  86   Further detailed under-

standing of the optical properties of the NV center, such as 

a nonradiative decay pathway between the  mS  = ±1 sublevels 

of the excited triplet and the metastable singlet, might require 

building a model for the spin-multiplet structure.  88 

 The computational techniques described so far can be 

readily applied to a wide range of defects in nondiamond hosts 

to search for spin qubits having electronic features similar to 

those of the NV center.  2   There are, however, a number of prac-

tical considerations for the defect calculations, particularly 

when the defect geometry is not known  a priori . Suppose that 

one creates a vacancy in a nondiamond semiconductor such as 

aluminum nitride, whose bandgap is 6.2 eV.  84   The ideal sym-

metry of the vacancy is  C3 v  , so it would produce a defect level 

structure qualitatively similar to that of the NV center: two 

a 1  states and the doubly degenerate  e  states. Depending on 

the charge state, the symmetry could be lowered as a result 

of Jahn–Teller (JT) or pseudo-JT distortion.  89   However, blind 

geometry optimization starting from the ideal  C3 v   symmetry 

might not lead to the ground-state geometry but fall instead 

into a metastable state. Therefore, along with the ideal  C3 v   sym-

metry, one should try the possible JT distortion patterns as the 

initial defect geometry. The possible JT distortions can be 

obtained by considering the symmetrized displacements or 

normal modes of the defect.  89 

 For instance, for the  C3 v   defect in a tetrahedral geometry, 

such as the NV center, there are six symmetrized displacements, 

which are two A 1  and two E modes. The totally symmetric A 1
mode does not lower the symmetry, but the E displacement 

patterns lower the symmetry and split the e  x   and e  y   defect 

levels in  C3 v   into a ′  and a″ levels in  C1 h  . Another important 

consideration for a given defect in some charge state is the 

spin state.  13 , 65 , 90   The fi lling of the defect level is basically gov-

erned by the Pauli principle; thus, if there is only one orbital 

with two electrons, the electrons pair up with opposite spins, 

leading to a spin singlet. For the defect states, which are high-

ly localized, however, there might be signifi cant Coulomb 

repulsion between the two paired electrons. Additionally, 

there might be multiple defect levels close to each other in 

energy. To minimize this Coulomb repulsion, the defect might 

exist in the high-spin state according to Hund’s rule, as shown 

schematically in  Figure 2c . 

 In principle, one can freely consider all of the possi-

ble charge and spin states of a defect, but there is only one 

ground state under a given set of experimental conditions. 

The stabilities of different defects in various charge and spin 

states can be determined by calculating the defect formation 

energies,  74   which are thermodynamic free energies as func-

tions of the chemical potentials of the electron and the con-

stituent elements.  63   The theoretical chemical potentials could 

be estimated for given experimental conditions, which is, 

however, nontrivial. Instead, the chemical potentials are usu-

ally treated as theoretical parameters in DFT calculations. 

For example, the electron’s chemical potential is the Fermi 

level, and it usually ranges from the valence-band edge to the 

conduction-band edge in DFT calculations. A set of boundary 

conditions can be considered for the chemical potentials of 

the elements to provide a stability region for a host material 

within which the theoretical defect formation energies can be 

compared to each other.  63 

 One should also keep in mind that there might be other 

practical limitations in experimental samples. For instance, 

judicious engineering of the Fermi-level position by doping 

might be required to obtain a defect in a specifi c charge and 

spin state. However, for some materials such as nitrides or 

oxides, it would not be straightforward to dope the materials 

as wanted.  91   Defect migration and defect–defect clustering  92 

could be other limiting factors for obtaining an isolated defect, 

which can be modeled by combining DFT calculations and 

effective model calculations such as cluster expansion tech-

niques.  64   There might be some unwanted spin–spin interaction 

between two remote defect centers. This feature can be addressed 

in DFT by calculating and comparing the total energies of 

different defect spin confi gurations.  90 

 Discovering defect spin qubits in silicon carbide 
 Detailed fi rst-principles calculations represent an extremely 

powerful method for understanding the electronic structure 

of a point defect, as well as a defect’s relationship with its 

external environment. As a result,  ab initio  simulations are 

playing an essential role in the current movement to extend 

defect-based spin technologies beyond diamond. Recent 

successes in the study of defect spin qubits in SiC illustrate 

this point nicely. 

 Initial computational efforts aimed at systematically iden-

tifying analogues of the diamond NV center very quickly 

resulted in the suggestion that a variety of point defects in SiC 

were promising candidates.  2 , 93   Building upon earlier experi-

mental work,  94   –   103   subsequent experimental studies confi rmed 

that the silicon vacancy (V Si ) as well as the neutral divacancy 

([V C V Si ] 
0 ) could function as NV-like spin qubits.  104 , 105 

 Since then, studies of these defect species have focused on 

understanding the limits of their quantum coherence, deter-

mining the effi ciency with which they can be optically polar-

ized and probed, exploring their environmental interactions, 

and showing that they can be optically isolated as single quan-

tum systems. Additionally, efforts to incorporate these defects 

into SiC-based device structures, such as photonic cavities, 

have begun in earnest.  106   –   108   In each of these examples, close 

collaboration with computation has proved invaluable. 
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 An interesting characteristic of SiC is that it can be grown 

in multiple crystal structures known as “polytypes.” The three 

most common are 3C-, 4H-, and 6H-SiC, and they are dis-

tinguished from one another by the stacking pattern of their 

hexagonal crystal planes. This structural peculiarity leads to 

the outcome that each polytype can contain one or more elec-

tronically distinct forms of a given point defect (such as the 

divacancy), each of which has its own optical and spin charac-

teristics (  Figure 3  a–c).  104 , 109   Such physical variety introduces 

a degree of materials fl exibility not encountered in diamond. 

Also, fi rst-principles calculations can be used to help map the 

relationship between alternative structural forms of a defect 

and the variations observed in their experimental properties 

such as the zero-fi eld splitting between the spin sublevels.     

 SiC also happens to be a piezoelectric material, unlike dia-

mond. Recent studies have demonstrated that it is possible to 

modulate the optical and spin properties of the SiC divacancy 

through the external application of electrical and mechanical 

stimuli ( Figure 3d–e ). DFT allows researchers to determine 

the wave function of a defect and, in turn, to simulate the 

effects of various environmental perturbations 

like these in the linear-response regime.  Ab 

initio  techniques have been applied to help 

disentangle the roles of electric and strain 

fi elds in these experiments, and the results 

indicate that SiC is a promising platform in 

which to study the coupling of mechanical 

resonators to spins.  110 , 111 

 Recent studies of interactions between SiC 

defect spins and nearby nuclei have demon-

strated that it is possible to generate a high 

degree of optical spin polarization in hyper-

fi ne-coupled  29 Si spins upon the application 

of a modest ( ∼ 300–500 G) and appropriately 

aligned magnetic fi eld. This effect can be 

observed from room temperature to liquid-

helium temperatures. Computational techniques 

have provided insight through  ab initio  cal-

culations of the hyperfi ne tensors, as well as 

through dynamical simulations of the dynamic 

nuclear polarization process.  112 

 Importantly, single-vacancy and divacancy 

defects have now been individually probed with-

in SiC using confocal microscopy (  Figure 4  ). 

This milestone demonstrates the viability of 

SiC as a platform for the manipulation of indi-

vidual quantum systems in a wafer-scale semi-

conducting material. Somewhat surprisingly, 

the spin coherence times of both the vacancy 

and divacancy defects are longer than what 

might be naively expected, given previous 

observations of spins in diamond and the larger 

natural abundance of  29 Si (4.7%) relative to 
13 C (1.1%).  113   Computational techniques are 

being used here as well in an effort to explain 

this phenomenon.  114 

 Conclusions 
 We have described the promise that quantum 

physics holds for future information technolo-

gies, as well as the role that semiconductor 

defect spins might play in the development of 

such device technologies. The NV center in 

diamond has proven to be a very versatile spin 

qubit, whose intense study over the past two 

  

 Figure 3.      Multiple distinct forms of divacancy defects exist in SiC because of its 

multiple crystal polytypes. (a) Photoluminescence data demonstrate that each defect 

form exhibits its own unique optical excitation energy. The 4H, 6H, and 3C polytypes of 

SiC have four, six, and one unique forms, respectively, of the divacancy. PL1–PL4 and 

QL1–QL6 are labels used to identify the zero-phonon line optical transitions of these 

unique defect forms. (Identities of the defects associated with PL5 and PL6 in the top 

panel are currently unknown.) (b) Optically detected magnetic resonance (ODMR) data 

of divacancy ensembles in 4H-SiC. (Bottom) ODMR data at zero magnetic fi eld ( B ). 

(Top) ODMR as a function of magnetic fi eld applied along the crystal’s  c- axis. Each defect 

form has its own unique magnetic resonance frequencies.  Δ  I  PL / I  PL  is the change in defect 

photoluminescence when microwaves of given frequency are applied, divided by the total 

luminescence measured without any applied microwave signal. (c) Schematic illustrating 

how the stacking order of the crystal planes in 4H-SiC allows for four distinct forms of the 

divacancy. (d–e) Spins can be modulated by many external stimuli, including (d) strain and 

(e) electric fi eld.  Δ  I / Δ  I  Hahn  corresponds to the accumulated phase of spins during a Hahn 

echo sequence in which the strain or electric fi eld is applied. In (d),  V  piezo  is the voltage 

applied to a piezo used to strain the sample. In (e),  V  mem  is the magnitude of a voltage pulse 

applied across a thin SiC membrane of width  w . The pulse width,  t  pulse , is held constant 

as  V  mem  is increased. (a–b) Reproduced with permission from Reference 109. © 2013 Nature 

Publishing Group. (c) Reproduced with permission from Reference 113. © 2015 Nature 

Publishing Group. (d–e) Reproduced with permission from Reference 111. © 2014 American 

Physical Society.    
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decades has led to many exceptional discoveries regarding the 

physics of point defects, with an eye toward solid-state imple-

mentations of proposed groundbreaking quantum technolo-

gies in sensing, computation, and communication. 

 We have also described how these discoveries have led 

naturally to the search for deep-center defects with similar 

properties, but in host semiconductors that are amenable to 

microfabrication at the wafer scale. In this case,  ab initio  com-

putational techniques represent a critical tool for discovering 

alternative materials systems with NV-like behavior. We have 

outlined the current state-of-the-art DFT-based computational 

methods for defect calculations, including the large-scale GW 

many-body perturbation theory calculation and the self-

consistent hybrid functional calculation. We have also described 

how to model defects using the supercell method and a num-

ber of practical points to be considered during the computa-

tional search for potential spin qubits in nondiamond hosts. 

 First-principles calculations have played an integral role in 

the development of defect spin qubits in silicon carbide, most 

notably the silicon vacancy and divacancy defects. These 

defects are analogues of the diamond NV defect and exhibit a 

wide range of physical properties that, in many cases, comple-

ment those of the diamond NV defect with extended ranges of 

functionality. 

 Multiple studies of these defects have since laid the 

groundwork for continued exploration of defect spin physics 

in SiC as well as other semiconductors.  115   –   117   With so many 

materials still largely unexplored, the future of defect-based 

quantum engineering is wide open.    
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