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FINITE ^-GROUPS WITH ISOMORPHIC SUBGROUPS 

JOHN J. CURRANO 

1. Introduction. Throughout this paper, p will denote a prime and t an 
integer greater than 1. We consider those finite ^-groups P , which satisfy the 
following conditions: 

(1.1) P has subgroups R and Q, both of index p, and there is an isomorphism <p 
of R onto Q which does not fix any non-identity subgroup of R setwise. 

Our main results will be the following theorems. 

THEOREM 1. Let P be a finite p-group of order pl. Then the following two state­
ments are equivalent. 

(a) P satisfies (1.1). 
(b) There are integers u, v, and k and elements x\, . . . , xt in P satisfying: 

(1.2) 2//3 S u S t, v = t - u, and u + v/2 ^ k ^ /; 

(1.3) P = (x1} . . . , * , ) ; 

(1.4) x? = 1 for U i g /; 

(1.5) [xi, xt] = 1 for 1 g i ^ u\ 

(1.6) [xi, xt] G (xv+i, . . . , Xi-V) for u + 1 ^ i ^ k; 

(1.7) [xi, x J e {Xk-u+i, • • • , Xu+i-k) for k + 1 ^ i ^ t; and 

(1.8) ifOûj<t and [xi, *i+J = x2
a(2) . . . xf™ with a(m) G GF(p), then 

for any i with I ^ i ^ t — j,[xu xi+j] = xi+x
a(-2) . . . xi+j-i

aU). 

Futhermore, if P satisfies (1.1), we also have 

(1.9) [*i, * *, xm][x*, xm, Xi][xm, xi, xt] = 1 /or 1 ^ i, m ^ J; awd 

(1.10) if p = 2, J&ew [xi, xm, xi] = [xi, xm, xm] = 1 /or 1 g w ^ /. 

THEOREM 2. Le/ w, », and k be integers satisfying (1.2). jTAere w a gr0w£ P of 
order pl which satisfies (1.1) awd ze//wc& w generated by elements Xi, . . . , xu 

subject to the relations (1.4) awd 

(1.11) [xt, x3] = a ^ ' - ' + i ' » . . . Xj<u-i+i.i-i+i)9 

where e(m, n), 1 S n ^ m ^ t, are any elements of GF(p) which satisfy: 
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(1.12) 

(a) e(m, n) = 0 for 1 ^ n ^ m S u\ 
(b) e(ra, n) 7e- 0 /or w + 1 ^ m ^ k only if v + 1 ^ n ^ m — v; 
(c) e (m, n) ^ Ofor k-\- 1 ^=m ^ t only tf k — u + 1 ^n ^ u-\- m — k; 
(d) J^tu+ike(j1n)e(m-i+ lj-i+l)-e(j-i + l,n-i+l) 

X e(ra, j) = 0 /or & - f 2 ^ £ + i ^ r a ^ / and v -\- I ^ n ^ u; 
(e) Z )?=" - M - i ^ (^ - i+ l , w - j+ l)e(m,j) - e(m-j+ l,n - j+1) 

X e(i, j ) = 0/or J -)- 1 = i = w ^ 1 awd v -\- m — k < n ^ u\ 
(/) ifp = 2, E T i T " e(m,j)e(j, n) = 0 for k + 1 ^ m S t and 

v^n^m-\-u — k — v\ and 
(g) if p = 2, ZT-^u+i e(ro, 7>(m - j + 1, n - j + 1) = 0 for 

k + 1 ^ m ^ t and k — u + v + 1 ^ n ^ m — v. 

Conversely, if a group P of order pl satisfies (1.1), there are integers u, v, and k 
satisfying (1.2) such that P is generated by elements Xi, . . . , xt of order p which 
satisfy (1.11) and (1.12). 

In the proof of Theorem 2, we shall see that conditions (a)-(g) are forced by 
(1.3)-(1.10). Moreover, (1.5)-(1.8) are statements about the commutator 
structure of P which we shall derive using only this structure, (1.9) is the 
"Jacobi identity," and only the derivation of (1.10) will require the use of the 
associative structure of P ; in fact, (1.10) is forced on us by this structure. With 
this in mind, one can check that the proofs we give for Theorems 1 and 2, and 
those of the facts we use from [2], can be modified to prove the following 
results. 

THEOREM 1'. Let ^£ be a nilpotent Lie algebra of dimension t over a field K. 
Then the following two statements are equivalent: 
(1.13) o£f has subalgebras^andJV, both of codimension one, and there is an 
isomorphism, <p, of ^ onto J^ fixing no nonzero subalgebra of <^#. 
(1.14) There are integers u, v, and k satisfying (1.2), and elements xi, . . . , xt 

inf£ which span££ as a vector space over K, such that 
(a) [xiXt] = Ofor 1 ^ i ^ u, where [ ] denotes multiplication in££?; 
(b) [xiXi] 6 Span {xv+i, . . . , xt-v} foru + 1 ^ i ^ k, where Span {xr, . . . , xs} 

denotes the vector subspace of ££ spanned by 
(c) \xiXi] 6 Span{xfc_w+i, . . . , xu+i-k] for k + 1 ^ i ^ t\ and 
(d) if0^j<t and [xiXi+j] = a2x2 + . . . + ajXj with am 6 K, then for any i 

with 1 S i S t — j , 

[XiXi+j] = a2xi+1 + . . . + djXi+j-i. 

THEOREM 2'. Let K be a field and let u, v, and k satisfy (1.2). Then there is a 
nilpotent Lie algebra^ over K with generators and Lie multiplication 
given by 
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(1.15) [XiXj] = e(j — i + 1, \)xi + . . . + e(j — i + 1, j — i + 1)XJ, where 
e{m,ri), 1 S n fk wi ^ t, are any elements of K which satisfy (1.12) 
(a)-(e). 

Furthermore, &\mK££ = t, ££4 = 0, and ^ satisfies (1.13). 
Conversely, if a nilpotent Lie algebra J£ of dimension t over K satisfies (1.13), 

there are integers u, v, and k satisfying (1.2), and elements Xi, . . . , xt of J£ such 
that^ = Span} } and (1.15) holds. Furthermore,^4* = 0. 

All groups considered in this paper are assumed to be finite. If G is a group 
and i a positive integer, we let Gt denote the ith term of the lower central series, 
defined inductively by d = G and Gi+i = [Giy G]. We write H < G if H is a 
normal subgroup of G. 

Most of the results in this paper constitute a portion of the author's doctoral 
dissertation. Free use is made of the work of Sims [6] and of Glauberman [2]. 
The author is especially indebted to Professor Glauberman for his many 
suggestions. 

2. Preliminary results. 

LEMMA 2.1 (Glauberman [2, Proposition 2.1]). Let P be a p-group of order pl 

satisfying (1.1). Then there are elements Xi, . . . , xtin P such that: 

(2.1) (a) R = <xi, . . . , x M ) and P = (R, xt); 
(b) |(xi, . . . , Xi)\ = pl for 1 ^ i ^ t; and 
(c) (p(xt) = xi+ifor 1 S i ^ t — 1. 

In the remainder of this section, l e tP be a£-group of order pl satisfying (1.1). 
Choose Xi, . . . , xt as in Lemma 2.1. 

If Pi y£ 1, let ube a positive integer minimal subject to [Xj, xu+j] ^ I for some 
j . If P2 = 1, let u — t. Let v — t — u. 

If Pz 7e" 1, let k be a positive integer minimal subject to [xjy xk+j] (? Z(P) for 
somej. If Pz = 1, let k = t. Then 1 ^ u ^ k ^ t. 

By (2.1) and induction, every x 6 P can be expressed uniquely in the form 
x = xia(1) . . . xt

aw, where a(i) G GF(p), for 1 ^ i ^ t. Define elements 
e(i,j) e GF(p), îor 1 £ i, j £ t, by 

(2.2) |>i, xt] = x^'Vx^-v . . . xt*™. 

LEMMA 2.2 (Glauberman-Sims [2; 6]). Let P be a p-group of order pl satisfying 

(1.1). 
(a) u ^ 2^/3 andk ^ u + v/2. 
(b) IfP2 * 1, [xt, xu+i] ^Iforl^iS v. 
(c) If P 3 ^ 1, e(k + 1, u + 1) ^ 0 or e(k + 1, k - u + 1) ^ 0, <wd 

[*„ **+<] g Z(P) fori ^ i ^ t - k . 
(d) P 4 = 1. 
(e) 7w 1 S i è v, CP((xi, . . . , xu+i)) = (x i+i, . . . , xu) and 

Cp\\Xi} . . . , Xt/) — \Xv+i, . . . , Xw_(-2_i/. 
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(f) Z(P) = (xv+h . . . , xw>. 
(g) P' Q (xk-u+i, . . . , xk), which is elementary abelian. 

LEMMA 2.3 (P. Hall. [3, p. 19]). Let G be any finite group. Then 
(a) [x, y~\ z]y[y, zr1, x]z[z, xr1, y]x = I, for any x,y, z G G; and 
(b) if GA = 1, then for any x,y, z £ G, [x, y, z][y, z, x][z, x, y] = 1. 

LEMMA 2.4 [4, p. 150]. Let G be any finite group and x, y, z £ G. 
(a) [xy, z] = [x, z][x, z, y][y, z]. 
(b) [x,yz] = [x,z][x,y][x,y,z]. 

Lemma 2.4 is often used in calculations, even when it is not explicitly 
mentioned. 

LEMMA 2.5 (von Dyck [5, Section 18]). / / a group G is given by a system of 
defining relations, and if a group H is given by these relations and some further 
relations in the same symbols, then H is isomorphic to a factor group of Q. 

3. Proof of Theorem 1. Let P be a £-group of order pK We first show that 
(a) implies (b). So assume that P satisfies (1.1). Let be as in 
Lemma 2.1, so (1.3), (1.4), and (1.8) hold. Define u, v, and k as in Section 2, 
so (1.5) holds. By Lemma 2.2 and the definitions, we obtain (1.2). 

Let u + 1 ^ i ^ k. Then [xi, x J 6 Z(P) by the definition of k. If [xi, xt] = 1, 
(1.6) is clear. Otherwise, by Lemma 2.2(f), 

/o i ^ l~ri r -1 = r a^m) r a(w> 
\0.x.) L^l) ^ i\ A"m • • • ^n J 

where v + l ^ m ^ n ^ u , a{m) ^ 0, and a(n) ^ 0. Now, [xt-i+i, xt] Ç Z(P) 
since i g k. Also, by (3.1) and (2.1), 

[xt-i+i, xt] = v'-^ixi, Xi]) = x,_i+m
a(m) . . . xt-i+n

aw. 

As before, we obtain t — i + n^u, so n ^ i — v and (1.6) holds. (1.7) is 
proved in a similar manner using Lemma 2.2(g). Thus (a) implies (b). Now 
Theorem 1 will follow from Theorem 2 and the following lemma. 

LEMMA 3.1. Let P be a p-group of order pl satisfying (1.2)-(1.8). 
(1) Each element x £ P has a unique expression of the form x = Xia(1) . . . x*a(0 

where a{\), . . . , a(t) 6 GF(p). 
(2) P satisfies (1.9) and (1.10). 
(3) Define elements e(i,j) € GF(p) by 

(3.2) [xi, xt] = xi**-» . . . x, e ( M ) , for 1 ^ i S t. 

Then the elements e(i,j),for 1 S j S i ^ t, satisfy (1.12) and P satisfies (1.11). 
(4) If Theorem 2 is true, P satisfies (1.1). 

We shall need the following corollary in Section 4. 
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COROLLARY 3.2. Let P be a p-group of order pl satisfying (1.1), let xu . . . , xt 

be as in Lemma 2.1, and let u, v, and k be as in Section 2. Then P satisfies (1.11) 
and (1.12). 

Proof. By the portion of Theorem 1 which we have proved, P satisfies 
(1.2)-(1.8). The corollary follows from Lemma 3.1 (3). 

Proof of Lemma 3.1. (1) is clear from (1.2)-(1.8), as is 

(3.3) [xu Xj] G (xk-u+h . . . , X*), for 1 ̂  ij ^ t. 

Let T = (xk-u+i, . . . , xk). Using (1.2), (1.6), and (1.8), we obtain 

(3.4) [xu xj] £ (xv+i, . . . , xu) for 1 ̂  i S t, Xj £ T. 

Now, 5 = (xv+ll . . . , xu) C Z(P) by (1.2) and (1.5), so it follows from (3.4) 
that 

(3.5) [P,T] Ç5C mZ(P). 

Therefore, T Ç Z2(P) and P < P . By (3.3), P' Q T Q Z2(P), so P 4 - 1. 
Now (1.9) follows from Lemma 2.3(b). 

Assume p = 2. By (1.4) and Lemma 2.4, we obtain 

l i_xi , xmj L îj •̂ mJL̂ 'ij %mi *"'iJL̂ 'i> ^m] > ano 

1 L*^1J ™m J L*^l? *^mj L* l̂> *^m> *^wj* 

But P is elementary abelian by (1.4), (1.5), and (1.8), so [xi, xm]2 = 1 for 
1 ^m S t. Furthermore, P 3 C Z(P) since P 4 = 1. Now (1.10) follows. This 
completes the proof of (2). 

By (1.5)-(1.8), [xuxj] = xt*'-*-*-1'» . . . *,«('-*+i../-<+i) and 

(3.6) e(m, n) = 0 for 1 ̂  m < n ^ /. 

We now show (a)-(g) of (1.12). 
(a) follows from (1.5), (b) from (1.6), and (c) from (1.7). Let 5 be as in the 

proof of (2) and let k + 2 ^ m ^ t and 2 ^ i S m — k. Then m — k < u, 
so [xi, Xt] = 1. Therefore, (1.9) implies that 

[Xi1 Xmi XiJ [Xmi *^lj *^ij 

Expanding this, using (3.2), (3.6), (1.5)-(1.8), and the fact that 5 C Z(P) , 
we obtain 

u+m—k u+m—k 

I l [*i,*3r(w-i+M-<+1> = I l [*«,*i]'<*,,). 

Expanding this and collecting factors, we obtain 

u+m—k j—v+1 
TT TT r eV'n)e(m-i+1'3-i+r>-eU-i+1'n-i+v)e(mtfi = 1 

j=u+l n=v+l 

(The order of the factors xn is unimportant as xft É 5 Ç Z(P).) By (1), the 
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exponents appearing for each xn must sum to zero. This gives (1.12) (d). 
(e) follows in the same way from (1.9) with k - \ - l ^ i ^ m ^ t . 

If p = 2, (1.12) (f) and (g) are proved from (1.10) in a similar manner, 
using [xi, xmt Xi] = 1 for (f) and [xi, xm, xm] = 1 for (g), with k + 1 S m S t. 
This completes the proof of (3). 

Now assume Theorem 2 is true. By (1.2), (1.4), and (3), P satisfies the 
hypotheses of Theorem 2. Thus P satisfies (1.1). This completes the proof of 
Lemma 3.1. 

4. A reduction. The second half of Theorem 2 follows from Corollary 3.2. 
So suppose P is a /?-group generated by elements x\, . . . , xt subject to relations 
(1.2), (1.4), and (1.11), as in Theorem 2. Let T = (xk-u+i, . . . , xk). Then T is 
elementary abelian and P' C T by (1.2), (1.11), and (1.12). Therefore, 
\T\ S pu, and by (1.4), P/T is elementary abelian of order at most pl~u. 
Thus \P\ S pK 

So to prove Theorem 2, it suffices to construct a group H of order pl 

satisfying (1.2), (1.4), and (1.11), and to show that H satisfies (1.1). For 
then H will be a homomorphic image of P by Lemma 2.5, so P will be iso­
morphic to H and therefore have order pl and satisfy (1.1). 

The remainder of the paper is devoted to the construction of a group H with 
the desired properties. 

5. The Case k = t. We first construct H when k = t. This corresponds to 
those cases in Theorem 2 when P 3 = 1. 

THEOREM 5.1. Let u = k = t. Let H be an elementary abelian group of order 
p% and let {xi, . . . , xt) be a basis of H. Then (1.2), (1.4), and (1.11) are satisfied. 
Define an automorphism ç of H by cp(xl) = xi+i for 1 S i S t — 1, and 
<p(xt) = Xi. Then H and <p\{xi, . . . , xt-i) satisfy (1.1). 

Proof. This is immediate, since (1.12) (b)-(g) are vacuous. 

In the remainder of this section assume that k = t and 2t/3 S u < t. Then 
(1.12) (c)-(g) are vacuous. Assume that e(i,j), for 1 S i, j S /, are elements 
of GF(p) which satisfy (1.12) if j S i and which are zero otherwise. 

Define, for 1 S i,j, m S t, 

(5.1) e(i,j, m) = e(J — i + 1, m — i + 1) for 1 S i ^ 7, m S t, and 

e(i,j,m) = 0 otherwise. 

Let £T = {(ai, . . . , aO|«i € GF(£) /or 1 Si S t}, a set with |if| = p\ 
Define a product on H by 

(ai, . . . , at) (61, . . . , 6() = (ci, . . . , c«), 
where 

z — 1 « 

^ = am + bm - X) ]C «(*i Ji "Oa^*, for I ^ m ^t. 
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Define xt € H by xt = (<5U, . . . , àu) for 1 ^ i g /, where <$*,- is the 
Kronecker delta. 

LEMMA 5.2 (a) H is a group of order p\ 
(b) [xi9 x,] = a ^ ^ ' 1 ) . . . Xt'^'i'VJor 1 ^ i g j g /. 
(c) *<* = 1,/or U i g i. 

Proof. Denote (ai, . . . , at) £ H by (am). 

Clearly (0, 0, . . . , 0) is an identity for H. If (am) G ff, let 

(5.2) (bm) = \-am- X) Z) e(i1jJm)aiaj) 
\ i=l ;=z+l / 

and (am)(bm) = (cm). Then a straightforward calculation shows that 

(5.3) cm = 22 £^> s> m)e(i,j, r)axajas, 

where the sum is over all r, 5, i, and j with 1 ^ r < s ^ £ and 1 ^ i < j ^ L 
Now, if e(r, s, m)e(i,j, r) is nonzero in some term, then by (5.1) r ^ v + i ^ 
A + 1 (otherwise e(i, j , r) = 0) and s — r ^ u (otherwise e(r} s, m) = 0); 
that is s^r + u^v-)rl-{-u = t+l, which is impossible. Thus (cm) = 
(0, . . . , 0), and (bm) is a right inverse to (am). 

Thus to show that H is a group under the given multiplication, it remains to 
verify the associative law. Let (am), (6m), (cOT) 6 £T and define (dm) = 
{(cLm)(bm)){cm) and (fm) = (am){ (bm)(cm)}. Then 

(5.4) dm - fm =J^ [e(r, s, n)e(i,j, s)ajbicT - c(r, 5, n)e(ij, r)asbjcl], 

where the sum is as in (5.3). So it would suffice to show that each term of (5.4) 
is zero. Arguing as before, we see that e(r1 s, n)e(i,j, s) ^ 0 in some term of 
(5.4) implies that s^r+u^u+1 and that s ^j — v. Therefore, t + 1 ^ j , 
which is a contradiction. We also obtain a contradiction if e(r, s, n)e(i,j, r) 9^ 0, 
so each term in (5.4) is zero. Thus (dm) = (fm) and H is a group. 

Now we show (b). By (5.1), [xuxf] = 1 = xie^i'i'V) . . . x*(M,°, while for 
1 ^ i < j ^ /, a direct calculation leads to 

IV. r l __ x - l x - 1 T ,x . _ xe(i,j,l) re(i,j,t) 

Finally, using induction we obtain xm
p = (0, . . . , 0), and the lemma is 

proved. 

By the preceding lemma and the definitions, H is a group of order pl 

satisfying (1.2), (1.4), and (1.11). So to complete the proof of Theorem 2 in 
the case k = /, we must prove that H satisfies (1.1). 

LEMMA 5.3. (a) \(xi, . . . , x*)| = p* for 1 ^ i ^ t. 

(b) Each x Ç H has a unique expression of the form x = X\a{l) . . . xt
a(t) for 

some elements a(l ) , . . . , a(t) £ G F (fi). 

Proof. Let Hi = (xlt . . . , * , ) for 1 ^ i ^ J. By Lemma 5.2(b) and (5.1), 
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[Xj, Xi+i] G Hi for 1 S j Û i- Thus, Ht <\ Hi+X and Hi+i = Hi(xi+1)J so by 
Lemma 5.2(c), \Hi\ = p and \Hi+i : i7*| ^ ?̂. Therefore, letting iJ0 = 1, 

p'= \H\= J ! | ^ : ^ - i | £*>'. 

Therefore, |iZ"* : Hi-i\ = p tor 1 ^ i ^ t, so |i2^| = p\ In particular, x* $ i?z_i. 
Now (b) follows by an easy induction. 

LEMMA 5.4. Let R = (xi, . . . , xt-\) and Q = (x2, . . . , xt). Then there is an 
isomorphism <p of R onto Q with <p(xi) = xi+ifor I ^ i ^ t — 1. In particular, 
H, R, Q, and <p satisfy (1.1). 

Proof. Let G be the group denned by generators gi, . . . , gt-i and relations: 

(5.5) g? = 1 for 1 g i g J - 1; and 

[gu gj] = £ i e ( ^ ' 1 } • • • g * - ! ^ ' ^ for U f g j ^ - 1 . 

Then, since e(i, j , m) =0 iî m ^ i or m^j, each element g of G has an ex­
pression of the form g = gia(1) . . . gj_ia( ' -1), with the a(i) G GF(p); so 
|G| ^ £'_1 . By (5.5) and Lemmas 5.2 and 2.5, the mapping x// given by yp{gi) = 
Xi for 1 rg i ^ t — 1, extends to a homomorphism, ^, of G onto R. But 
|jR| = pl~l, so |G| = ^ ' _ 1 and \f/ is an isomorphism. Similarly, the mapping 6 
given by 6(gi) = xi+i for 1 ^ i ^ / — 1, extends to an isomorphism, 0, of 
G onto Q, since 

e(i + 1, j + 1, m + 1) = e(m — i + 1, m — j + 1) = e(i,j, m). 

Let ç? = ^ - 10. Then <p is the desired isomorphism. An easy calculation, using 
Lemma 5.3(b), shows the last statement. 

This completes the construction of H in the case k = t. 

6. The Case k < t. Now we construct H when k < t, using an inductive 
argument. Let u, v, and k be any integers satisfying (1.2) with k < t. This 
corresponds to those cases in Theorem 2 when class P = 3. (By Lemma 2.2, 
class P ^ 3.) 

Let e(i,j), for 1 ^ i, j ^ £, be elements of GF(p) which satisfy (1.12) if 
j ^ i and which are zero otherwise. Define elements e(i,j, m) of GF(p), for 
1 ^ i, j,m ^ t, as in (5.1). 

Let H = {(ai, . . . , at)\at G GF(p)), a set with £ ' elements. For 1 ^ m S t, 
let i?(m) be the subset {(ai, . . . , a*)|am+i = . . . = at = 0} of iJ, so that 
|fjr(«)| = £™. Let <p be the map of H^-v into iT given by <p(au . . . , a M , 0) = 
(0, ai, . . . , ai_i). For 1 ^ i ^ /, let xt = (<5n, • • , ô i t) G if. 

Define multiplication in H(k) by 

(6.1) (ai, . . . , % , 0, . . . , 0)(6i, . . . , bk, 0, . . . , 0) = (cu . . . , ck, 0, . . . , 0) 

where 
k—1 k 

cm = am + bm — X S efoj» m)af)u for 1 < w < &. 
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We now proceed to define inductively a multiplication on H{m\ k + 1 g 
m g t, and to show tha t i l ( w ) satisfies (1.1). 

So let k + 1 :g m g t. By induction, we may assume that 

(6.2) (a) H(i) is a group of order p\ 1 ^ i ^ m — 1; 
(b) *ia<» . . . *m^ia<m-» = (a(l) , . . . , aim - 1), 0, . . . , 0); 
(c) <p\Wm-v is an isomorphism of J5T<*-2) into Wm~v with 

<p(xz) = xi+i for 1 rg i ^ m — 2; 
(d) [xu ocj] = xt**'*'» . . . Xm-!**-*-"1-» for 1 g i g j g w - 1 ; 
(e) Z(iî ( w-1 )) 3 (*ro-«+i, • • • , #«) 2 (*,+i, • . . , *„); and 
(f) (H^-v)' C (x^_M + i , . . . , xM + ( m_D_ f c + i ) C (%_ w + i , . . . , * * ) . 

(Note that for m = k + 1, (6.2) follows from (6.1), (5.1), and Lemmas 5.2, 
5.3, and 5.4.) 

Let F = Wm\ R = H^~l\ and Q = <p(R). Define a multiplication on Q by 

(6.4) <p(a)<p(b) = <p(ab) for a,b £ R. 

This makes Ç a group and <p an isomorphism of i^ with Q. Also, by (6.2) (c), if 
<p(a) and p(&) lie in R P\ <2, then multiplication in Q and in R agree. 

If 2 g i g w, we see, using (5.1), that 

Pr • r 1 = eo([r- i r il") = n 6 ^ '™' 1 ) r e(*'™>w) 

Therefore, combining this with (6.2) (d), we obtain 

(6.5) [xt, xj] = xi*'-*'» . . . xm
e^'j'm) for 1 g i g j S m - 1 or 

2 g i S j ^ w. 

Let 5 = R C\ Q, so that 5 < R and S <] Q. We inductively make the follow­
ing definitions: 

(6.6) (a) {*i, xm] = tfi'U.*.!) . . . x r o ^ ' r a ^ ; 
(b) {xia+1, xm} = {xia, xw}[{xia, xm}, xi]{xi, xm}, for 1 g a g £ - 2; 

(c) {xia, xm
c+1} = {xia, xm}{xia, xm

cJ[{^ia, xm
c}, xm], for a fixed a, 

1 g a g £ - 1, and for 1 g c g £ - 2; 
(d) {xm

c, X!a} = {xia, x^}-1 for 1 g a, c g £ - 1 ; and 
(e) {xia, xm

c} = 1 if ac = 0(mod £) . 

All the elements defined in (6.6) lie in S. 
Write the element, (ai, . . . , am, 0, . . . , 0), of F as (ai, x, am), where 

x = (0, a2, . . . , GOT_I, 0, . . . , 0) £ 5 . 

Define multiplication in F by 

(6.7) (a, x, i)(c, y, d) = (a + c, (xrcxiXic){^m6, #ic}[^m&, {*m&, *ic}] 

X (xm^xm-6),è + ^). 

(All the factors appearing in the middle expression on the right lie in Q, so 
we may associate anyway we please.) 
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LEMMA 6.1. Under the multiplication defined in (6.8), (0, . . . , 0) = (0 ,1 , 0) 
is an identity for F and every element of the set R\J Q has an inverse in F. 

Proof. We observe that multiplication of elements of R (respectively Q) in 
F and in R (respectively Q) yield the same result. Now the lemma is obvious. 

LEMMA 6.2. (a) {xf, xm
c) = ((xi~ax„rc)xia)xm

c = [xia, xm
c] for all a, 

c e GF(p). 
( b ) [Xf, Xj\ £ (Xjc-u+i, . . . , Xjc). 

(c) [xu Xj, xn] £ (xv+i, . . . , xu) Ç Z(R) r\ Z(Q) for 1 S i,j, n ^ m. Thus, 
[[xi, xjy xn], x] = 1 for all x £ F. 

(d) If p = 2, [xi, xm, xi] = [xi, xm, xm] = 1. 

Proof. If x, y £ R or x, 3/ 6 Q, let {#,3;} = [x, y]. Then, if 1 ^ i ^ 7 ^ m, 
JXÎ, Xj} £ (xjb-M+i, . . . , xk) by (6.2) (f), (6.4), and (1.12). These, together with 
(6.2) (e), yield 

(6.8) [{xuxj} 
> Xn\ \i \Xv+l> • • • , XM )QZ(R)r\Z(Q) 

for 1 ^ i,j, n ^ m, so (b) and (c) will follow from (a), 
(d) will follow from (a) and 

(6.9) Up = 2, [{xi, x m },x j = [{xi, xm},xm] = 1. 

But, by (6.2) and (1.12), 
m+u—Jc 

(6.10) [{xuxm},x1] = n [**, * i ] ' a , m ' * 
J'=W+1 

m+u—k / j—v \ 

= n ( n x „ - e c i ' , n ) e a m , ) ) 
The exponent appearing for xn, v S n ^ m + w — v — k ^ k, in (6.10) is 

w+tf n+v 

- Z) e(l,j,n)e{l,m,j) = — X) e(J,n)e(m,j) = 0 

by (1.12) (b) and (f). Thus [{xi, xm},Xi] = 1. 
A similar argument, using (1.12) (g) in place of (f), shows the rest of (6.9). 

Therefore, (d) will follow from (a). 

We next prove that 

(6.11) [{*,«, xf}c, xn
d] = [{*„ xj},xnr

bcd 

for 1 ^ i, j , n S m and 0 S a, b, c, d ^ p — 1. Let 1 ^ i, j , n ^ m and let 
y = {x*, x ;}. Then, using (6.8) and induction, we obtain 

b\ *»] = \y, xn]\ [y, xn
a] = [y, xn]

a, and [xf, xf] = yab 

modulo Z(R) r\ Z(Q), îor 0 ^ a, b ^ p - 1. These now yield (6.11). 
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Using (6.8)-(6.11) and Lemma 2.5, and calculating, we obtain 

[Xi , Xm J \Xi , Xm j \Xm i \%m > &1 j J 

/p-c-1 \ - l 

Then we obtain 

\K).i.Z) [X\ , Xm J = = | X i , X w j |_|Xi, Xm\ j Xm\ 

by calculation if p > 2 and by (6.9) if £ = 2. 
Finally, applying (6.6), (6.11), and induction to (6.12), we obtain (a). 

This completes the proof of the lemma. 

We now summarize the facts we shall require about commutators. 

LEMMA 6.3. (a) [xt, x3] = ^ « « . J . D . . . xm
e^'j'm) for 1 ^ i,j ^ m. 

(b) [x, y, z] e Z(R) r\ Z(Q), [[xa, ybY, zd] = [a, y, z]a»cd, and [[x,y], [z, w]] = 
lyfor any x, y, z, w in the set T = S U {x\e, xm

e\e £ GF(p)} and any a, b, c,d 6 
GF(p). 

(c) [xAxm
c] = [ x M j ^ f e . x ^ x J ^ ^ ^ l x . x ^ x J ^ 2 - 0 ^ 2 for any a, 

c e GF(p). 

Proof, (a) follows from (6.5) and (6.6). 
The first part of (b) follows from Lemma 6.2. Then the second part is 

proved in the same way as (6.11). Finally, by Lemma 6.2(b) and induction, 
[x, y] and [z, w] lie in (xk-u+i, . . . , xk), which is an elementary abelian subgroup 
of R by (1.12) and the definitions. This completes the proof of (b). 

(c) follows from (6.12) and a further argument similar to that preceding 
(6.12). 

LEMMA 6.4. The associative law holds in F, so F is a group under the multiplica­
tion defined in (6.7). 

COROLLARY 6.5. (6.2) holds with m replaced by m + 1. 

Proof. By Lemma 6.4, F = if(m) is a group, (a)-(d) are clear from (6.2) in R, 
the definitions, and Lemma 6.3. (e) and (f) follow from the definitions, (1.12) 
and Lemma 6.3. 

Before proving Lemma 6.4, we complete the proof of Theorem 2. By 
Lemma 6.4 and induction on m, H = H^ is a group satisfying (6.2) with 
m = t + 1. LetR = #<*-« and Q = <p(R). Then, by (a), \H:R\ = \H:Q\ = p, 
and by (c), <p can fix no non-identity subgroup of R. Thus H, R, Q, and <p 
satisfy (1.1), which completes the proof of Theorem 2. 
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Proof of Lemma 6.4. We make repeated use of Lemma 6.3. If (a, x, b)> 
(c, yj d), and (/, z, g) are in F, a direct calculation shows that 

((a, x, b) (c, y} d))( î, z, g) = (a + c + f, X1X2, b + d + g) and 

(a,x,b)ac,y,d)(f,z,g)) = (a + c+f, Y^b + d + g), 

where 

JL i = X|_X, X\ J \Xm , X\ J \Xm , Xi , Xi J [Xm , [Xm , Xi J J 3̂  L3̂  » ^m J> 

X2 = [y[y, xn-*l x^lxj^, x^lxj+t, [xm
&+d, x/]>[z, xm-h-% 

Yi = x[x, xic+/][xm
&, xic+/][xm

&, xi c + / , x ^ ] - 1 ^ , X I ^ I J I J , xV], xm~&], and 

Expanding these expressions, using Lemma 6.3, collecting commutators of 
length 3, and comparing the resulting expressions, we observe that it would 
suffice to show that [y, xm, Xi]~&/ = [xx, xm, y]~bf[y, xu xm]_&/, or 

(6.13) [xm, y, xj[xi, xm, y]\y, xu xm] = 1. 

However, using Lemma 6.3, we obtain 

[xm, y&2, x{\ = [xm, yi, x1][xm,y2, xi] 

and similar statements about the other two triple commutators appearing, so 
it suffices to show (6.13) for y = xu 2 ^ i < m. So let a = [xm, xu x j , 
b = [xi, 

Xjnj X i], and c = [xu #i, xm]. We consider three cases. 
Case 1. If 2 ^ i ^ m — k, c Ç [Z(F), xm] = 1 (here Z(F) is the set of all 

elements of F which commute with every element of F) by Lemma 6.3(a), 
(6.1), and (1.12). Furthermore, using these and expanding, we also see that 

u+m—k— v+ i 

ab= n ^a(B). 
u+m—k 

where a(n) = ^ e(^yjjn)e(h/f^jj) — e(i,j, m)e(l, m, j) 
j=u+l 

u+m—k 

= Z) e(j,n)e(m - i + l,j - i + 1) 

— e(J — i + 1, n — i + l)e(m,j) 
= 0 

by (1.12) (d). Thus abc = 1 in this case. 
Case 2. If m — k < i ^ k, then a = b = c=lby Lemma 6.3, (6.1), and 

(1.12). 
Case 3. If k < i < m, then a = 1 and be = 1 by arguments similar to those 

in Case 1, with the roles of a and c interchanged, and with (1.12) (d) replaced 
by (1.12) (e) in the last step. 

This completes the proof of (6.13), the lemma, and Theorem 2. 

https://doi.org/10.4153/CJM-1973-001-2 Published online by Cambridge University Press

https://doi.org/10.4153/CJM-1973-001-2


FINITE ^-GROUPS 13 

REFERENCES 

1. J. Currano, Conjugate p-subgroups with maximal intersection, Ph.D. Thesis, University of 
Chicago, 1970. 

2. G. Glauberman, Isomorphic subgroups of finite p-groups. I, Can. J. Math. 23 (1971), 983-1022. 
3. D. Gorenstein, Finite groups (Harper and Row, New York, 1968). 
4. M. Hall, The theory of groups (Macmillan, New York, 1959). 
5. A. G. Kurosh, The theory of groups, second English edition, translated by K. A. Hirsch 

(Chelsea, New York, 1960). 
6. C. C. Sims, Graphs and finite permutation groups, Math. Z. 95 (1967), 76-86. 

Roosevelt University, 
Chicago, Illinois 

https://doi.org/10.4153/CJM-1973-001-2 Published online by Cambridge University Press

https://doi.org/10.4153/CJM-1973-001-2

