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HOLOMORPHIC AUTOMORPHISMS AND

CANCELLATION THEOREMS

TOSHIO URATA

§ 1. Statement of the result

In this note, complex analytic spaces are always assumed to be re-

duced and connected.

Let X be a complex analytic space of positive dimension and A a

complex analytic subvariety of X. We call A a direct factor of X if there

exist a complex analytic space B and a biholomorphic mapping f: A X B

—> X such that, for some b e B, f(a, b) = a on A, and a complex analytic

space X to be primary if X has no direct factor, not equal to X itself, of

positive dimension. By a primary decomposition of X, we mean a cartesian

product Xλ X X2 X X Xn of primary complex analytic spaces Xl9 X2, ,

Xw of positive dimension, such that Xx X X2 X X Xn is biholomorphic

to X We shall give examples of primary decomposition in § 7.

Now, consider the following condition (C) for an arbitrary complex

analytic space X:

Given arbitrarily a complex analytic space Y and a holomorphic

(C) mapping φ: Y X X—> X, if φ(y0, •)• X—> X is a biholomorphic

mapping for some yoe Y then

Φ(y, ') = Φ(yo, ) on X for every y e Y.

We denote by C the collection of all complex analytic spaces which satisfy

the condition (C).

Throughout this note we are concerned with two classes of complex

analytic spaces, (1) hyperbolic complex analytic spaces in the sense of

Kobayashi [4] and (2) compact complex analytic spaces of general type

(see the following, extracted from Ueno [10]).

Let M be a compact complex analytic manifold with the canonical

line bundle K(M). The Kodaira dimension κ(M) of M is equal to an in-
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teger κ(0 < K < dimc M) provided that

/ w ^ M ) ) < o o ,

or — oo otherwise. Note that the Kodaira dimension is a bimeromorphic

invariant of compact complex analytic manifolds. For a compact irreduc-

ible complex analytic space X, the Kodaira dimension tc(X) of X is defined

as the Kodaira dimension of any desingularization of X. A compact com-

plex analytic space X is called of general type (or of hyperbolic type in

the terminology of [10]), if X is irreducible and κ(X)' = d im c X

We shall show the following in § 2.

PROPOSITION 1 (cf. Royden [9]). Every hyperbolic complex analytic space

is contained in C.

PROPOSITION 2. Every compact complex analytic space of general type

is contained in C.

PROPOSITION 3. Let X and Y be complex analytic spaces. Then the

product X X Y is contained in C if and only if X, Y are contained in C.

And, we shall prove in § 4

THEOREM 1. Take an arbitrary complex analytic space X of positive

dimension, which is a member of C Then X possesses a unique primary

decomposition Xx X X Xn. Here, the uniqueness means that if YλX

X Ym is another primary decomposition of X then (1) m = n and (2) for

any biholomorphic mapping f of XXX X Xn to Yx X X Yn there are

biholomorphic mappings ft: Xt -• Yt (i = 1, -, n) such that f = fxχ . . x

fn on Xx X X Xn after a suitable reordering of Yu , Yn.

COROLLARY 1. Let X, Y and V be complex analytic spaces of the col-

lection C. If V X X is biholomorphic to V X Y, then X is biholomorphic

to Y.

For an arbitrary complex analytic space X, let Aut(Z) denote the

group of all biholomorphic mappings of X to X itself.

Let X be a complex analytic space of the collection C and assume

that

X = I l X l " x I ' x X* x ' ' ' x X* x * * * x χ p x ••• x ^ ~-

nx terms 712 terms np terms
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(τii + n2 + + np — ή) for primary complex analytic spaces Xl9 X2, , Xp

which are not biholomorphic to each other. Consider the subgroup G of

Aut (X) which is induced naturally by permutations, namely, a e G if and

only if

σ(xu x2, , xn) = (xσi9 xσ2, , xan) on X

for some permutation (σu σ2, , σn) of (1, 2, , ή) such that

Ri+...+ni-i + l> * > ^m + .-.+nJ = fa + ' ' ' + ^-1 + 1, ' , Tlj + + ttj

( 1 < i < p ) .

Obviously G is group-isomorphic to a direct product of some symmetric

groups. Immediately from Theorem 1, we obtain

COROLLARY 2. For each / e A u t ( X ) , there exist uniquely fni+...+ni_1+1,

• , /ni+...+n< e Aut (Xi) (i = 1, ,p) and σeG such that

f=σo(fι x . . . χfn) on X.

This means that Aut (X) is a semidirect product of G and a normal sub-

group

A u t ( J Q X • X AutCXi) X Aut(X2) x • • • X Aut(X2)
wi terms nz terms

X .. x Aut (Xp) x • x Aut (Xp)
np terms

of Aut (X).

Note that the above Corollary 2 implies Satz 3.4 of Peters [8], which

is a generalization of a theorem of H. Cartan. We shall prove the fol-

lowing cancellation theorems in § 5 and § 6.

THEOREM 2. Let X, Y and V be complex analytic spaces such that

V X X is biholomorphic to V X Y. If V is hyperbolic, then X is biholo-

morphic to Y.

THEOREM 3. Let V be a compact complex analytic space of general type.

Suppose that X and Y are compact irreducible complex analytic spaces such

that V X X is biholomorphic to V X Y. Then X is biholomorphic to Y.

The author would like to express his sincere thanks to Professor H.

Fujimoto for his valuable suggestions.
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§ 2. Proofs of Propositions

Proof of Proposition 1. Let X be a hyperbolic complex analytic space.

Take arbitrarily a complex analytic space Y and a holomorphic mapping

φ:Y X X-+X such that φ(y0, ) e Aut(X) for some yoe Y. We have to

prove that φ(y, ) = φ(y09 ) on X for every y e Y. Since Y is connected,

every two points of Y can be connected by a chain of holomorphic map-

pings of the unit open disc D (in the complex line C) into Y (cf. Kobayashi

[4], p. 97). Hence it suffices to prove the above for the case Y = D. Sup-

pose that Y = D. Without loss of generality, we may assume that φ(z0, )

= identity on X for some z0 e D. Let S be the set of all singular points

of X and take an arbitrary point x0 of X— S. Define the holomorphic map-

pings φn (n = 1, 2, •) of D into X as follows:

Φi(z) = 0(z> *o) and 0n+1(s) = φ(z, φn(z)) on D (n = 1, 2, •).

Obviously, ^n(-ε0) = #o for n = 1, 2, . Now, fix holomorphic local coor-

dinates at x0 in X. Since X is hyperbolic, the family {φn}n>0 is equicon-

tinuous on D. This implies that, for every positive integer ί, there exists

a positive constant A£ such that

dz< N

On the other hand, since φ(zQ, x) = x on X, the mapping φ has a power

series expansion of the form

φ(z, x) = x + a(x)(z — zoy + O((z — zoγ
+ι)

near the point (z0, x0) in D X X. Then φn has the expansion

φn(z) = xo+ naixQ)(z - zo)
e + O((z - zoy

+ί)

near zQ in D (n = 1, 2, ). Thus we see that

£ln\\a(xo)\\ =
d'φn

dze

Hence a(#0) = 0. This means that 0(z, x) = ac locally at (z0, #0) in D x X

Since .D is connected and S is nowhere dense in X, we see that φ(z, x) =

x on D X X. This completes the proof.

Proof of Proposition 2. Let X be a compact complex analytic space

of general type. Take arbitrarily a complex analytic space Y and a holo-
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morphic mapping φ: Y X X-> X such that φ(y0, )e Aut (X) for some y0 e Y.

We have to prove that φ{y, ) = φ(y0, ) on X for every y e Y. Let

Hoi (X, X) be the set of all holomorphic mappings of X into X and con-

sider the mapping

φ: Y-»Hol(X,X)

defined by the formula φ(y) = φ(y9 ) e Hoi (X, X) for each y e Y. Obviously,

φ is a continuous mapping into the space Hoi (X, X) equipped with the

compact-open topology. It is well known that Aut (X) is open in Hoi (X, X).

On the other hand, by Corollary 14.3 of Ueno [10], Aut(X) is finite.

Hence each member of Aut (X) is isolated in Hoi (X, X). This implies that

φ is constant, i.e., φ(y, •) = φ(y0, •) on X for every yeY. This completes

the proof.

Proof of Proposition 3. Suppose that X and Y are contained in C.

Take arbitrarily a complex analytic space S and a holomorphic mapping

φ:S X XX Y-+XX Y such that φ(s0, >, )e Aut (X x Y) for some s0 e S.

Then we have the holomorphic mapping

ψ = Φ(s0, , -y'oφisx xx y - > i x y .

Write ψ = (a, β): S X X X Y-» X x Y, where a and β are mappings from

S X X X Y into X and Y respectively. Since ψ>(s0, , ) = identity on X X Y,

<Φo> *, y) = identity on X for any y e Y and

β(s0, #, •) = identity on Y for any x e X.

This implies that α<s, *,;>>) = α(s09 x, y) and β(s, x, y) = β(s0, x, y) for any

(s> x,y)eS X X X Y, because X and Y are contained in C. Thus we see

that ψ(s, x,;y) = ψ(s0, x, y) = (x, y) and hence φ(s, x, y) = 0(so,
 x> V) f o r a n y

( s , x j ) e S x X X Y. This means that X X Y is also contained in C.

Conversely, suppose that X X Y is contained in C. Take arbitrarily

a complex analytic space S and a holomorphic mapping φ: S X X-> X such

that 0(so, ) e Aut (X) for some s0 e S. Let us define the holomorphic map-

ping ψ:S X Xx Y-> X X Y by the formula

Ψfo x,y) = (Φ(s, x),y) for any (s,x,y)eSχXx Y.

Obviously, ψ(s0, , •) 6 Aut(Xχ Y). By the assumption, ψ(s, x,;y) = ψ(s0, x, y)

for any (s, x, y) e S X X X Y. Hence φ(s, x) = 0(so, x) for any (s, x ) e S χ

X This means that X is contained in C. Similarly we see that Y is

contained in C This completes the proof.
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§ 3. Lemmas

In this section we fix the situation as follows:

Let X, Y, V and W be complex analytic spaces. Let h = (φ9 ψ): X X

V—> Yx W be a biholomorphic mapping and write h'1 = (a9β): Yx W-+

X x V. Take an arbitrary point x0 of X and put Y' = φ(x09 V): = {φ(x09 v);

veV} (a Y) and W = ψ(x0, V) ( c W).

LEMMA 1. Suppose that X is contained in C. Then we have the fol-

lowing:

(1) Yf (resp. W) is a complex analytic subvarίety of Y (resp. W) and

h(x0, V)=Y'X W in YxW; hence h(x0, •): V-* F x W is biholomorphic.

(2) φ(x0, β(y, w)) = y for any (y, w) e Yf X W.

(3) ψ(x09 β(y, w)) = w for any (y, w)eT x W.

(4) // Y (resp, W) is contained in C, then W (resp. Y') is a direct factor

of W (resp. Y).

Proof. (1) Obviously,

h(x0, V) = {(φ(x09 ϋ), ψ ( * b , υ)); v e V } d Y ' x W .

Consider the holomorphic mapping π:(V X V)X X-+X defined as π((v, w),

x) = a(φ(x9 v), ψ(x, w)) for each ((v, w), x) e (V X V) X X. Evidently, π((v,

v), ):X-^X is the identity mapping on X for any veV. Since X is

contained in C, we see that a(φ(x9 v)9 ψ(x9 w)) = x for all x e X and v, w e V.

This means that hr\Y' X W) c {x0} X V in X X V. Hence h(xθ9 V) = Y'

X W. Since h:XxV->YχWis biholomorphic, F X W is a complex

analytic subvariety of Y X W and then F (resp. WO is a complex analytic

subvariety of Y(resp. W). Clearly, h(x09 >): V-> F X Ŵ  is biholomorphic.

(2) Take any (y, w)eY' X W. Then a(y9 w) == x0 and so

0, β(y, w)) = ^(α(y, α;

(3) Similarly, for any (y, w;) e F X W7,

O, β(y, w)) = w .

(4) Suppose that Y is contained in C Consider the complex analytic

space Xf — XX Yf and the biholomorphic mapping γ of X X V to Xr X

W defined by the formula

γ(x9 v) = ((x9 φ(v)\ ψ(v)) eX' XW for each '(*, v)eXx V9
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where φ = φ(x0, .): V-> Y' and ψ = ψfo, .): V^ W. Then A' = JΌA" 1: Y

X ^ X ' x F i s biholomorphic. Write A' = (^, ψ O ^ X ^ Ϊ ' X ^ '

Then ψ'(y, W) == ψ(/3(y, W)) = W for any y e Y' by (3) above. By (1) ap-

plied to A': Y X W-> X' X W, h'(y, -): W-+ W" X W (C X7 X WO is bi-

holomorphic for an arbitrarily fixed point y of Y', where W = ^;(y, W).

Furthermore

A'(y, ιι;) = ((x0, y), w) for all H e W ,

because

φ'{y, w) = (a(y, w), φ(x09 β(y, w))) = (x0, y)

and

ψ/(y, iι;) = ψ(χ0, β(y, w)) = w for all w e W

by (2), (3) above. This means that W is a direct factor of W. If W is

contained in C, then we see that Ύf is a direct factor of Y by applying

the above argument to the biholomorphic mapping (ψ, φ): X X V-> VF X Y.

This completes the proof.

LEMMA 2. Suppose that X, Y, V and W are contained in C and that

ψ(x0, •): V-> W is biholomorphic. Then (1) ψ(x, •) = ψ(xQ, •) on V for all

xeX and (2) φ(-, v) = φ(-, w) on X for all v,weV and, moreover, φ(-, v):

X-> Y(ve V) is biholomorphic.

Proof Consider the holomorphic mapping ψ(x0, )" l oΨ X X V-+V.

Then we see easily that ψ(x, ) — ψ(x0, •) on V for all x e X, because V

is contained in C. Hence

h(x, v) = (φ(x, υ), ψ(xQ, v)) for all (x,v)eX X V.

This implies that h(-,v):X-+Yχ {ψ(x0, v)} ( c Y X W) is biholomorphic

for every ve V, i.e., 0( , ϋ): X—> Yis biholomorphic for every v e V. Since

X and Y are contained in C, we see easily that φ(-, v) = φ(-, w) on Xfor

all ι>, w e V.

LEMMA 3. Suppose that X and Y are contained in C and that V and

W are primary. If ψ(x0, -): V-+ W is non-constant, then ψ(x0, •)• V-+ Wis

biholomorphic.

Proof. By Lemma 1, h(x0, •)• V—• Yr X W is biholomorphic, where

Y' = φ(χ0, V) (C Y) and W = ψ(«b, V) ( c W). Note that dimc W > 0,
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because ψ(x0, •): V—> W is non-constant. Since V is primary and dimc W

> 0, necessarily dimc Y* = 0. This means that φ(x0, •)• V-* Y is constant

and ψ(x0, ) : V-> W is biholomorphic. Now, by Lemma 1, W is a direct

factor of W. Since W is primary, we conclude that W = W. Hence

ψ(x0, -): V-> W is biholomorphic.

§ 4. Proofs of Theorem 1 and Corollary 1

Proof of Theorem 1. Let X be a complex analytic space of the col-

lection C and let Xx X X Xn be a primary decomposition of X Take

another primary decomposition Yx X X Ym of X. Since Xj X X Xw

and Yi X X Ym are biholomorphic to X, they are contained in C.

Hence, by Proposition 3, X1? , Xn, Yί9 , Ym, X, x X Xt (ί = 2, • , ή)

and Yj X X Yj (j = 2, , m) are also contained in C. Take an arbi-

trary biholomorphic mapping

/ = (/i, • • - , / . ) : - Ϊ I X ••• X X ^ F . X <•• X y w .

Then, after a suitable reordering of Yi, , Ym, we may assume that

fm(xi> , * n _ ! , - ) : -X« -* m̂ is non-constant on Xn for some (Λ;1? , xn^) of

Xx X X Xn_lm By Lemma 3, we see that fm(xu , xn_u •): Xn ~+ Ym is

biholomorphic. Furthermore, by Lemma 2, fm(xl9 - -,xn-u -):Xn-+ Ym is

independent of (xu , xw_i) in X! X X Xn_ί and

( / i ( , ^ n ) , •• , / Λ - i ( , Λ : « ) ) : - X i X ••• X X , - i - > Y i X ••• X y w . ,

is a biholomorphic mapping which is independent of xn in Xn. By these

argument, Theorem 1 is easily proved by induction on n.

Proof of Corollary 1. Suppose that V X X is biholomorphic t o F x Y

for complex analytic spaces X, Y and V contained in C. Let XίX - - X

Xe> Yi X X Ym and Vt X X Vn be the primary decompositions of X,

Y and Vy respectively. Obviously, Vx X X F n X Xx X X Xe and V;

X X Vn X Y1 x x Ym are primary decompositions of V X X Note

that V X X is contained in C by Proposition 3. Hence, by Theorem 1,

£ = m and {Xl5 , Xe} is equal to {Yu , Ŷ } as sets of biholomorphic

classes of complex analytic spaces. Then Xt X X Xe is biholomorphic

to YΊ X X Y,, i.e., X is biholomorphic to Y.
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§ 5. Proof of Theorem 2

Let V be a hyperbolic complex analytic space and let X, Y be complex

analytic spaces such that F x l i s biholomorphic to V X Y. Decompose

X and Y by complex analytic spaces V, V", A and B so that the follow-

ing hold:

(1) X is biholomorphic to V X A and Y is biholomorphic to V" X B.

(2) V and V" are hyperbolic.

(3) A and B have no direct factor of positive dimension which is

hyperbolic.

Consider the hyperbolic complex analytic spaces C = V X V and D = V

X V". Then we have a biholomorphic mapping h = (φ, ψ): C X A -» D X

B. Take any point x of C. By Lemma 1, we have the following:

(4) Π = φ(x, A) and Bf — ψ(x, A) are complex analytic subvarieties of £)

and B, respectively.

(5) h(x, •): A -» ZK x Bf is biholomorphic.

Since the subvariety .D' of the hyperbolic complex analytic space D is

hyperbolic, A has a direct factor which is hyperbolic. Hence it is neces-

sary that dimc Π = 0. This means that φ(x, ): A -* D is constant for any

x e C . Now, write h~ι = (<*, β) on D X S by holomorphic mappings α: D

χB->C and /3:Z)χJ5->A. Then, by the similar argument above,

a(z, ): J5 -> C is constant for any 2 € Zλ Thus we have, for arbitrarily

fixed points yoe A and wQ e B, a(φ(x, y0), w0) = x on C and φ(a(z, w0), y0) = z

on D. This means that C is biholomorphic to D. Hence V is biholo-

morphic to V" by Corollary 1. Take any xoe C and put {zj = 0(JCO> A) c

-D. Then /5(zI? ψ(a:0, y)) = :y on A and ψ(x0? βfe, α;)) = w on B, because x0

= a(φ(x0,y0), w0) = a(zl9 w0) = a(zu w) for any we B. This means that A

is biholomorphic to B. Hence V X A is biholomorphic to V" X B, i.e.,

X is biholomorphic to Y.

§ 6. Proof of Theorem 3

Decompose X and Y by compact irreducible complex analytic spaces

V, V",Xi and Yι so that the following hold:

(1) X is biholomorphic to V X Xx and Y is biholomorphic to V" X Ylβ

(2) V7 and V" are of general type.

(3) Xt and Yi have no direct factor of positive dimension which is of

general type.

Put Vx = V X V and V2 = V X V". Then V, and V2 are of general type
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(cf. Ueno [10], p. 69). Since V x l i s biholomorphic to F x F , we have

a biholomorphic mapping h = (φ, ψj ^ x l ^ ^ x Yt. Put Vv = φ(v, XJ

(C V2) and Yυ = ψ(υ9 X1) ( c Yi) for each i e Vi. By Lemma 1, h(v, -):Xt

-> VυX Yv is biholomorphic for every ue Vi. Write A"1 = (a, β): V2 X Y2

-> Vί X X1# Now, take any yoe Yj and put S = a(V2)y0). Then S is a

compact irreducible complex analytic subvariety of Vx. Consider the holo-

morphic surjection a = a(-, y0): V2 -> S. Then we have the following asser-

tion:

a'\υ) = Vυ for a n y y e S .

Proof of the above assertion. Take any ι/ ea"\ϋ)9 where veS. Then

<x(rf> yd) = v and hence (υ\ y0) e h(υ, X:) = V B X Yυ. Hence ϋ e ye. Con-

versely assume that ι/ e Vυ for some y e S . Since v = a(v", y0) for some

v" e F2, ;y0 = ψ(v, β(i/', y0)) e Yυ. Hence (ι/, y0) € V, X Yυ = h(v, X,). Then

(̂̂ >3Ό) = ι>> i β , i / sα" 1 ^) . This completes the proof of the assertion.

Now, put n = Min {dimmerJ(ι;); ve S}. Since a~\v) = Vυ = ^(u, XJ is

irreducible for every ve S, we see easily that U = {ve S; dimc VΌ = n} is

open dense in S (cf. Proposition 7 of Holmann [2]). Furthermore, dimc V2

= n + dimc S by the maximal rank theorem (cf. Narasimhan [12], Chapter

VII). On the other hand, by Theorem 6.12 of Ueno [10], there exists an

open dense set U' of S such that

κ(V2) < tc(ά-Λ(v)) + dimc S = κ(Vv) + dimc S

for any v e U'. Note that U Π f/7 is also open dense in S. Since V2 is

of general type, i.e., κ(V2) = dimc V2, we obtain

Λ = dimc Vβ

2

for any i; e U Π Ϊ77 because of the general fact that κ(Vv) < dimc Vv (v e VΊ).

Hence Vw is of general type for any v e U Π Ϊ77. Since Xx is biholomorphic

to Vυ X Yv (ve Vi) and it has no direct factor of positive dimension which

is of general type, we obtain n = 0 necessarily. This means that φ(v, -):

Xt —> V2 is constant for every ve U. In fact 0(y, ): X1 -> V2 is constant

for every ve S, because U is dense in S. Furthermore, dimc V2 = dim c S

< dimc Vt. By applying the above argument to A"1: V2 X Yj -> VΊ X Xi,

we have dimc Vί < dimc V2. Hence dimc Vi = dimc V2 = dimc S. By the

irreducibility of Vi, we see that S = Vλ. Consequently φ(v, >): Xx —• V2 is

constant for every v e Vx. Hence the biholomorphic mapping h has a

representation
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h(v, x) = (ft(i ), ψ(υ, x))

for each (v, x) e Vt X Xl9 where φx\ Vx-+ V2. Similarly, h~ι has a represen-

tation

h~\w, z) = (a^iv), β(w, z))

for each (w, z)e V2 X Yl9 where at: V2-^ Vt. We see easily that V1 is

biholomorphic to V% and Xx is biholomorphic to Ylβ Then, by Corollary

1, V is biholomorphic to V". Hence V7 X Xx is biholomorphic to V" x

Y19 i.e., X is biholomorphic to Y.

§ 7. Example

In this section complex analytic manifolds are always paracompact

and connected. Let M be a complex analytic manifold of complex dimen-

sion n. Consider the complex vector space H of all holomorphic rc-forms

f on M such that

JM

Then H is a Hubert space with the inner product

</,*) = <V=ΐ)" f M ? ίoτf,geH.
J M

Further we know that H is a separable Hubert space. Hence we have

the Bergman kernel form KM defined on M X M (cf. Kobayashi [6],

Lichnerowicz [11]). Suppose that

(A.I) Given any point z of M, there exists an fe H such that f(z) Φ 0.

Then, associated with the Bergman kernel form K'M on M X M, we have

the positive semidefinite quadratic form ds\ on M which is invariant under

the holomorphic automorphism group Aut (M) of M (see [6]). The complex

analytic manifold M is called a Kobayashi manifold if the form ds2

M is

positive definite on M; then ds\ is called the Bergman metric on M. It

has been proved in [6] that, for any complex analytic manifolds M, N of

complex dimension m, n respectively,

KMXN = (-ΐ)mnKM Λ KN on (M X N) X (M x N) .

Take any complex analytic manifolds M and N such that M X N satisfies

the condition (A.I) above. Using the Fubini's theorem we see that M and

N satisfy the condition (A.I). Then we have
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ds\xN = ds2

M + ds\ on M X N.

Hence M and N are Kobayashi manifolds, if M X iVis a Kobayashi mani-

fold. In fact, the converse is also true (cf. [6]). We obtained that if M

is a Kobayashi manifold with a primary decomposition Mx X X Mm then

(M, ώW = {Ml9 ds\^ x . . . X (Mm, ds\m).

By the uniqueness of the (Kahler) de Rham decomposition of Kahler

manifolds (cf. Kobayashi and Nomizu [7]), we can conclude that, for any

simply connected complete Kobayashi manifold (M, ds2

M), primary decom-

positions of M are given by the (Kahler) de Rham decompositions of th.€

Kahler manifold (M, ds2
M).

EXAMPLE 1. Let D be a homogeneous bounded domain of Cm (the

cartesian product of the complex line C). Then the Bergman metric oί

D is complete, and D is simply connected (cf. [3]). Kaneyuki [3] proved

that the (Kahler) de Rham decomposition of D is given uniquely by the

product of irreducible homogeneous bounded domains Dl9 , Dn up to

isometries. Since D is hyperbolic (cf. Kobayashi [4]), by Theorem 1 we

see that Dx X X Dn is the unique primary decomposition of D. Fur-

thermore, if each Dt is not biholomorphic to Dj (i ±? j = 1, , n), then

Aut (D) = Aut (A) X X Aut (Dn) by Corollary 2.
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