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Simple proofs of Steck’s determinantal

expressions for probabilities in the
Kolmogorov and Smirnov tests

E.J.G. Pitman

This paper gives simple proofs of two theorems of Steck

concerning the distribution of sample distribution functions.

Theorems I and II below were stated and proved by Steck in two notable

papers [2], [3]. As Steck showed, Theorem I engbles us to determine:

(i) the probability that the empirical distribution function lies

between two other distribution functions;

(ii) very general confidence regions for an unknown distribution

function;

(iii) the power of a test based on the empirical distribution

function.

From Theorem II we can obtain the null distribution of the two-sample
Smirnov statistics for arbitrary sample sizes. Steck's proofs were
indirect, and somewhat complicated. Mohanty [1] gave a shorter proof of

Theorem II. Here I give simple, direct proofs of both theorems.
LEMMA. Let

Aps Ayy ons A

m-1 2

B.,B.,, ..., B

1> 2 m

denote events such that for any integer k , the sets
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{Ar,Bs;r'<k,ssk}, {Ar’B s r >k, s >k}

8

are independent, then

P(BB, ... BAA, ... A .)=A = det(dij) s l=i,j=m,
where
di,j:O if £>4+1,
=1 ’l:f 1 = +1,
= P(B,) if =4,
= x4 # * 3 3 :
P(B;B;,) -+ BAML, ... Aj_l] if <43,
and A3 is8 the complement of A, -
Note that the conditions on the events make Bl’ Bz, e Bm

independent. The events Al’ A2, +.. are l-dependent. Put

A, =44y ... A , B, =BB,...B .

The lemma may be proved by use of the principle of inclusion and exclusion.
5] = - * ) A
P(B,A4, - A, ) P(B) -1 PEA:) + PZS P(B A24%)
- Y™ 1p(5 4444 *
veo + (-1) P(BmAlA2 Am_l] s
which can be shown directly to be the expansion of Am . A proof by

induction is shorter, and easier to print.

Assume the lemma true for m=n .
An = P(EnAn—l)

Consider An+ . The elements of its last row are all zero except

1

d =1,

n+l 7 e = F [Bn+1)

Therefore

A'

A =P(Bn+l]An— .

n+l

where Ar'l differs from An only in having Bn in the last column of An
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replaced by B B  _A* | which satisfies the same conditions relative to the

nn+tln
other events appearing in A;l as does Bn . Therefore
A' - P(Bn n+lA;;An 1) B P(Bnﬂ n-lAn) ;
( rz+l)A = P(Bnﬂ) ( n ) = P[Bn+1An- )
Thus
bpey = F [En+1An-l) - PB4, 143
=P Bn+1An-lAn) = P(Bn+l n)
and so the lemma is true for m=n+ 1 . It is easy to show that it is

true for m = 2 , and so it is true for all m .

COROLLARY. Taking the case where every P[Bi] = 1, we obtain the

following result for the 1-dependent sequence of events Al, A2, oo,
Plajdy ... 4, ) = det(dij) s
where
dij=0 if 1 >g+1,
=1 if =g or g+1,
= x4 %
P(A’L i+l J—l) of T

THEOREM 1. [Let

<< < < <
OSul_ug.. _um_l,
OS'UISUES..Evmil,

be given constants such that

ui<vi’ 1 =1, 2, cco,m.

If Ul’ U cees Um are the order statistics (in ascending order) from a

sample of m independent wniform random variables with range 0 to 1,

PluysU, sv,1sis=ms= m!det[[ 5 “J)J 1 (4- 1:+1)!J R

where (ar)+ = max(z, 0) , and it is understood that determinant elements
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for which i > j + 1 are all zero.

Proof. Let Y Y Yﬁ be independent random variables, each

1°? D e
with a uwniform distribution from 0 to 1 . The required probability is
equal to
(1) m!P(uiSYiEvi,lSiSm;YlSYQE...5Ym].

<
Denote by Bi the event u; = 'Yi = vi . Denote by Ai the event
% .
Yi = Yi+l , and by Az’, the complement of Ai , that is, the event
Y. > Y. . The events A., B. satisfy the conditions of the lemma.
2 1+1 1 1
Hence
(2) P(uisi’isvi,lszsm,ylsyes .sym)
=P(ByBy ++- BAA, ... A 1) = det (dij) .
d..=P(B.)=v - U,
17 7 7 7
L < g ., o= .B. A A% e A%
It i<, 4 P(B;B,,, BASAL,) AJ_lJ The event
*4 * * :
BiBiﬂ_ BinAi+l Aj—l is
< < 7 < <
ur_Yr_vr,z_r~,7,
>Y. . > ... >7Y
Y1, y1+l J
This is equivalent to
z >Y, . > ...>Y.,=
vq’ Yz Y‘Hl P uJ R
s . - J-i+l,, . .
the probability of which is (vi-ujJ+ /(j~i+1)}! . The theorem then

follows from (1) and (2).

THEOREM II. Let bleQE... Sbm and cliczs... e, be

sequences of integers such that b; < e, . The number of sets of integers

(R,s R,> +--» R ) such that

2’
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is the m-th order determinant det(dij) » where

dij =0 if 1 >4 +1 orif e; - bj =1,
ci—bj+j-i-1
= ( j=i+l ] otherwise.
Proof. Put Y, =R. -1, u.=b.-71+1, v.=c¢.~-1 -1 . The
7 A 7 z 1 7

conditions on the Ri are equivalent to

Y. an int r =Y, 2 v, g =1 =m
Z nteger, uz i i 3 1 N

< < <
Yl = Y2 = ... = Ym .

< * s
As before, denote by Ai the event Yi = Yi+1 , and by Ai its

. > Y. . .= V. - U, .
complement, the event Yt Yz+l Put Nt vz Uy + 1

The required number is equal to

(3) NNy ... NP4, .. 4

m—l)

when the Yi are independent random variables, and Yi has a uniform
distribution over the integers from ui to vi . By the corollary to
the lemma, this is

'
NN, ... deet(dij) ,

12
where
t.o= i L > g
dta 0 if >4 +1,
=1 if =4 or §+1,
= 4% ... A% i L < g
Plagaz, ... 43)) ir i<J;
Er ... A% = ., 2Y,.>Y. > ..>Y.2u,
P(AlAul AJ_l] P(vt Y, > ¥ . Y uJ]

as before. This is zero if v, - uj <j-1, that is if e, - b, =1 .

Otherwise it is equal to

vyl d, .
S ¥ N
(j—i+1 ] Villgm = ¥ =W W
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The numerator is the number of vectors of integers (yi, yi+l’ ey yj]

satisfying v; >y > L. > yj 2 u, , and the denominator is the

J

number of vectors satisfying u, =Y, = L i1 =pr =g

. > .
1 y1,+1

Put MO =1, Mr = N1N2 Nr ;3 then in all cases

' =
djs=dg (/M

The required number (3) is

M, det (déj) = M det (di jMi—l/Mj) = det (dij) .

as may be obtained by taking factors out of rows and out of columns. This

proves the theorem.
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