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Abstract
In this paper, we consider a nonstandard multidimensional risk model, in which the claim sizes { ®Xk , k ≥ 1} form
an independent and identically distributed random vector sequence with dependent components. By assuming that
there exists the regression dependence structure between inter-arrival time and the claim-size vectors, we extend the
regression dependence to a more practical multidimensional risk model. For the univariate marginal distributions of
claim vectors with consistently varying tails, we obtain the precise large deviation formulas for the multidimensional
risk model with the regression size-dependent structure.

1. Introduction

Consider an insurance company, which operates m(m ≥ 2) lines of businesses at the same time and
uses a common claim-number process. The claim sizes { ®Xk = (X1k , . . . , Xmk)T , k ≥ 1} form a sequence
of independent and identically distributed (i.i.d.) non-negative random vectors with dependent compo-
nents. Denoted claim arrival times are gk =

∑k
i=1 \i, k ≥ 1 with g0 = 0, where {\i, i ≥ 1} are the claim

vectors inter-arrival times. Let {\i, i ≥ 1} are identically distributed with a common finite positive mean
1/_ and finite variance. Then, by time t(≥ 0), the number of claims is N (t) = sup{k ≥ 1 : gk ≤ t}. In
this way, the aggregate amount of claims up to time t are given by the compound sum of the form:

®S(t) =
N (t)∑
k=1

®Xk =

©«
∑N (t)

k=1 X1k
...∑N (t)

k=1 Xmk

ª®®®¬ , t ≥ 0. (1)

If {\i; i ≥ 1} and { ®Xk; k ≥ 1} are mutually independent and {\i; i ≥ 1} forms a sequence of i.i.d.
random variable, then we obtain a standard multidimensional renewal risk model.

It is well known that, with the increasing diversification of insurance companies’ business types, the
multidimensional risk model can reflect the influence of different businesses on insurance companies’
solvency more comprehensively. Therefore, the risk theory analysis of multidimensional risk model has
attracted the attention of some researchers; see, for example, see, Chen et al. [5], Loukissas [12], Fu and
Liu [8], Lu [13], Shen et al. [15], Wang and Wang [19] and references therein.

Note that in above literature, the independent assumption between the claim sizes and the inter-
arrival times may be unreasonable in many applications. Think that if the deductible applied to each
loss is increased, then the claim sizes will be reduced and the inter-arrival time will be increased since

© The Author(s), 2023. Published by Cambridge University Press. This is an Open Access article, distributed under the terms of the Creative
Commons Attribution licence (http://creativecommons.org/licenses/by/4.0), which permits unrestricted re-use, distribution and reproduction,
provided the original article is properly cited.

https://www.cambridge.org/core/terms. https://doi.org/10.1017/S0269964823000220
Downloaded from https://www.cambridge.org/core. IP address: 3.144.38.62, on 09 Jul 2024 at 01:38:42, subject to the Cambridge Core terms of use, available at

https://orcid.org/0000-0002-3879-3224
https://orcid.org/0000-0002-0598-3099
mailto:zlchenv@163.com
http://creativecommons.org/licenses/by/4.0
https://www.cambridge.org/core/terms
https://doi.org/10.1017/S0269964823000220
https://www.cambridge.org/core


Probability in the Engineering and Informational Sciences 449

the small losses will be retained by the insured. Therefore, during the last decade, many scholars have
addressed this issue by proposing some nonstandard unidimensional renewal risk models, the reader
is referred to Asimit and Badescu [1], Chen and Yuen [4], Fu and Li [7], Li et al. [10], and references
therein. It should be pointed out that these references study the influence of the dependent structure
between the claim sizes and the inter-arrival time only for the unidimensional case. Considering that
the multidimensional risk model is more genuine in insurance practice, Shen et al. [14] investigated a
class of multidimensional risk models, in which the claim-size vectors and inter-arrival times form a
sequence of i.i.d. random pairs and each pair obeys m-dimensional size-dependence structure. In this
case, the waiting time distribution of the next large claim-size vector depends only on the size of the
latest claim-size vector. However, taking auto insurance as an example, the claim sizes in previous years
is an important factor affecting the purchase of insurance, especially the premium in the next few years.

Then, based on the idea of the semi-Markov type dependence structure put forward by Bi and
Zhang [2], Li et al. [11] proposed the regression dependence structure under one-dimensional conditions
as follows:

P(\n > t |Yk , k ≥ 1) = P(\n > t |Yn−d , . . . , Yn), ∀1 ≤ d < n, (2)

which means that the waiting time of a large claim depends not only on the size of the next claim, but
also on the size of previous claims.

Motivated by Li et al. [11], we became interested in the regression dependence structure in the multi-
dimensional case, which is more practical. For any fixed 1 ≤ d < n, suppose that \n(n ≥ 1) is dependent
on ®Xn−d , . . ., ®Xn−1, ®Xn and independent of ®X1, ®X2, . . ., ®Xn−d−1, ®Xn+1, . . ., i.e., ®Xj is only dependent on
\j, . . . , \j+d . In this case, {\n, n ≥ 1} forms a d-dependent sequence. Then we have

P(\k > t | ®Xj, j ≥ 1) =
P(\k > t | ®X1, . . . , ®Xk), k ≤ d

P(\k > t | ®Xk−d , . . . , ®Xk), k > d,
(3)

which is an extension of the regression dependence structure in the unidimensional risk models.
Due to the regression dependence structure and the multidimensional risk model being more general,

we are interested in the precise large deviations of ®S(t) in an m-dimensional (m ≥ 2) risk model under
the regression dependence structure. This paper points out that as long as there exists the strong law
of large numbers for N(t) with dependent conditions, the precise large deviations for the multidimen-
sional risk model ®S(t) with regression size-dependent structure still hold, which is the main result of
our paper. The intuition behind it is that if the inter-arrival times {\n, n ≥ 1} is a sequence of identically
distributed non-negative random variables with common mean and finite variance, in which {\n, n ≥ 1}
is d-dependent, d ≥ 1, it will be dominated by the consistently varying distributions of the claim sizes.
Our assumption extends the dependent structure of the nonstandard multidimensional risk model pro-
posed by Shen et al. [14], and our proof is essentially based on checking the conditions proposed by
Li et al. [11].

The rest of this paper is organized as follows. In Section 2, we introduce some preliminary knowledge
and give the main result. Finally, in Section 3, we state some lemmas which are very important for
the development of the main result and give proof of the main result by establishing corresponding
asymptotic upper and lower bounds.

2. Preliminaries and main results

For convenience, we introduce the following notations which will be frequently used throughout this
paper. For two positive functions g(x) and h(x), we write g(x) ∼ h(x), if limx→∞ g(x)/h(x) = 1,
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450 Y. Liu, K. Fu and Z. Chen

g(x) . h(x), if lim supx→∞ g(x)/h(x) ≤ 1. For two positive bivariate functions g(·, ·) and h(·, ·), we
say that g(x, t) . h(x, t), as t → ∞, holds uniformly for x ∈ Δt ≠ ∅, if

lim sup
t→∞

sup
x∈Δt

g(x, t)
h(x, t) ≤ 1.

In risk theory, heavy-tailed distributions are often used to model large claim sizes, which play a key
role in insurance, financial mathematics and queuing theory. We recall two types of important classes
of heavy-tailed distributions. Denote the survival distribution of a random variable with a distribution
F by F (x) = 1 − F (x) > 0 for all x ≥ 0. By definition, a distribution F on [0,∞) belongs to the
extended regular variation class, denoted by F ∈ ERV (−U,−V), if there are two constants U and V with
0 < U ≤ V < ∞ such that for all h ≥ 1,

h−V ≤ lim inf
x→∞

F (hx)
F (x)

≤ lim sup
x→∞

F (hx)
F (x)

≤ h−U .

A larger class is the class C of distribution functions with consistent variation (also called interme-
diate regular variation), characterized by the relation:

lim
h↗1

lim sup
x→∞

F (hx)
F (x)

= lim
h↘1

lim inf
x→∞

F (hx)
F (x)

= 1.

It is easily seen that ERV (−U,−V) ⊂ C. More discussions of the heavy-tailed distributions can be
found in Embrechts et al. [6]. If F ∈ C, then the upper Matuszewska index of F denoted by J+F is
finite [17]. From Proposition 2.2 in Bingham et al. [3], we can see that, for any p > J+F , there are two
positive constants C and x0 such that:

F (x)
F (xh)

≤ Chp, for xh ≥ x ≥ x0. (4)

Then one can easily prove that the relation:

x−p = o(F (x)), x → ∞, (5)

holds for all p > J+F [17].
Thereafter, the following notations will be used throughout this paper. Let I := {1, . . . , m}. For a

nonempty subset Iz := {i1, . . . , iz} ⊆ I, ®xIz := (xi, i ∈ Iz)T is a z-dimensional subvector. As for m-
dimensional vectors, we may omit the subscript Im without any confusion. For notational convenience,
we state the following assumptions about the claim sizes { ®Xk , k ≥ 1} and the counting process N(t).

Assumption 2.1. Suppose that { ®Xk = (X1k , . . . , Xmk)T , k ≥ 1} are identically distributed with ®X =

(X1, . . . , Xm)T and finite mean vector E®X = ®̀ = (`1, . . . , `m)T . As for the random vector (X1, . . . , Xm)T ,
suppose that the univariate marginal distribution functions Fi ∈ C(of Xi), i ∈ I, and the joint survival
function F (®x) = P(Xi > xi, i ∈ I) is governed by a survival copula Ĉ(·, . . . , ·) satisfying

Ĉ(ui, i ∈ I) ≤ g(m)
∏
i∈I

ui, (ui, i ∈ I)T ∈ [0, 1]m, (6)

where g(·) ≥ 1 is a finite positive function.

Assumption 2.2. For n ≥ 1, suppose that {\n, n ≥ 1} form a d-dependent sequence, for given d ≥
1. Then there exists a nonnegative random variable \∗ with finite mean such that \n conditional on
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( ®Xn−d > ®x, . . . , ®Xn > ®x), is stochastically bounded by \∗ for all ®x = (x1, . . . , xm)T > ®0 large enough,
i.e., there exists some constant vector ®x0 = (x10, . . . , xm0)T such that:

P(\k > t | ®Xk−d > ®x, . . . , ®Xk > ®x) ≤ P(\∗ > t), (7)

holds for all ®x > ®x0 and t ∈ [0,∞), where the vector inequality of ®x > ®x0 is operated component-wisely.

Remark 2.1. From Assumption 2.1, it is easy to be seen that F (®x) = Ĉ(Fi (xi), i ∈ I) is due to
Sklar’s Theorem. Hence, Assumptions 2.1 implies that the random vector ®X allows the components
X1, . . . , Xm to depend on each other and satisfy the widely upper orthant dependent. This dependence
structure is an important dependence structure introduced by Wang et al. [18], covering some common
negative and positive dependence structures. Shen et al. [16] extend this dependence structure to the
multidimensional risk model to describe the dependence relationship between the components of the
claim-size vectors. For other copulas that satisfy Assumption 2.1, we refer the reader to Section 3 of
Wang et al. [18] and Remark 2 of Shen et al. [16].

Remark 2.2. For the counting process N (t), t ≥ 0, assume {\n, n ≥ 1} forms a d-dependent sequence.
Then

N (t)
t

→ _, a.s. (8)

and

E [N (t)]
t

→ _. (9)

Going along the similar lines of the proofs of Theorem 4 and 6 in Korchevsky and Petrov [9], we can
get (8) and (9) immediately. Accordingly, it is easy to see that

N (t) − _t
t

P−→ 0, t → ∞, (10)

holds for the counting process in our model.

Now we are in the position to state the main result.

Theorem 2.1. Consider the aggregate amount of claims (1), where { ®Xk , k ≥ 1} is a sequence of
i.i.d. random vectors with the univariate marginal distribution functions Fi ∈ C(of Xi), i ∈ I. In
addition to Assumption 2.1 and Assumption 2.2, suppose that Var\∗ < ∞. Then, for any given
®W = (W1, . . . , Wm)T > ®0,

P(®S(t) − ®̀_t > ®x) ∼ (_t)m
m∏

i=1
Fi (xi), t → ∞, (11)

holds uniformly for all ®x ≥ ®Wt, i.e.,

lim
t→∞

sup
®x≥ ®Wt

���P(®S(t) − ®̀_t > ®x)
(_t)m ∏m

i=1 Fi (xi)
− 1

��� = 0. (12)

Remark 2.3. Theorem 2.1 proposes the regression dependence structure in multidimensional risk
model, which partially extends the results in Shen et al. [14] and Li et al. [11]. If \n only depends
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on ®Xn, n ≥ 1, then we can retrieve the corresponding result of Shen et al. [14]. This indicates that both
the regression dependence structure between the claim sizes and the inter-arrival times and the depen-
dence components of ®Xk , k ≥ 1 does not affect the asymptotic behavior of the precise large deviations
of ®S(t).

3. Proofs

In this section, we begin to show the proof of Theorem 2.1. Based on Assumption 2.2 and the definition
of regression dependence structure in the multidimensional case, we first construct a generalized multi-
delayed renewal counting process. For given d ≥ 1, set

g∗n =

\
∗
1 + · · · + \∗n, n ≤ md + 1

\∗1 + · · · + \∗md+1 +
∑n

k=md+2 \k , n > md + 1,

where the nonnegative random variables \∗1 . . . \
∗
md+1 are stochastically bounded by the random variable

\∗, independent of all sources of randomness and identically distributed as \k conditional on ( ®Xk−d >

®x, . . . , ®Xk > ®x), respectively.
Define the counting process

N∗(t) = sup{n : g∗n ≤ t}, t ≥ 0. (13)

The following lemma gives the law of large numbers for {N∗(t), t ≥ 0}.

Lemma 3.1. In addition to Assumption 2.2, assume that Var\∗ ∈ (0,∞). Then, for any 0 < Y < _ and
m ≥ 2,

lim
t→∞

P
(���N∗(t) − _t

t

��� > Y

)
= 0. (14)

Proof. For a real number y, denote its positive integer part by byc. Observe that, for all t large enough,

P( |N
∗(t) − _t

t
| > Y) = P

(
N∗(t) > _t + Yt

)
+ P

(
N∗(t) < _t − Yt

)
≤ P

( b_t+Ytc∑
k=md+2

\k ≤ t
)
+ P

(
(md + 1)\∗ +

b_t−Ytc+1∑
k=md+2

\k > t
)
, (15)

where in the last step we used an independent and nonnegative random variable \∗ to bound \∗k (1 ≤ k ≤
md + 1). According to (10) and the law of large numbers for the partial sums

∑n
k=1 \k , (15) converges

to zero as t → ∞, and then we complete the proof. �

Going along similar lines to proof of Lemma 3 by Shen et al. [14], but with some obvious
modifications, we can prove the following lemma immediately.

Lemma 3.2. Let { ®Xk , k ≥ 1} be a sequence of i.i.d. random vectors with finite mean vector ®̀. Suppose
that Assumptions 2.1 is satisfied, then for any ®W > ®0,

P(®Sn − n ®̀ > ®x) ∼ nm
m∏

i=1
Fi (xi), n → ∞, (16)

holds uniformly for all ®x > ®Wn, where ®Sn = (Si,n, i ∈ I)T := (∑n
k=1 Xik , i ∈ I)T .
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Lemma 3.3. Consider the aggregate amount of claims (1). Suppose that Assumptions 2.1 satisfies J+Fi
<

∞, i ∈ I. Then for every p > max{J+F1
, . . . , J+Fm

}, there exists some constant C> 0 (whose value may
vary from place to place) such that, for any n ≥ md + 1 and t ≥ 0,

P
( n∑

k=1

®Xk > ®x, gn ≤ t
)
≤ C

m∑
k=1

(
g(m)

)k m∏
i=1

Fi (xi)
∑

{I1,...,Ik }∈Jk

nmp+kP(gn−md−1 ≤ t), (17)

holds for all ®x ≥ ®0.

Proof. Let {I1, . . . , Ik} be an arbitrary partition of I, 1 ≤ k ≤ m, that is,

k⋃
i=1
Ii = I, Ii ∩ Ij = ∅, i ≠ j. (18)

Let Jk be the set of all partitions with k subsets of I, 1 ≤ k ≤ m. The summation
∑

{I1,...,Ik }∈Jk is
for all partitions {I1, . . . , Ik}, 1 ≤ k ≤ m over the collection Jk . From the non-negativity of \ and the
independence between \n and ®X1, ®X2, . . . , ®Xn−d−1, ®Xn+1, . . . , we can get

P
( n∑

k=1

®Xk > ®x, gn ≤ t
)

≤ P
( n⋃

ji=1
(Xiji >

xi

n
), gn ≤ t, i ∈ I

)
≤

∑
1≤j1,...,jm≤n

P
(
Xiji >

xi

n
, gn ≤ t, i ∈ I

)
=

n∑
j=1

P
(
Xij >

xi

n
, gn ≤ t, i ∈ I

)
+

m∑
k=2

∑
{I1,...,Ik }∈Jk

∑
1≤js≠jl≤n,s≠l,

s,l=1,...,k

P
( k⋂

h=1
{Xqjh >

xq

n
, q ∈ Ih}, gn ≤ t

)
=: I1(®x, t) +

m∑
k=2

Ik (®x, t). (19)

Inequality (4) implies that, for any fixed p > max{J+Fi
, i ∈ I}, there are some large positive constant

C and some constant vector ®x0 such that the inequality P(Xi > xi/n) ≤ CnpFi (xi), i ∈ I holds for all
®x ≥ n®x0 (c.f. [4]). Then, for I1(x, t), it follows from the above mentioned multidimensional regression
property and Assumption 2.1, an upper bound can be constructed as follows:

I1(®x, t) ≤
n∑

j=1
P
(
Xij >

xi

n
,

∑
1≤z≠j≤n

\z ≤ t, i ∈ I
)

≤ nP(Xi >
xi

n
, i ∈ I)P(gn−d−1 ≤ t)

≤ Cnmp+1g(m)
m∏

i=1
Fi (xi)P(gn−d−1 ≤ t). (20)
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As for Ik (®x, t), 2 ≤ k ≤ m, using (4) and Assumption 2.1 again, we have

Ik (®x, t) ≤
∑

{I1,...,Ik }∈Jk

∑
1≤js≠jl≤n,s≠l,

s,l=1,...,k

P
( k⋂

h=1
{Xqjh >

xq

n
, q ∈ Ih},

∑
1≤z≠j1,...,jk≤n

\z ≤ t
)

≤
∑

{I1,...,Ik }∈Jk

k∏
h=1

(n − h + 1)ĈIh
(
F (

xq

n
), q ∈ Ih

)
P(gn−kd−1 ≤ t)

≤
∑

{I1,...,Ik }∈Jk

k∏
h=1

(n − h + 1)
[
g(m)

∏
q∈Ih

(CnpF (xq))
]
P(gn−kd−1 ≤ t)

≤ C
(
g(m)

)k m∏
i=1

Fi (xi)
∑

{I1,...,Ik }∈Jk

nmp+kP(gn−kd−1 ≤ t), (21)

where the identically distributed of \z and the independence between Xj and \1, . . . , \j−1, \j+d+1, . . . are
used in the first step, and then we complete the proof.

Now, we begin to show the proofs of Theorem 2.1.
In what follows, every limit relation is understood as valid uniformly for all ®x ≥ ®Wt as t → ∞. Note

that Theorem 2.1 follows immediate once we show that

P(®S(t) − ®̀_t > ®x) . (_t)m
m∏

i=1
Fi (xi), (22)

and

P(®S(t) − ®̀_t > ®x) & (_t)m
m∏

i=1
Fi (xi). (23)

We first show the asymptotic upper bound. For small Y ∈ (0, 1), we have

P(®S(t) − ®̀_t > ®x) = P
(®S(t) − ®̀_t > ®x, N (t) ≤ _t + Yt

)
+ P

(®S(t) − ®̀_t > ®x, N (t) > _t + Yt
)

=: K1(®x, t) + K2 (®x, t). (24)

As for K1(®x, t), it follows from Lemma 3.2 and Assumption 2.1 that:

K1(®x, t) ≤ P
(®Sb_t+Ytc − ®̀_t > ®x

)
= P

(®Sb_t+Ytc − ®̀b_t + Ytc > ®x + ®̀_t − ®̀b_t + Ytc
)

∼
(
b_t + Ytc

)m m∏
i=1

Fi (x′i )

.
(
_t + Yt

)m m∏
i=1

Fi
(
(1 − Y`i/Wi)xi

)
, (25)

where x′i = xi + `i_t − `i b_t + Ytc ≥ (1 − Y`i/Wi)xi for xi ≥ Wit, i ∈ I. Then applying the condition
Fi ∈ C, i ∈ I, we have

lim
Y↓0

lim sup
t→∞

sup
®x≥ ®Wt

K1(®x, t)
(_t)m ∏m

i=1 Fi (xi)
≤ 1. (26)
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Next, we estimate K2(®x, t). By (4), for every p > max{J+Fi
, i ∈ I}, it follows from Assumption 2.1,

we have

K2(®x, t) =
∑

n>_t+Yt
P
(®S(t) − ®̀_t > ®x, N (t) = n

)
≤

∑
n>_t+Yt

P
( n∑

k=1

®Xk > ®x, gn ≤ t
)

≤ C
m∑

k=1

(
g(m)

)k m∏
i=1

Fi (xi)
∑

{I1,...,Ik }∈Jk

∑
n>_t+Yt

nmp+kP(gn−md−1 ≤ t), (27)

where Lemmas 3.3 is used in the third step. Then, by Lemma 3.3 of Li et al. [11], we have

K2(®x, t) = o(t)
m∏

i=1
Fi (xi). (28)

This, coupled with (26), gives (22).
In the sequel, we show the asymptotic lower bound. Notice that for any Y ∈ (0, 1) small enough and

a > 1, we get

P(®S(t) − ®̀_t > ®x)

≥
∑

_t−Yt≤n≤_t+Yt
P(®Sn − ®̀_t > ®x, N (t) = n)

≥
∑

_t−Yt≤n≤_t+Yt
P
(
®Sn − ®̀_t > ®x, max

1≤ji≤n
Xiji > axi, N (t) = n, i ∈ I

)
. (29)

By virtue of Bonferroni’s inequality, we can get

P
(
®Sn − ®̀_t > ®x, max

1≤ji≤n
Xiji > axi, N (t) = n, i ∈ I

)
≥

∑
1≤j1,...,jm≤n

P(®Sn − ®̀_t > ®x, Xiji > axi, N (t) = n, i ∈ I)

−
∑

1≤j1,...,jm,p1≤n,j1≠p1

P(X1p1 > ax1, Xiji > axi, N (t) = n, i ∈ I)

· · ·

−
∑

1≤j1,...,jm,pm≤n,jm≠pm

P(Xmpm > axm, Xiji > axi, N (t) = n, i ∈ I)

=: J0(®x, t) − J1(®x, t) − · · · − Jm (®x, t). (30)

Let ®Sn,(j1,· · · ,jk ) = ®Sn −
∑k

i=1
®Xji .

Then we can derive that

J0(®x, t) =
∑

1≤j1,...,jm≤n
P(®Sn − ®̀_t > ®x, Xiji > axi, N (t) = n, i ∈ I)

≥
∑

1≤jl≠js≤n,l≠s
s,l=1,...,m

P
(®Sn,(j1,· · · ,jm ) − ®̀_t > (1 − a)®x, Xiji > axi, N (t) = n, i ∈ I

)
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≥
∑

1≤jl≠js≤n,l≠s
s,l=1,...,m

{P
(®Sn,( j1,· · · ,jm ) − ®̀_t > (1 − a)®x, N (t) = n| ®Xji > a®x, i ∈ I

)
P(Xiji > axi, i ∈ I)}

≥ n(n − 1) · · · (n − m + 1)P
(®Sn,(1,2...,m) − ®̀_t > (1 − a)®x, N∗(t) = n

) m∏
i=1

Fi (axi), (31)

where N∗(t) is a generalized multi-delayed renewal counting process constructed as in (13). By choosing
positive Y small enough such that (1 − Y)_`i − _`i > (1 − a)Wi for i ∈ I, then it follows from the laws
of large numbers for the partial sums ®Sn,(1,...,m) , n ≥ 1,

P
(®Sb_t−Ytc,(1,...,m) − ®̀_t > (1 − a)®x

)
= 1. (32)

Then, the relation (31) yields∑
_t−Yt≤n≤_t+Yt

J0(®x, t) ≥ P
(
®Sb_t−Ytc,(1,...,m) − ®̀_t > (1 − a)®x,

���N∗(t) − _t
t

��� ≤ Y

)
· ( b_t − Ytc) . . . (b_t − Yt − m + 1c)

m∏
i=1

Fi (axi)

≥
(
P
(®Sb_t−Ytc,(1,...,m) − ®̀_t > (1 − a)®x

)
− P

(���N∗(t) − _t
t

��� > Y
) )

· ( b_t − Ytc) . . . (b_t − Yt − m + 1c)
m∏

i=1
Fi (axi). (33)

Hence, by the condition Fi ∈ C for i ∈ I, we have

lim
Y↓0

lim
a↓1

lim inf
t→∞

inf
®x≥ ®Wt

∑
_t−Yt≤n≤_t+Yt J0(®x, t)
(_t)m ∏m

i=1 Fi (xi)
≥ 1, (34)

where the Lemma 3.1 and (32) are used. As for J1(®x, t), by interchanging the order of summations, we
have ∑

_t−Yt≤n≤_t+Yt
J1(®x, t) ≤

∑
j1≠p1,

1≤j1,...,jm,p1≤b_t+Ytc

∑
_t−Yt≤n≤_t+Yt

P(N (t) = n|X1p1 > ax1, Xiji > axi, i ∈ I)

· P(X1p1 > ax1, Xiji > axi, i ∈ I)

≤
∑

j1≠p1,
1≤j1,...,jm,p1≤b_t+Ytc

P(X1p1 > ax1, Xiji > axi, i ∈ I).

By Assumption 2.1, the largest one of P(X1p1 > ax1, Xiji > axi, i ∈ I) in the above display is(
g(m)

) (m+1)
2 F1(ax1)

∏m
i=1 Fi (axi). Hence,∑

_t−Yt≤n≤_t+Yt
J1(®x, t) ≤

(
g(m)

) (m+1)
2 (b_t + Ytc)m+1F1(ax1)

m∏
i=1

Fi (axi).

Then, by virtue of `1 < ∞, we have tF1(ax1) ≤ W−1
1 x1F1(ax1) → 0, which implies that

lim
a↓1

lim sup
t→∞

sup
®x≥ ®Wt

∑
_t−Yt≤n≤_t+Yt J1(®x, t)
(_t)m ∏m

i=1 Fi (axi)
= 0. (35)
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Similarly, we can show

lim
a↓1

lim sup
t→∞

sup
®x≥ ®Wt

∑
_t−Yt≤n≤_t+Yt Js(®x, t)
(_t)m ∏m

i=1 Fi (axi)
= 0, s = 2, . . . , m. (36)

Hence, by combining (34)–(36), (23) follows, as desired, and the proof of Theorem 2.1 is
completed. �
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