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Abstract
Understanding and tracking societal discourse around essential governance challenges of our times is
crucial. One possible heuristic is to conceptualize discourse as a network of actors and policy beliefs.

Here, we present an exemplary and widely applicable automated approach to extract discourse net-
works from large volumes of media data, as a bipartite graph of organizations and beliefs connected by
stance edges. Our approach leverages various natural language processing techniques, alongside qual-
itative content analysis. We combine named entity recognition, named entity linking, supervised text
classification informed by close reading, and a novel stance detection procedure based on large language
models.

We demonstrate our approach in an empirical application tracing urban sustainable transport dis-
course networks in the Swiss urban area of Zürich over 12 years, based on more than one million
paragraphs extracted from slightly less than two million newspaper articles.

We test the internal validity of our approach. Based on evaluations against manually automated data,
we find support for what we call the window validity hypothesis of automated discourse network data
gathering. The internal validity of automated discourse network data gathering increases if inferences are
combined over sliding time windows.

Our results show that when leveraging data redundancy and stance inertia through windowed aggre-
gation, automated methods can recover basic structure and higher-level structurally descriptive metrics of
discourse networks well. Our results also demonstrate the necessity of creating high-quality test sets and
close reading and that efforts invested in automation should be carefully considered.

Keywords: discourse; networks; automated text analysis; urban; sustainability; natural language processing; large language
models

1. Introduction
Societies across the world face many challenges at the dawn of the Anthropocene (Lewis and
Maslin, 2015; Steffen et al., 2015). Examples include finding ways for broad societal transfor-
mations toward sustainability, dealing with the consequences of digitalization or guiding rapid
urbanization. Finding answers to these challenges requires governance (Lubell and Morrison,
2021). Governance happens in networks of organizational actors from all societal sectors,
including civil society, the private sector, government, and scientific institutions (Rhodes, 1996).

Topics related to governance challenges are often discursively contested. Actors in governance
networks constantly need to make choices on how to position themselves in relation to various
topics in public discourse. They may want to raise the profile of certain topics and downplay
others (agenda-setting). Sometimes actors are forced or sometimes interested in publicly taking
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a stance concerning key policy issues. Doing so, they can be seen to create steadily evolving dis-
course networks. Discourse networks provide an essential backdrop to material policymaking and
governance activity.

From a discourse network perspective, many aspects of discourse can be formally represented
as a graph and analyzed using network analysis tools. In this article, we specifically present an
exemplary and widely applicable automated approach to extract discourse networks from large
volumes of media data.

Why would we go to great lengths to develop tools for understanding and keeping track of
societal discourse? On the one hand, for the social sciences, the descriptive and theoretical under-
standing of how and why societal discourse develops over time is a value in itself. It is a way in
which the social sciences fulfill their function of providing societal self-reflection. On the other
hand, for practice, an understanding of societal discourse is important for actors involved in gov-
ernance and society at large to understand where possibilities for individual as well as collective
action lie.

At the beginning of this article, we already want to stress however that a network perspective is
not necessary to understand societal discourse. There are other, not specifically relational ways to
understand societal discourse. Most people perform these effortlessly, for example, when reading
a newspaper. However, an explicit network perspective on discourse around crucial governance
challenges can be a useful heuristic tool to highlight and track properties of societal discourse at
multiple scales.

The article is structured as follows. First, we outline our theoretical framework.We build on the
discourse network analysis (DNA) (Leifeld, 2020) literature and combine it with further insights
from policy and governance network theory to arrive at a heuristic to understand discourse as a
network with specific, necessary components amenable for automated analysis. We also introduce
the central hypothesis of this article, which we call the window validity hypothesis of automated
discourse network data gathering, and briefly introduce some exemplary, illustrative network
metrics with specific meanings in the context of our graph representation of discourse.

Second, we outline the methods used in an empirical, proof-of-concept application of our
automated approach for the specific case of sustainable transport discourses in the urban area
of Zürich. We analyze more than one million newspaper articles over a period of twelve years.
To do so, we introduce a multi-stage pipeline building on various natural language processing
(NLP) tools, alongside qualitative content analysis, which is broadly applicable to many differ-
ent governance domains. We also introduce the methods used to combine the data created in
our empirical study with manually annotated test data to test the window validity hypothesis of
automated discourse network data gathering.

Third, we present the results of training and applying our pipeline and present the results of
our central hypothesis test. We discuss the limitations of our approach and explore the question
of when efforts to create automated data gathering approaches are actually worth it. In the con-
clusion, we expand on potential use cases and future improvements, which especially include the
need for principled mixed method validation approaches.

2. Theoretical framework: discourse as a network
Our starting point for outlining our specific heuristic to understanding societal discourse as a net-
work owes most to the DNA literature started in Leifeld (2009, 2013). Leifeld (2020), in the most
recent review of the literature, defines DNA as a combination of network analysis and qualita-
tive content analysis. However, we will assume (in line with Leifeld (2020)) that the heuristic for
understanding discourse as developed in the DNA literature is not epistemologically bound to
qualitative content analysis. The interesting feature of understanding discourse from a network
perspective developed in the DNA literature is breaking societal discourse down into constituent
elements, amenable to representation in a graph with a set of fixed components.
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Figure 1. Basic, necessary components of a discourse network as conceptualized in this study.

2.1 Components of a discourse network
When we talk of discourse networks in the following, we require these networks to have three
necessary components: actors, beliefs, and stances (see Figure 1).

First, actors are the agents in any discourse network. Actors can be individual or orga-
nizational actors participating in societal discourse around a specific governance challenge.
Analyzing governance more generally (thus, in terms of material and discursive action) centered
around an understanding of governance as a network of (organizational) actors follows a gov-
ernance definition tracing its lineage back at least to Laumann and Knoke (1987), via Rhodes
(1996), and has become a predominant paradigm in governance network research (Scott and
Ulibarri, 2019).

Second, beliefs are sets of normative statements related to salient aspects of a discourse around
a governance challenge. We follow existing theory on three types of beliefs in policy systems in
the Advocacy Coalition Framework (ACF) (Sabatier, 1988; Weible, et al., 2009), which are so-
called deep core beliefs, policy beliefs, and secondary aspects. The three types of beliefs form a
hierarchical belief system. Deep core beliefs, on the highest level, encompass the fundamental,
general values actors hold and rely on for decision-making. Deep core beliefs are usually quite
broad (e.g., general beliefs about the role the state should play in society) and are relevant for an
actor beyond a specific policy field. Policy core beliefs translate deep core into a specific policy
field and inform actors’ preferences about still relatively general directions policymaking in a field
should take (e.g., for the governance of sustainable transport systems, this could refer to relative
weights given to public versus private means of transport). Secondary aspects are detailed further
translations of policy core beliefs. They are about the specific means through which policy core
beliefs should be achieved (e.g., for the governance of sustainable transport systems, this could
cover the position of an actor toward a specific type of subsidy for electric vehicles). Depending
on the specific research question, time frame studied, and case context, discourse network studies
might focus on different types of beliefs.

Third, stances are expressed, qualified relations of actors to beliefs. For our purposes, we treat
stances as purely relational objects, which cannot exist without a subject expressing them (actors)
and an object they refer to (belief statements). Stances need a stance qualifier, most likely a mem-
ber of a fixed set of possible stance qualifiers Q, such as Q= {support, opposition, neutral}. For
every stance qualifier in Q, a set of edges is added to the graph. Stances can occur at different
aggregations on a temporal scale. What this means is that in capturing discourse in a network
representation, on the one side of the spectrum, stances can represent a more general, broader
orientation toward a belief of an actor expressed over a period of time, and there might be only
a single stance relation related to each belief present in a discourse. Data for such discourse net-
works might, for example, be captured through qualitative interviews at a single point in time. Or,
on the other side of the spectrum, stance relations can capture observed expressions of an actor at
a fine-grained temporal resolution, leading to a dynamic network over time with ni time-stamped
stances for every observed expression of a stance per actor i over an observed time frame. Data
for such a network might, for example, be captured by means of participatory observation or, as
introduced in this article, through document analysis. Reasonably, for every observation window,
an actor can only express one stance out of Q, meaning they cannot, for example, support and
oppose a statement at the same time. Figure 2 gives a minimal empirical example for the basic
structure described.
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Figure 2. Example of a discourse network with two actors (organizations), two qualified stance relations, and one policy
belief around urban sustainable transport governance.

2.2 Formal graph structure
Formally, given the discussion of discourse network components, a discourse network
G= (A, B, S) is an edge-labeled, undirected, bipartite graph, where

• A is a set of actor nodes A= {a1, a2, . . . , ai}
• B is a set of belief nodes B= {b1, b2, . . . , bi}
• S is a set of stance edges, which are each labeled with a stance classifier out of the set
Q= {q1, q2, . . . , qi}

2.3 Automating discourse network data gathering
Traditionally, DNA has often relied on small datasets of high-quality, manual annotations of
textual documents, such as newspaper articles (Leifeld, 2013) or social media posts (Bossner
and Nagel, 2020). Research on developing more automated discourse network data gathering
approaches has been increasingly suggested as a crucial component of the overall research dis-
course network research agenda in both agenda-setting articles (Leifeld, 2020) and empirical
applications (Kammerer and Ingold, 2023).

For the data domain of textual documents, the obvious candidate for an automated approach is
automated text analysis through NLP. Automated text analysis and machine learning approaches
in general have recently become much more available to a much broader set of researchers than
before, especially in the social sciences (Grimmer, et al., 2021) and recent mainstreaming of
advances in NLP technologies such as large language models (LLMs) are likely to continue this
trend.

Automation of discourse network data gathering should always be understood as comple-
mentary to qualitative approaches. There are three reasons for this. First, automation by design
trades some of the quality and in-depth understanding of discourse that can realistically only
be gained from close, qualitative engagement with (especially textual) data (Carlsen and Ralund,
2022) for the possibility of larger temporal and thematic scope. Second, the identification of the
main empirical components of discourse in empirical practice, in our conceptualization, thus the
set of allowed actors, beliefs, and stance qualifiers, needs qualitative understanding and engage-
ment with the data and problem domain. Third, automated approaches need an evaluation against
“ground truth,“ which for the domain of societal discourse can only mean the careful, manual
annotation of test sets or validating results in exchange with actors active in discourse, as we will
argue in this article.

A hybrid, semi-automated approach to discourse network data gathering, combining machine
learning methods and manual annotation is presented in Haunss et al. (2020). The approach pre-
sented in their study is semi-automated in the sense that machine learning is mainly explored
for its usefulness in supporting manual annotation. In such a supporting application, the use

https://doi.org/10.1017/nws.2025.4 Published online by Cambridge University Press

https://doi.org/10.1017/nws.2025.4


Network Science 5

of machine learning resulted in slight increases in annotation speed and quality, although at an
overall level, time gains may be offset to some degree by the time needed to train the machine
learning model. Further, results indicated that the approach was mostly useful to reconstruct the
most engaged core of discourse networks but struggled with more peripheral components of the
network.

Recently, Ceron et al. (2024) also presented the results of an evaluation of automated text
analysis tools for understanding political discourse. They compare automated approaches that
(a) create a discourse network from fine-grained, time-stamped newspaper data with (b) auto-
mated approaches to understand discourse mainly from the ideological classification of party
manifestos. Except for them calling what we call stance claims, their automated discourse network
data gathering approach, which is most relevant in the context of this article, follows a discourse
network conceptualization basically identical to ours (Ceron et al., 2024, 73). Here, their study
innovates significantly in two major challenge areas for automated discourse network data gath-
ering. First, it introduces a well-performing hybrid pipeline for the robust identification of actors
(entity linking or canonization), combining a conditional random fields model with an LLM-
based procedure (Ceron et al., 2024, 80). Second, evaluating against a gold-standard discourse
network dataset based on newspaper articles, (Ceron et al., 2024, 75) show good performance of a
sentence-Bidirectional encoder representations from transformers (BERT)-based stance detection
classifier, which applies transfer learning techniques, using existing annotation on actor stances in
nuclear energy debates to pretrain a model predicting stances on migration debates.

Here, we build on the pioneering works by Haunss et al. (2020) and Ceron et al. (2024) on
three fronts. First, we illustrate and conceptualize automated discourse network data gathering at
a larger scale, both in terms of breadth of empirical data sources and temporally. Second, due to
our focus on a larger scale, we present a slightly more fully automated approach and a full end-
to-end processing pipeline. Third, also due to our focus on a larger scale automation, we present
a slightly differing approach in terms of the analysis pipeline, staggering qualitative and auto-
mated procedures instead of combining them. Altogether, these developments should contribute
to broadening the palette of empirical data gathering suggested for applied DNA research on the
spectrum from fully manual to fully automated.

2.4 The window validity hypothesis of automated discourse network data gathering
Previous work on automating DNA has made an interesting initial finding suggesting that auto-
mated DNA can still provide internally valid data even in the presence of performance issues for
individual automated components. For example, even somewhat flawed classifiers were able to
recover core network components (Haunss et al., 2020).

We suggest to subsume these findings under what we would call the window validity hypothesis
of automated discourse network data gathering.

Window Validity Hypothesis: Given an unbiased automated discourse network data gath-
ering procedure, combining inferences over a time window increases the internal validity
of a discourse network representation.

There are two main theoretical mechanisms leading us to formulate this hypothesis, given the
data gathering process used to construct a discourse network. First, automated approaches may
profit from redundancy in data points, for instance, in media reporting on discourse (Haunss
et al., 2020). For example, redundancy in data on stances means that media data on relatively
salient discourse reports often contains multiple data points about the stance of an actor during
a given time window. Or, if social media posts are processed as raw data to construct a discourse
network, actors are increasingly likely to express a stance multiple times as an observation win-
dow grows. Second, stance inertia in discourse networks means that if networks capture stances,
especially regarding policy or deep core beliefs in ACF parlance, the nature of these beliefs rules
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Figure 3. Stylized, illustrative example of discourse shaper and topic opinion leader positions within discourse network.

out rapid fluctuations (Weible, et al., 2009). Given such inertia, redundancy in data points will
lead an unbiased stance classifier to converge to a valid discourse network representation, even
if it faces performance issues within smaller observation windows. As pointed out by a reviewer
of this article, this procedure to an extent also resembles the partial pooling that is achieved in
Bayesian multi-level models (McElreath, 2016, 408).

2.5 Mapping of structurally descriptive networkmetrics to properties of discourse
We present three exemplary structurally descriptive metrics in the following, which we suggest
to hold specific meanings in our conceptualization of a discourse network. On the actor level,
these are discourse shapers and topic opinion leader metrics (see Figure 3). On the network or
discourse macro-level, we suggest a measure for ideological alignment across topics over time.
These sets of metrics illustrate the possibilities of relational data as conceptualized in this article
for understanding discourse, but first and foremost, we will employ these measures as additional
comparison metrics for testing the window validity hypothesis, checking if automated discourse
network data gathering can recover them.

When we talk of structurally descriptive measures, we follow a helpful conceptualization of
governance network analysis modes developed in Scott and Ulibarri (2019) in the following.
Generally, three modes of governance network analysis can be distinguished, which are implicit,
structurally descriptive, and structurally explicit. Structurally descriptive governance network
analysis focuses on the description and comparisons of networks on different levels from char-
acteristics of network embedding of different actors to network-level metrics. Structurally explicit
methods focus on the analysis of specific ties in networks involving governance actors and their
drivers. DNA as conceptualized in this article allows for both structurally descriptive and struc-
turally explicit analysis. Implicit analysis as the qualitative assessment of the consequences of the
presence of a network is a non-applicable mode as the presence of a network is a precondition for
a discourse analysis to take place.
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2.5.1 Discourse shapers
Actors vary regarding their activity in discourses, both quantitatively and qualitatively. An inter-
esting category of actors in multi-faceted discourses containing a variety of topics are actors
that are shaping overall discourse network structure both within and beyond single topics. Such
discourse shapers are close analogues to bridging actors or brokers in the governance network
literature on more material governance activity (Angst et al., 2018).

We suggest a variant of z- and c-score computations to identify discourse shapers. Z- and
c-scores were originally introduced for ecological networks to measure the degree to which
species provide connections in ecological networks, differentiating between species that con-
nect within communities (high z-scores), between communities (high c-scores), or do both
(so-called hubs) (Olesen et al., 2007). As originally proposed for unipartite networks with commu-
nity assignments for nodes, the measures are essentially standardized within-community versus
between-community degree counts for nodes.

In the case of discourse networks, we suggest to compute z-scores as standardized counts of
opinionated stance edges for every policy belief and c-scores as standardized counts of opinion-
ated stance edges across all policy beliefs. By opinionated stance edges, we mean stance edges
expressing a non-neutral stance of an actor toward a policy belief. Discourse shapers are then
actors scoring both high on z- and c-scores. This captures the intuition of a discourse shaper as
a vocal actor expressing stances across different topics and shaping discourse also within topics
they are engaged in.

2.5.2 Topic opinion leaders
For every policy belief and associated discourse topic, some actors are most vocal in express-
ing opinionated stances. Such topic-specific opinion leaders may be in the minority or majority
regarding a specific policy belief. For discourse networks, we suggest to identify opinion leader
scores by calculating z-scores as standardized counts for every opinionated stance qualifier
regarding a specific policy belief.

2.5.3 Polarization and ideological alignment across topics
The extent, development, and effects of polarization in public discourse, alongside political polar-
ization in general (Levin, et al., 2021), have been a much discussed topic, both on the level of
individual citizens in research on so-called “filter bubbles” (Zuiderveen Borgesius et al., 2016) but
also specific to actors in governance networks (Gronow et al., 2020; Angst and Brandenberger,
2022).

A discourse representation, especially using time-stamped data, allows to leverage some rela-
tional properties of the data to measure polarization and its evolution over time. A relatively
straightforward measure to do so is to track the evolution of bipartite closure for opinionated
stances across topics over time. For example, this can be approached through counting network
motifs (Bodin and Maria, 2012) such as four cycles including two actors with matching edge
sets within a time window. Increasing such closure indicates ideological alignment of actors over
topics, which could in turn be an indication of higher-level polarization.

3. Methods
3.1 Case study: urban sustainable transport discourse in Zürich
We demonstrate a proof of concept of our approach to the automated extraction of discourse
networks from textual data and test our main hypothesis on the window validity of auto-
mated discourse network data gathering in a case study on urban sustainable transport discourse
in Zürich. The UN Agenda 2030 and its associated sustainable development goals (SDGs)
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(United Nations General Assembly, 2023), the latest in a series of more or less successful, high-
level normative documents on how and where to achieve a more sustainable future on this planet,
put an unprecedented emphasis on the role of cities in achieving a sustainable future for all (Patel
et al., 2017). A key aspect of urban sustainability transformations across cities lies in increasing
the sustainability of urban transport systems. At its core, a sustainable transport system combines
a decoupling from resource use with considerations for societal equity (Hull, 2008).

For example, in the SDG urban sustainability target 11.2 (SDG targets are slightly more con-
crete formulations of general sustainable development goals), sustainability in urban transport
systems is understood to demand a transport system that combines accessibility, affordability,
safety, and a low environmental footprint. While these overall goals are less contested in societal
discourse, how to achieve them through concrete policymaking action (thus their implementa-
tion) is a different story. Policy action around transportation, mobility, or traffic issues is hotly
contested in societal discourse across the world (Shrestha, et al., 2024). A recent, somewhat
extreme cases in point are various conspiracy theories surrounding the so-called “15 minute city”
concept (Marquet et al., 2024), but there likely is no city in the world where transport policy is
not continuously debated in the public sphere to some degree. This is unsurprising as action on
transport systems affects the daily life of large proportions of the urban (and suburban) popula-
tion and shapes cities much beyond the transport system, with knock-on effects on, for example,
land valuation, gentrification, or employment opportunities.

The importance of urban transport for achieving sustainable development goals, combined
with its salience in societal discourse, makes discourse surrounding urban sustainable transport
policy a well-suited domain for demonstrating an application of automated discourse network
extraction. In our case study, we focus specifically on the Swiss urban area of Zürich. Zürich is no
exception among cities inasmuch policymaking in the transport system has been hotly debated
for decades. Beyond this, there is not much that specifically qualifies or disqualifies Zürich as a
proof of concept for demonstrating our general approach and testing our main hypothesis in the
context of this article. Zürich happens to be the place we are substantively interested in, where
our funding for this particular project comes from, and where we live. Our approach, metrics, and
central hypothesis test should generalize well enough that we could have applied it to any other
city.

3.2 Data
We analyze a dataset of 1,921,681 media articles written in German from the year 2012 to April
14, 2024, from three major Swiss news publications (Tages-Anzeiger, Neue Zürcher Zeitung, 20
Minuten). We chose publications with an emphasis on covering Zürich, which we understood
as having dedicated sections for local news about Zürich. In their political orientation, based on
Udris (2023), our media sources range from the more right-leaning, economically liberal Neue
Zürcher Zeitung (NZZ) to the moderately left-leaning Tages-Anzeiger (see detailed list of media
sources in appendix). Our data sources include both offline and print articles. Media data was
made available to us via SwissdoxLiRI by the Linguistic Research Infrastructure of the University
of Zurich.

3.3 Processing pipeline
Our pipeline starts by identifying Zürich-related articles. For an article to be judged Zürich-
related, it either needed to appear in a newspaper-specific local Zürich news section or match
one of a list of regular expressions containing place names for Zürich. This initial subsetting led
to a reduction of articles to 139,473 articles.

We analyze media content on the paragraph level for most purposes in our processing pipeline.
In a second step, we thus split the Zürich-related articles into paragraphs, which results in
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1,053,549 paragraphs. To split articles into roughly even-sized paragraphs, paragraph breaks
occurring in the article were used, leading to a median paragraph length of 52 words.

The processing pipeline then employs a number of NLP techniques to process the resulting
Zürich-related paragraphs.

3.3.1 Sustainable urban transport filter
First, in a relevance filter step, we apply supervised machine learning to classify paragraphs to
determine whether they are related or not to the broader discourse on urban sustainable trans-
port (set up as a binary, supervised classification task). To train the machine learning classifier, a
team of four annotators first annotated a total of 4320 paragraphs out of the overall corpus iter-
atively over five batches according to a codebook. The full codebook specification can be seen in
the appendix. Shortly, the key criteria for relevance to urban sustainable transport leans on the
definition of SDG 11.2 “Sustainable Transport” in the UN Agenda 2030 (United Nations General
Assembly, 2015), requiring a direct mention of at least one of safety of transport, environmental
impact of transport, accessibility of transport, or affordability of transport.

An initial “batch 0” was used to get annotators acquainted and finalize an initial codebook draft.
All annotation examples used in training were annotated independently by at least two annotators,
and mismatches in annotations were all reviewed in the larger team during review sessions for
each batch.We then set aside a randomly sampled test set of 20% and trained a binary text classifier
on the remaining data based on a cased German BERT transformer model1 in the Python NLP
framework spacy (Montani et al., 2022). Our classifier achieves an f1-score of 0.84, a precision of
0.88, and a recall of 0.81 on the test set.

3.3.2 Topic classification
The initial sustainable urban transport filter step, described above, identifies paragraphs that
broadly deal with the sustainable transport domain. For an analysis of discourse, this initial fil-
ter is still too broad however, as sustainable urban transport, as defined in our approach, is a very
multidimensional domain. In a second step, we thus identify specific topics in the sustainable
transport policy discourse from a closed set of topics. To do so, we use a rule-based model, mainly
relying on regex matches on keywords or a set of keywords tested for high precision, to classify
a paragraph as containing zero or more specific urban sustainable transport topics. We chose a
rule-based classifier in this step specifically for speed and precision. The model allows for multiple
topics to occur in a paragraph.

To identify the overall set of relevant sustainable transport discourse topics in the first place,
we relied on qualitative content analysis. Initially, a set of seed articles was chosen based on a very
explicit mention of sustainable mobility (“nachhaltige Mobilität”) and closely read to develop a
feel for language and vocabulary within that topic. An initial set of keywords from close reading
was then used to select a set of articles for open coding in the software Atlas.ti. In a first phase, the
articles were read, and all possible keywords were assigned so-called in Vivo codes as quotations
until, after eight articles and 190 quotations, many in Vivo codes were repeated and no outstand-
ing new ones could be generated. Thematically similar in Vivo codes were then summarized into
29 codes. Finally, further clusters were formed with these codes by reviewing the resulting code
list with their quotations and bundling them into seven thematic code groups.

Code groups were named according to their focus—for example, the generated code
“Tempo-30” and “Geschwindigkeit reduzieren” (transl.: speed reduction) formed the code group
“Fahrgeschwindigkeit“ (transl.: driving speed). The names of these generated code groups resulted
in a first set of topics and associated keywords for each topic. In a next step, a team of annotators
checked keyword matches on sustainable transport-related paragraphs in our dataset from this
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Table 1.Sustainable transport topics and associated main policy belief used in the processing pipeline

Topic (German) Topic (English) Main policy belief (German)

1 Motorisierter
Individualverkehr

Motorized private
transport

Der motorisierte Individualverkehr (MIV) in der
Stadt soll reduziert werden.

.. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

2 öffentlicher Verkehr Public transport Die Nutzung und der Stellenwert des
öffentlichen Verkehrs soll gefördert werden.

.. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

3 Flugverkehr Air travel Der Flugverkehr soll reduziert werden.
.. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

4 Parkplatz Parking Das Parkplatzangebot in der Stadt soll
reduziert werden.

.. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

5 Fahrradinfrastruktur Cycling infrastructure Das Fahrrad als Mobilitätsform soll gefördert
werden.

.. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

6 E-Mobilität E-mobility E-Mobilität in Form von E-Autos, E-Bussen,
E-Scootern und E-Bikes soll gefördertwerden.

.. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

7 Fahrgeschwindigkeit Driving speed Zur Minderung von Emissionen soll die
Fahrgeschwindigkeit in der Stadt
reduziertwerden.

initial set on coherence with topics to create a final set of single- and multi-word keyword rules
with improved precision for the rule-based classifier.

Every topic identified was also assigned a single main policy belief, referring to the most salient
point of contention per topic, which was also derived during qualitative content analysis. The full
set of topics and policy beliefs can be found in Table 1.

3.3.3 Identification of organizational actors
In a third step, we use a named entity recognition (NER) classifier, combined with entity linking,
to identify organizational actors occurring in paragraphs. For the NER step, we utilized a gen-
eral German NER classifier provided by spacy, pretrained on German news articles2 to identify
organizations occurring in text. For entity linking, where named entities in text are associated
with unique organizations (for example linking the entities “the Greens“ and “Green Party“ rec-
ognized during NER both to the same organization “Green Party“), we created a large set of regex
rules, based on working through results from raw NER classification runs, as well as integrating
organizations found during close reading of paragraphs, for example, during annotation.

3.3.4 Stance detection
In a fourth step, we use a pre-trainedLLM-based stance detection procedure in a zero-shot
approach to classify stances of detected actors regarding the main policy beliefs for topics detected
in a paragraph. This means that for every combination of actor and topic detected in a paragraph,
we classified the stance of the actor to the main policy belief for the topic, based on the paragraph
text. Thus, every paragraph may be processed multiple times, focusing on different actors and
beliefs, in the case of multiple topics and actors occurring in a paragraph.

The full approach for developing the LLM-based stance classifier, including an evaluation of
alternative prompting methods to the one described here and comparisons of differently sized
and pre-trained LLMs, is described in more detail at https://doi.org/10.5281/zenodo.14795490.
The approach is also implemented for generalized usage on German text (not specific to our
domain) in an open source Python package (stance-llm3). Briefly, to develop a reasonably per-
formant prompting method, we follow Lan et al. (2023), who propose prompting multiple LLMs
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Figure 4. Example of a hierarchical prompt chain structure as employed for automated stance detection. A shortened,
stylized English version of the original German prompts is shown. The example text is fictional.

exchanging text generated from different prompts modeled on roles of collaborating actors in
a fixed order. We combine this with insights gained by Roy et al. (2022), who applied multiple
binary classifiers (CNNs and LSTMs) in a hierarchical structure for stance detection to mitigate
problems of class imbalance in stance detection tasks (in our case especially relevant to the likely
imbalance between small opposition and large irrelevant class sets).

The prompt chain we utilize is illustrated in Figure 4. It starts with a check on whether there is
a stance in an input text by a detected actor at all. If not, the irrelevant class is assigned. If yes, the
LLM is further prompted to generate a summary of the input text of the detected actor’s position
in relation to the policy belief. In the last step of the prompt chain, the LLM is finally prompted to
generate text starting a sentence based on this summary with a constrained set of options mapped
to support, opposition, and irrelevant classes, which are then assigned as the stance prediction,
based on the generated text. Given the nature of LLMs as stochastic text generation models with
training data from a variety of sources, one potential bias in applying an LLM for stance detection
in this task is the inclusion of well-known entities likely to occur in the training data of the LLM.
We guarded against this with entity masking, substituting the string “Organization X” into the
input text passed to the classification instead of the actual entity.

To evaluate the LLM-based stance detection component, a team of three annotators annotated
1256 stances of detected entities regarding a policy belief related to a detected topic occurring in
sustainable transport-related paragraphs in our dataset iteratively over four batches according to a
codebook. The full codebook specification used can be found in the appendix. An initial “batch 0”
was used to get annotators acquainted and finalize an initial codebook draft. All annotation exam-
ples used in training were annotated independently by at least two annotators and mismatches in
annotations were all reviewed in the larger team during review sessions for each batch.

To ensure a degree of reproducibility and due to ethical, copyright, and data protection con-
cerns, we relied on a so-called open source LLM, which was available publicly. The term open
source is debatable for many LLMs labeled such, given the often closed nature of training data.
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But for research purposes, these models are an improvement over relying on external Application
programming interface (API) calls to companies offering so-called AI services, which we would
advise against. Crucially, so-called open source models offer a degree of reproducibility, making it
possible to point to a publicly accessible model used at the time of analysis. This may be especially
important compared to relying on constantly updated closed source models. Among other prob-
lems, these expose research to risks regarding hard-to-detect patterns of degradation in output
quality (Shumailov et al., 2024).

For actual inference and evaluation runs, we self-hosted the LLM on university infrastructure.
For the analysis presented here, we specifically used Kafka 7B,4 a German LLM based on LeoLM,5
which is again based on a so-called open source LLM named Mistral 7B originally released by the
company Mistral AI. The best scoring prompt chain for Kafka7b with entity masking, which we
used in this analysis, achieved a weighted f1-score of 0.60, precision of 0.64 and recall of 0.60,
although performance across the stance classes was uneven, with the model generally performing
well on the support and irrelevance class, and less well on opposition. Still, these scores are an
improvement over the scores reported for claim classification in Haunss et al. (2020), the next
most similar, although by no means identical, example for the task we tested for in the literature.
Given our evaluations, the individual predictions of our pipeline for individual stances should be
treated with caution. However, our evaluations also suggest that the results of our pipeline can be
considered somewhat trustworthy for stances on average.

3.3.5 Final output
The final output of our processing pipeline is a time-stamped, edge-labeled, undirected, bipartite
actor-belief graph as described in the section “Formal Graph Structure“.

Figure 5 gives an overview of the main components of the pipeline.

3.4 Testing the window validity hypothesis
To test the window validity hypothesis, we evaluate if aggregating stances created through our
processing timeline over sliding time windows can recover discourse network structure and its
evolution based on manual annotations.

We construct our reference network for testing based on the intersection of (1) the discourse
network resulting from our automated processing with (2) a discourse network constructed from
fully reviewed 1710 manually annotated stances of organizations (annotated using the same pro-
cedure and codebook as in training the LLM-based stance detection classifier) regarding main
policy beliefs for motorized public transport, air travel, parking, E-mobility, and driving speed
topics.

To combine inferences for a time window, we keep the most prevalent stance qualifier for
every unique actor-belief edge present in the data. Thus, for an actor ai, belief bi and a set of sets
of stance edges with k qualifiers Sai,bi = {Sqai ,bi1 , Sqai ,bi2 , . . . , Sqai ,bik }, we apply the function m=
max({| Sqai ,bi1 | , | Sqai ,bi2 | , . . . , | Sqai ,bik | }) and only keep the edge qualifier kwherem= |Sqai ,bik |. We
compare network recovery over four different aggregation windows (12, 24, 48, and 96 months).

As test metrics to measure network recovery on the edge level, we evaluate precision, recall,
and f1-scores on the predicted versus annotated edge sets. The testing setup here is one of testing
a multiclass classifier where the predicted network edges can be one of the three stance qualifiers
support, opposition, or irrelevant, and the true classes in the annotated test set are either support
or opposition. We calculate both macro- and micro-level averaged test metrics. Macro-level mul-
ticlass averaging, as implemented in the R package yardstick (Kuhn, et al., 2024) calculates the
metric as a combination of simple binary evaluations of the evaluated class against all others and
then averages the evaluations with equal weight. Micro-level averaged metrics are calculated in a
single evaluation, which may tend toward emphasizing the weight of larger classes.
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Figure 5. Components of the processing pipeline for automated extraction of discourse networks.

To test if our automated procedure can recover our proposed discourse shaper, topic opinion
leader, and ideological alignment metrics, using windowed aggregation, we calculate these metrics
over quarterly computed 48-month aggregation windows as described earlier for both networks
created from manual annotation and automated procedures.

As proposed earlier, to identify discourse shapers, we sum normalized z-scores (standardized
counts of opinionated edges per policy belief) and normalized c-scores (standardized counts
of opinionated edges across all beliefs) per actor, per aggregation window, for an actor’s most
prevalent stance classifier.

To identify topic opinion leaders, we calculate c-scores per topic for every stance classifier.
This, for example, finds themost active actors supportingmore cycling infrastructure or the actors
indicating most opposition to speed reduction per time window.

To identify ideological alignment, we count the number of closed, balanced four cycles in the
network for a time window. Every such four-cycle contains two actors and two beliefs. We con-
sider a cycle balanced if the edge sets per actor match in qualifiers. For example, this could mean
that if actor A supports speed reduction and opposes more cycling infrastructure, actor B also
does so, leading to four cycles with two support edges and two opposition edges per actor-belief
pair.

3.5 Reproducibility
All data and code to enable replication of computations presented here based on the discourse
network graph originating from our processing pipeline are available in an open online repository
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Figure 6. Example of extracted discourse network for March 2023. Stances edges are aggregated over the time frame,
and the thickness of edges shows the number of stances expressed during the time frame. Only the most prevalent
category/categories after aggregation is/are shown.

at https://doi.org/10.5281/zenodo.14713615. For further computations using a discourse network
graph following our conceptualization, we also provide a small R (R Core Team, 2023) package
diskurs.6

For the processing pipeline creating the discourse network graph, given agreements with the
publishing companies making the raw media data (thus the roughly 1 million newspaper articles
processed) available to us, we cannot provide access to the raw data and thus also no full repro-
ducibility. This also applies to annotated training and testing data for classifiers, which consists of
paragraphs extracted from copyrighted media data.

To facilitate investigation of the pipeline and put it under scrutiny, we have made
the classification API, which includes all non-LLM-based pipeline components, available at
https://zenodo.org/records/14702518. The LLM-based stance classification classifier is made
available as a Python package (stance-llm7), allowing users to supply their own LLM backend
model.

4. Results and discussion
4.1 Discourse network
Our processing pipeline results in an eventual set of 7314 stance edges (support: 3968, opposition:
1129, irrelevant: 2217) of 169 unique organizational actors regarding 7 policy beliefs. Stances clas-
sified within the irrelevant class (the second-largest category) are also included as stance edges in
the graph. On the one hand, we retained stances classified as irrelevant to use in these predictions
for tests against annotations in the window validity hypothesis tests and on the other hand to
capture information on actors appearing tangentially in media around a discourse but not taking
opinionated stances. Figure 6 provides an illustration of a typical network snapshot over a sample
(one-month) time window.
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Figure 7. Results of window validity hypothesis test procedure for individual stance edges. The plot panels show scores for
macro and micro-averaged precision, recall, and f1-score metrics. Macro-averaged scores average across all classes com-
puted separately, while micro-averaged scores are computed once for the entire dataset. Tests are based on comparing
windowed aggregations of edges in the predicted discourse network graph against windowed aggregations of edges based
on manual annotations, varying four different window sizes. Windowed aggregations and test statistics are computed for
every month within the time frame. Straight horizontal lines show a reference to non-windowed scores.

4.2 Window validity hypothesis: test of edge recovery
Intersecting the discourse network gathered through automated extraction with a network con-
structed from annotated stances resulted in a reference network for window validity hypothesis
testing with 1264 stance edges and 118 organizations. Thus, our randomly sampled test set of
stances covers 70% of the 169 actors detected. Figure 7 shows the results of the central window
validity hypothesis test for network recovery in terms of individual edges. Windowed aggrega-
tions of edges in the predicted discourse network graph are compared to windowed aggregations
of edges based on manual annotations. Windowed aggregations and test statistics are computed
for every month in the time period covered by the data, with the month splitting the window.

Windowed aggregation of stances greatly improves on the main non-windowed baseline scores
(shown as a solid line in 7, with scores varying between 0.5 and 0.6), which show test metrics cal-
culated comparing predicted versus annotated edges without any aggregation. Most importantly,
test metrics scores for windowed aggregations are very high, around and above 0.9 for both macro
and micro-averaged f1, precision, and recall scores.

If the non-windowed baseline score is calculated only for opinionated stances (dashed line
in Figure 7), thus comparing manual annotations only against automated predictions that were
not in the irrelevant class (the largest), especially the longer 48-month and 96-month windows
still consistently outperform the baseline scores. However, evaluating only predictions excluding
irrelevant classes, while interesting, is not a fair test for the window validity hypothesis, as an
automated stance classifier is in most practical applications likely to need to include an irrelevance
class (a way to exclude the very common class of non-expressions of a stance by an entity in the
underlying data).
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Figure 8. Results of window validity hypothesis test procedure for ideological closure based on normalized counts of closed,
balanced four cycles. Comparison of annotated versus predicted networks. 48-month rolling average, computed at quarterly
intervals, normalized over time range.

In conclusion, we find strong support for the window validity hypothesis given our results for
recovery of individual stance edges. Combining predictions from automated discourse network
data gathering over a time period results in almost equivalent results as if the same procedure is
carried out based on gold-standard manual annotations. In comparison, individual predictions
for edges are much less internally valid.

4.3 Window validity hypothesis: tests of discourse property metrics recovery
Figures 8, 9, and 10 show the results of a test for the window validity hypothesis based on
the recovery of our proposed network-level metric for ideological closure over time, as well as
node-level metrics for opinion leadership and discourse shaping over time. The tests are con-
ducted starting from the same procedure of intersecting the discourse network gathered through
automated extraction with a network constructed from annotated stances used to test network
recovery in terms of individual edges. Then, metrics computed on windowed aggregations of the
predicted networks from automated extraction are evaluated against metrics computed in the
same way from manual annotation.

Figure 8 shows that in terms of normalized counts of closed, balanced four cycles over time, the
automated procedure manages to reproduce the time trends apparent in the test set. The general
trend of ideological closure among discourse participants being low (relatively speaking) in the
first half of the 2010s and then starting to increase, reaching its peak in 2019, is apparent in both
annotated and predicted networks.

As introduced earlier, opinion leaders are actors who are especially active in either opposing
or supporting a main policy belief shaping a topic. Figure 9 shows that our automated network
extraction procedure manages to generally reproduce the identification of opinion leaders fairly
well. This is indicated by how close the slope of linear regressions of predicted on annotated scores

https://doi.org/10.1017/nws.2025.4 Published online by Cambridge University Press

https://doi.org/10.1017/nws.2025.4


Network Science 17

Figure 9. Results of window validity hypothesis test procedure for opinion leader identification per discourse topic based
on z-scores of actors including onlymost prevalent stance classifier per aggregation window. Comparison of individual actor
scores for opinion leadership per topic in annotated versus predicted networks. Scores are computed at quarterly intervals
with 48-month window aggregations. One point shows scores for one actor within one time window. The dashed refer-
ence line shows a perfect linear relationship. Solid lines show linear regression of y-axis scores on x-axis scores with 88%
confidence interval.

are to a perfect linear relationship in most categories with larger amounts of data available for test-
ing. For the calculations of opposition opinion leadership regarding more cycling infrastructure,
reduction of flying, and reduction of parking spaces, regression lines should probably not be over-
interpreted, as the amount of data for evaluation in our test set was quite low. Another indication
that the predicted network manages to recover the metric well is that only in a few categories are
actors present in quadrants in the off-diagonal (thus left top and right bottom corners), which
would indicate the scores being completely off mark.

Figure 10 shows that the automated network extraction procedure further manages to generally
reproduce the identification of discourse shapers, our second node-level discourse network met-
ric. We conceptualized discourse shapers as actors who are at the same time active across multiple
urban transport topics but also very relevant within specific topics. Our automated procedure does
fairly well in recovering these actors, indicated by how close the slope of the linear regression of
predicted on annotated scores is to a perfect linear relationship. Further, almost all comparisons
are placed along the main diagonal, indicating little to no complete miss-classifications.

In conclusion, we find strong support for the window validity hypothesis given our results
for recovery of structurally descriptive discourse network metrics. Computing both node-level
and a network-level metric-based predictions from automated discourse network data gathering
through windowed aggregations over a time period reproduces the trends and patterns that result
if the same procedure is carried out based on gold-standard manual annotations.

We evaluated a set of relatively long aggregation windows to test the window validity hypoth-
esis (ranging from 12 to 48 months). Given the stance inertia present in our data, these represent
reasonable time frames in our opinion. However, in other settings of more dynamic or nascent or
emerging policy fields (Ingold, et al., 2017), or when investigating stances toward concepts that
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Figure 10. Results of window validity hypothesis test procedure for discourse shaper identification based on summing z-
scores and c-scores of actors per aggregation window. Comparison of individual actor scores in annotated versus predicted
networks. Scores are computed at quarterly intervals with 48-month window aggregations. One point shows scores for
one actor within one time window. The dashed reference line shows a perfect linear relationship. Solid lines show linear
regression of y-axis scores on x-axis scores with 88% confidence interval.

are less stable than policy beliefs, such as policy instrument preferences of actors (Weible, et al.,
2009), shorter windows for aggregation may be necessary. In turn, this would however require
more high-intensity data in order for there to be enough data redundancy for the window valid-
ity hypothesis to work out. We see great potential for future research to explore the limits of
automated approaches in such settings.

5. Conclusion
Our analysis suggests that automated discourse network data gathering can result in internally
valid representations of broad trends in discourse networks over time, even though classification
tasks are challenging. Where to go from here?

We see our results as indicating great potential for studies on discourse networks to leverage
automated data gathering approaches to contribute insights into societal discourse around cen-
tral governance challenges of our time, at temporal, spatial, and topical scales previously almost
impossible. We hope our conceptualization and tools provide a blueprint to do so, especially if
approaches can make use of data redundancy and stance inertia in data.

Still, our results also suggest that there is a limit to insights gained from automated network
data gathering in comparison to qualitative, close reading approaches, and the latter are needed
more than ever if the goal is actual understanding of discourse.

First, the internal validity of our automated procedure, which we demonstrate in this article,
does not imply the external validity of our suggested metrics. To evaluate the external validity of
results from an automated procedure such as ours, mixed method approaches, integrating qual-
itative validation techniques, for example, through semi-structured interviews, where actors in
discourse are confronted with predictions about their position in a discourse, are likely needed.
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Second, the upfront cost in terms of effort to establish an internally valid automated process-
ing pipeline, including adequate testing, is likely inefficient for many research applications where
measurements of discourse are not repeated over a period of time. The efforts of the research com-
munity around automated approaches should thus be focused on reducing these upfront costs by
sharing test sets, tooling, andmodels, while recognizing that the temporal andmaterial conditions
of discourse set a natural limit to re-use as well. Further, there is likely a clear delta in terms of
choosing or combining more manual or automated approaches. Most one-off discourse network
analyses at a given point in time are likely better served by robust manual annotation. Automated
components seem only worth introducing if re-usable components can be generated and utilized
or if the spatial or temporal scope of the research project is such that manual annotation cannot
generate valid inferences.

Third, general-purpose, zero-shot models such as the LLMs we employed in our analysis
pipeline can be helpful in overcoming some problems in automation, such as the stance detection
component of our pipeline, but they are no panacea and may offer only limited internal validity.
More than ever, the deployment of such models needs evaluations against high-quality, situated
test sets, as general-purpose models meet highly specific situations. This is where close reading
and careful annotation are still needed.
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Notes
1 Based on https://huggingface.co/google-bert/bert-base-german-cased
2 In version 3.7.0, see https://github.com/explosion/spacy-models/releases/tag/de_core_news_lg-3.7.0 and https://spacy.io/
models/de#de_core_news_lg
3 See https://pypi.org/project/stance-llm/
4 Specifically the variant published to the model hosting platform Hugging Face at https://huggingface.co/
seedboxai/KafkaLM-7B-DARE_TIES-LaserRMT-QLoRA-DPO-v0.5
5 https://laion.ai/blog/leo-lm/, accessed 22.4.2024
6 Available at https://urban-sustainability-lab-zurich.r-universe.dev/diskurs
7 See https://pypi.org/project/stance-llm/
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Appendix 1. Data documentation
Appendix 1.1 List of media sources
Media names: Tagesanzeiger (TA), nzz.ch (NZZO), Neue Zürcher Zeitung Folio (NZZF), NZZ
Campus (CAMP), Neue Zürcher Zeitung am Sonntag (NZZS), Neue Zürcher Zeitung (NZZ),
Neue Zürcher Zeitung am Sonntag Magazin (NZZM), bellevue.nzz.ch (NZZB), 20 Minutes
(ZWAS), 20Minuten (ZWA), 20Minuten Friday (ZWAF), 20Minuten Online (ZWAO), züritipp
(Tages-Anzeiger) (TAZT), Zürich Express (ZUE)

Appendix 2. Codebook for relevance classifier annotation

Overall goal of annotation.
Is paragraph related to sustainable transport?

Flag accept (label: 11_2_TRANSPORT) marks paragraphs that are related to SDG target 11.2,
sustainable transport systems for all.

From the UN Agenda 2030 definition of SDG 11.2:
By 2030, provide access to safe, affordable, accessible, and sustainable transport systems for all,

improving road safety, notably by expanding public transport, with special attention to the needs
of those in vulnerable situations, women, children, persons with disabilities, and older persons.
Four key criteria. Text paragraph contains a direct mention of:

• Safety of transport
• Environmental impact of transport
• Accessibility of transport
• Affordability of transport

Location criteria. While we annotate data mostly within urban contexts, we do ∗∗not∗∗ consider
the location of a paragraph in the decision of whether or not to accept or reject it.
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Direct versus indirect relation to criteria. In many cases, paragraphs do not contain a direct men-
tion of the four key criteria but refer to a concept that is indirectly linked to these. ∗∗Paragraphs
are to be accepted if the link is proximate to a transport-related topic∗∗. See examples below.
Accept choices and edge cases log.

• Tempo 30 and other Geschwindigkeitsreduktion related topics are generally accepted and
considered to be related to at least impact in terms of noise

• Autofrei is generally accepted and considered related to impact in terms of modal split
• Modal split accepts discussions of shifts in modes of transport
• Rolltreppe, if considered in the context of accessibility for pedestrians
• Infrastructure expansion (such as new rail lines or roads) is accepted only if a sustainable
transport context can be assumed. For public transport and active transport infrastructure,
this is assumed a priori

• Parking (e.g., Parkplätze/ParkhausBlaue Zonen), if linked to broader discussions of car
traffic impact or accessibility

• The mention of an organization or other entity clearly connected to transport (e.g.,
Verkehrs-Club der Schweiz (VCS)) if a reference to, for example, an potential impact of
transport (e.g., Lärm), is made, even if the paragraph itself would otherwise not refer to
transport

• Car bypasses (Umfahrungen) are accepted if a reference to the four criteria is made
• Drones are only accepted if discussed for transport purposes and a criteria (e.g., noise) is
mentioned

• Safety of transport includes measures for protection against disease. As such measures for
reducing the risk of transmission of the coronavirus are accepted

• Affordability of transportation covers both costs for individuals and society
• Discussions of flying as a form of transport: accepted if environmental impacts and noise
emissions are mentioned

• Reporting on outcomes of popular initiatives related to sustainable transport
• incentives to use public transport
• Fahrplanwechsel is only accepted if a connection to one of the four criteria is made
• Mention of electric vehicles—only accept if some connection to the four criteria

Reject choice log.

• Sports events (e.g., bike races, car races) ∗except∗ if they are put into context of the four
criteria, for example, if done to promote a sustainable transport form

• Accident reports in general ∗except∗ if put into a broader context of, for example, safety of
transport beyond the specific case

• Autofrei if solely byproduct of, for example, construction/∗clearly∗ not independent
• Autoraser (excessive speeding) topics
• Descriptive statistics/traffic statistics ∗except∗ if they are connected to a broader context of
sustainable transport

• Historical transport events that are not recent. Recent is generally 90s+
• Pure mentions of traffic jams ∗except∗ if put into broader context of a sustainable transport
topic
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• Infrastructure expansion of transport modes without mention of reason because not every
expansion is for safety/impact/affordability/accessibility

• Gig economy (e.g., Uber) working conditions
• short term construction emissions (e.g., road upkeep/building)
• Choice of trammodel—tend to reject (because not equivalent to increase public transport)
• reject pure mentions of ∗Parkplatzkompromiss∗ except if it is connected to a broader
context of sustainable transport

Appendix 3. Prompt Illustration—English version

Figure 11. Example of the structure of the prompt chain ”is2,” translated to English.

Cite this article: Angst M., Müller N. N. and Walker V. (2025). Automated extraction of discourse networks from large
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