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Abstract

We provide explicit small-time formulae for the at-the-money implied volatility, skew,
and curvature in a large class of models, including rough volatility models and their
multi-factor versions. Our general setup encompasses both European options on a stock
and VIX options, thereby providing new insights on their joint calibration. The tools
used are essentially based on Malliavin calculus for Gaussian processes. We develop a
detailed theoretical and numerical analysis of the two-factor rough Bergomi model and
provide insights on the interplay between the different parameters for joint SPX–VIX
smile calibration.

Keywords: Rough volatility; multi-factor; asymptotics; VIX; Malliavin calculus

2010 Mathematics Subject Classification: Primary 60G15
Secondary 60G22; 60H07; 91G20

1. Introduction

Exposure to the uncertain dynamics of volatility is a desirable feature of most trading strate-
gies and has naturally generated wide interest in volatility derivatives. From a theoretical
viewpoint, an adequate financial model should reproduce the volatility dynamics accurately
and consistently with those of the asset price; any discrepancy may otherwise lead to arbitrage
opportunity. Despite extensive research, implied volatility surfaces from options on the VIX
and the S&P 500 index still display discrepancies, betraying the lack of a proper modelling
framework. This issue is well known as the SPX–VIX joint calibration problem and has moti-
vated a number of creative modelling innovations in the past fifteen years. Reconciling both
implied volatilities requires additional factors to enrich the variance curve dynamics, as argued
by Bergomi [13, 14], who proposed the multi-factor model

dξt(T)

ξt(T)
=

N∑
i=1

cie
−κi(T−t)dWi

t , 0≤ t≤ T, (1)
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2 A. JACQUIER ET AL.

for the forward variance, with W1, . . . ,WN correlated Brownian motions and coeffients
c1, κ1, . . . , cN, κN > 0. Gatheral [26] recognised the importance of the additional factor to
disentangle different aspects of the implied volatility and to allow humps in the variance curve,
and introduced a mean-reverting version—the double CEV model—where the instantaneous
mean of the variance follows a CEV model itself. Although promising, these attempts fell
short of reproducing jointly the short-time behaviour of the SPX and VIX implied volatilities.
A variety of new models were suggested to tackle this issue, both with continuous paths [7, 24,
29] and with jumps [6, 18, 19, 40, 43, 47], incorporating novel ideas and increased complexity
such as regime-switching volatility dynamics. Model-free bounds were also obtained in [21,
31, 32, 46], shedding light on the links between VIX and SPX and the difficulty of capturing
them both simultaneously.

Getting rid of the restraining Markovian assumption that burdens classical stochastic volatil-
ity models has permitted the emergence of rough volatility models, which consistently agree
with stylised facts under both the historical and the pricing measures [4, 8, 9, 11, 25, 27]. A
large portion of the toolbox developed for Markovian diffusion models is not available any
longer, and asymptotic methods [30, 33, 36, 37]—and more recently path-dependent PDE
methods [10, 16, 38, 44, 45, 50]—thus play a prominent role in understanding the theoretical
properties and numerical aspects of these models. Since the fit of the spot implied volatility
skew is extremely accurate under this class of models [27], it seems reasonable to expect good
results when calibrating VIX options. Moreover, the newly established hedging formula by
Viens and Zhang [50] shows that a rough volatility market is complete if it also contains a
proxy of the volatility of the asset; this acts as an additional motivation for our work. Still,
[35] showed that the rough Bergomi model is too close to lognormal to jointly calibrate both
markets. Its younger sister [34] added a stochastic volatility-of-volatility component, gener-
ating a smile sandwiched between the bid–ask prices when calibrating VIX, but the joint
calibration is not provided. By incorporating a Zumbach effect, the quadratic rough Heston
model [28] achieves good results for the joint calibration at one given date. Further numer-
ical methods were developed in [15, 17, 49]. However, the lack of analytical tractability of
rough volatility models is holding back the progress of theoretical results on the VIX, with
the notable exception of large deviations results from [23, 41] and the small-time asymptotics
of [2].

In the latter, FT -measurable random variables (with volatility derivatives in mind) are writ-
ten in the form of exponential martingales thanks to the Clark–Ocone formula, allowing the
application of established asymptotic methods from [4]. An expression for the short-time limit
at-the-money (ATM) implied volatility skew is derived, yielding an analytical criterion that a
model should satisfy to reproduce the correct short-time behaviour. The proposed mixed rough
Bergomi model does meet the requirement of positive skew of the VIX implied volatility, back-
ing its implementation with theoretical evidence. And indeed, the fits are rather satisfying. This
model is built by replacing the exponential kernels of the Bergomi model (1) (t �→ e−κt) with

fractional kernels of the type t �→ tH− 1
2 with H ∈ (0, 1

2 ), but is limited to a single factor, i.e.
W1 =W2. As a result, numerical computations under this model induce a linear smile, or
equivalently a null curvature, unfortunately inconsistent with market observations. To remedy
this, we incorporate Bergomi’s and Gatheral’s insights on multi-factor models (integrated by
[20, 41] into rough volatility models) and extend [2] to the multi-factor case; we also com-
pute the short-time ATM implied volatility curvature, deriving a second criterion for a more
accurate model choice. In summary, the present paper goes beyond [2] in three ways:
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Rough multi-factor volatility for SPX and VIX options 3

• We consider multi-factor models, far more efficient for VIX calibration, which compli-
cate the analysis.

• We compute the second derivative of the implied volatility to discriminate better between
models; this turns out to be considerably more technical than the skew.

• We provide detailed proofs of all of our results at three levels: abstract model, generic
rough volatility model for the VIX, and two-factor rough Bergomi model, checking care-
fully that all the assumptions are satisfied, proving technical lemmas applicable to our
setting, and exhibiting definite formulas at all three levels of generality.

We gather in Section 2 our abstract framework and assumptions. The main results, which
provide the short-time limits of the implied volatility level, skew, and curvature, are con-
tained in Section 3. Our framework covers a wide range of underlying assets, including VIX
(Section 4) and stock options (Section 5); see in particular in Propositions 1 and 4. We provide
further a detailed analysis of the two-factor rough Bergomi model (1). Closed-form expressions
that depend explicitly on the parameters of the model are provided in Proposition 3 for the VIX
and Corollary 1 for the stock. These expressions give insight into the interplay between the dif-
ferent parameters, and make the calibration task easier by allowing us to fit some stylised facts
before performing numerical computations. For instance, different combinations of parameters
can yield positive or negative curvature. All the proofs are gathered in Section 6, starting with
useful lemmas and then following the order of the sections.

Notation. For an integer N ∈N and a vector x ∈RN , we define |x| := ∑N
i=1 xi and ‖x‖2 :=∑N

i=1 x2
i . We fix a finite time horizon T > 0 and let T := [0, T]. For all p≥ 1, Lp stands for

the space Lp(�) for some reference sample space �. As we consider rough volatility models,
the Hurst parameter H ∈ (0, 1

2 ) is a fundamental quantity and we shall write H+ := H + 1
2 and

H− := H − 1
2 .

2. Framework

We consider a square-integrable strictly positive process (At)t∈T, adapted to the natu-
ral filtration (Ft)t∈T of an N-dimensional Brownian motion W= (W1, ...,WN) defined on
a probability space (�,F , P). We further introduce the true (Ft)t∈T-martingale conditional
expectation process

Mt := Et[AT ] := E[AT |Ft], for all t ∈T.

The set D1,2 will denote the domain of the Malliavin derivative operator D with respect to
the Brownian motion W, while Di indicates the Malliavin derivative operator with respect
to Wi. It is well known that D

1,2 is a dense subset of L2(�) and that D is a closed and
unbounded operator from L2(�) into L2(T×�). Analogously we define the sets of Malliavin
differentiable processes L

n,2 := L2(T;Dn,2). We refer to [42] for more details on Malliavin
calculus. Assuming AT ∈D1,2, the Clark–Ocone formula [42, Theorem 1.3.14] reads, for
each t ∈T,

Mt =E[Mt]+ (m •W)t := E[Mt]+
N∑

i=1

∫ t

0
mi

sdWi
s, (2)

where each component of m is mi
s := E

[
Di

sAT |Fs
]
. Since M is a martingale, we may rewrite

(2) as

Mt =M0 + (Mφ •W)t, (3)
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where φs := ms/Ms is defined whenever Ms 	= 0 almost surely. If φ = (φ1, ..., φN) belongs to
L

n,2, then the following processes are well defined for all t< T:

Yt :=
∫ T

t

∥∥φr

∥∥2dr, ut := √Yt, ut := ut√
T − t

;

�i
t :=

(∫ T

t
Di

t

∥∥φr

∥∥2dr

)
φi

t , and |�| :=
n∑

i=1

�i. (4)

Note that all the processes depend implicitly on T , which will be crucial when we study the
short-time limit as T tends to zero.

2.1. Level, skew, and curvature

Since M is a strictly positive martingale process, we can use it as an underlying to
introduce options. A standard practice is to work with its logarithm M := log (M), so that
MT = log ET [AT ]= log (AT ) and M0 = log E[AT ]. Under no-arbitrage arguments, the price
�t at time t of a European call option with maturity T and log-strike k≥ 0 is equal to

�t(k) := Et

[(
MT − ek

)+]=Et

[(
AT − ek

)+]
, (5)

and the ATM value is denoted by�t := �t(M0)=Et[(AT −Mt)+]. We adapt the usual defini-
tions of ATM implied volatility level, skew, and curvature to the case where the underlying is a
general process (later specified for the VIX and the S&P). Denote by BS(t, x, k, σ ) the Black–
Scholes price of a European call option at time t ∈T, with maturity T , log-stock x, log-strike
k, and volatility σ . Its closed-form expression reads

BS(t, x, k, σ )=
{

exN (d+(x, k, σ ))− ekN (d−(x, k, σ )), if σ
√

T − t> 0,(
ex − ek

)+
, if σ

√
T − t= 0,

(6)

with d±(x, k, σ ) := x−k
σ
√

T−t
± σ
√

T−t
2 , where N denotes the Gaussian cumulative distribution

function.

Definition 1.

• For any k ∈R, the implied volatility IT (k) is the unique non-negative solution to�0(k)=
BS
(
0,M0, k, IT (k)

)
; we omit the k-dependence when considering it ATM (k=M0).

• The ATM implied skew S and curvature C at time zero are defined as

ST := |∂kIT (k)|k=M0
and CT :=

∣∣∣∂2
k IT (k)

∣∣∣
k=M0

.

2.2. Examples

The framework (3) encompasses a large class of models, including stochastic volatility
models ubiquitous in quantitative finance. Consider a stock price process (St)t∈T satisfying

dSt

St
=√vt dBt =√vt

N∑
i=1

ρi dWi
t ,

where v is a stochastic process adapted to (Ft)t∈T, ρ := (ρ1, · · · , ρN) ∈ [−1, 1]N with
ρρ� = 1.
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2.2.1. Asset price. For N = 2, the model (3) corresponds to a one-dimensional stochastic
volatility model under the identification A=M = S, φ1 = ρ1

√
v, and φ2 = ρ2

√
v, and v is a

process driven by W1. Our analysis generalises [4, Equation (2.1)] to the multi-factor case (in
the continuous-path case). We refer to Section 5 for the details in the multi-factor setting and
the analysis of the implied volatility.

2.2.2. VIX. The VIX is defined as VIXT =
√

1
�

∫ T+�
T ET [vt]dt, where � is one month. The

representation (2) yields that the underlying is the VIX future

MVIX
t := Et[VIXT ]=E[VIXT ]+ (m •W)t, with mi

s =
1

2�
Es

[
1

VIXT

∫ T+�

T
Di

svrdr

]
.

2.2.3. Asian options. For Asian options, the process of interest is AT := 1
T

∫ T
0 Stdt. Using (2)

we find

MA
t := Et[AT ]=E[AT ]+ (m •W)t, with mi

s =
1

T

∫ T

s
Es[D

i
sSr]dr.

2.2.4. Multi-factor rough Bergomi. Rough volatility models can be written as vt = f (WH
t ),

where WH is an N-dimensional fractional Brownian motion with correlated components and
f : RN→R. For instance, in the two-factor rough Bergomi model,

vt = v0

(
χ exp

{
νW1,H

t − ν
2

2
E

[(
W1,H

t

)2
]}
+ (1− χ ) exp

{
ηW2,H

t − η
2

2
E

[(
W2,H

t

)2
]})

,

with χ ∈ (0, 1), ν, η, v0 > 0. In Example 2.2.2 we set A=VIX and hence N = 2, but in the
asset price case we set A= S and therefore N = 3 even though the variance depends on only
two factors.

2.3. General assumptions

We introduce the following broad assumptions, which are key to our entire analysis; in
Section 4 we provide sufficient conditions to simplify them in the VIX case:

(H1) A ∈L4,p.

(H2)
1

Mt
∈ Lp, for all p> 1, and all t ∈T.

(H3) The term Et

[∫ T

t

|�s|
u2

s
ds

]
is well defined for all t ∈T.

(H4) The term
1√
T
E

[∫ T

0

|�s|
u2

s
ds

]
tends to zero as T tends to zero.

(H5) There exists p≥ 1 such that supT∈[0,1] u
p
0 <∞ almost surely and, for all random vari-

ables Z ∈ Lp and all i ∈ [[1,N]], the following terms are well defined and tend to zero as T tends
to zero: ∫ T

0
E

[
Z

(
Es

[
1

u0

∫ T

0
Di

s

∥∥φr

∥∥2dr

])2
]

ds.

There exists λ ∈ (− 1
2 , 0] such that the following hold:

(Hλ6) The following expressions converge to zero as T tends to zero:

1

T
1
2+λ

E

[∫ T

0

|�s|
∫ T

s |�r|dr

u6
s

ds

]
and

1

T
1
2+λ

E

[∫ T

0

1

u4
s

N∑
k=1

{
φk

s Dk
s

(∫ T

s
|�r|dr

)}
ds

]
.
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(Hλ7) The random variable KT :=
∫ T

0 |�s|ds

T
1
2+λu3

0

is such that E[u2
0KT ] tends to zero and E[KT ]

has a finite limit as T tends to zero.
There exists (Hγ8 ) such that the following hold:
γ ∈ (−1, 0] The following expressions converge to zero as T tends to zero:

1

T
1
2+γ

E

[∫ T

0
u−10

s |�s|
(∫ T

s
|�r|

(∫ T

r
|�y|dy

)
dr

)
ds

]
,

1

T
1
2+γ

E

⎡⎣∫ T

0
u−8

s

N∑
j=1

(
φj

sD
j
s

(∫ T

s
|�r|

(∫ T

r
|�y|dy

)
dr

)
ds

)
ds

⎤⎦ ,
1

T
1
2+γ

E

⎡⎣∫ T

0
u−8

s |�s|
∫ T

s

N∑
j=1

{
φj

rDj
r

(∫ T

r
|�y|dy

)}
drds

⎤⎦ ,
1

T
1
2+γ

E

⎡⎣∫ T

0
u−6

s

N∑
k=1

⎧⎨⎩φk
s Dk

s

⎛⎝∫ T

s

N∑
j=1

{
φj

r Dj
r

(∫ T

r
|�y|dy

)}
dr

⎞⎠⎫⎬⎭ ds

⎤⎦ .

(Hγ9 ) The random variables

H1
T := 1

T
1
2+γ u7

0

∫ T

0
|�s|

(∫ T

s
|�r|dr

)
ds

and H2
T := 1

T
1
2+γ u5

0

∫ T

0

N∑
j=1

{
φj

sD
j
s

(∫ T

s
|�r|dr

)}
ds

are such that E
[
(u6

0 + u4
0 + u2

0)H1
T + (u4

0 + u2
0)H2

T

]
tends to zero and both E[H1

T ] and E[H2
T ]

have a finite limit as T tends to zero.

Remark 1.

• (H1) requires A to be four times Malliavin differentiable. This is necessary to prove
the curvature formula using the Clark–Ocone formula (2) and using the anticipative Itô
formula three times.

• When the underlying is the stock price (as in Section 2.2.1), it satisfies Equation (3)
where φ corresponds to its volatility

√
v. One can then directly make assumptions on

the variance process, as in [3–5]. We make this explicit in Proposition 4 for example. In
the case of the VIX (Section 4.1) we refrain from doing the same, since φ is much more
intricate. Nevertheless, sufficient conditions are given by (C).

3. Main results

We gather here our main asymptotic results for the general framework above, with the
proofs postponed to Section 6.2 to ease the flow. The first theorem states that the small-time
limit of the implied volatility is equal to the limit of the forward volatility. This is well known
for Markovian stochastic volatility models [5, 12] and in a one-factor setting [2]. To streamline
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the call to the assumptions, we shall group them using mixed subscript notation; for example

(H123) corresponds to (H1)-(H2)-(H3), and we further write (H
λ
) to mean (H12345)-(Hλ67) and

(H
λγ

) as short for (H12345)-(Hλ67)-(Hγ89).

Theorem 1. If (H12345) hold, then

lim
T↓0

(
IT −E[u0]

)
= 0.

Note that we did not assume the limit of E[u0] to be finite. The proof, in Section 6.2.1, builds
on arguments from [5, Proposition 3.1]. We then turn our attention to the ATM skew, defined
in 1. This short-time asymptotic is reminiscent of [4, Proposition 6.2] and [2, Theorem 8].

Theorem 2. If there exists λ ∈ (− 1
2 , 0] such that (H

λ
) are satisfied, then

lim
T↓0

ST

Tλ
= 1

2
lim
T↓0

E

[
1

T
1
2+λ

∫ T
0 |�s|ds

u3
0

]
. (7)

Note that (7) still holds without (Hλ7), but in that case both sides are infinite. In the rough-
volatility setting of Section 2.2.1 with vt = f (WH

t ), λ corresponds to H − 1
2 so that (7) matches

the slope of the observed ATM skew of SPX implied volatility. We prove this theorem in
Section 6.2.2. We also provide the short-term curvature, in the following theorem, which is
proved in Section 6.2.3.

Theorem 3. If there exist λ ∈ (− 1
2 , 0] and γ ∈ (−1, λ] ensuring (H

λγ
), then

lim
T↓0

CT

Tγ
= lim

T↓0

1

Tγ

{
ST − 15

2
√

T
E

[
1

u7
0

∫ T

0
|�r|

(∫ T

r
|�y|dy

)
dr

]

+ 3

2
√

T
E

⎡⎣ 1

u5
0

∫ T

0

N∑
j=1

{
φj

sD
j
s

(∫ T

s
|�y|dy

)}
ds

⎤⎦}. (8)

The limit still holds without (Hγ9 ), but in that case the second and third terms are infinite.

Note that (Hλ7) with λ≥ γ guarantees that T−γST converges. By Theorem 2,

lim
T↓0

ST

Tγ
=

⎧⎪⎪⎪⎨⎪⎪⎪⎩
0, if λ> γ,

1

2
lim
T↓0

E

[
1

T
1
2+λ

∫ T
0 |�s|ds

u3
0

]
, if λ= γ,

+∞, if λ< γ .

4. Asymptotic results in the VIX case

As advertised, our framework includes the VIX case where

AT =VIXT =
√

1

�

∫ T+�

T
ET [vr]dr,

for vr ∈D3,2 for all r ∈ [0, T +�], and we provide simple sufficient conditions for (H
λγ

) to
hold.
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4.1. A generic volatility model

Consider the following four conditions, which we gather under the notation (C). There exist
H ∈ (0, 1

2 ) and X ∈ Lp for all p> 1 such that the following hold:
(C1) For all t≥ 0, 1

Mt
≤ X almost surely.

(C2) For all i, j, k ∈ [[1,N]] and t≤ s≤ y≤ T ≤ r, we have, almost surely

• vr ≤ X,

• Di
yvr ≤ X(r− y)H− ,

• Dj
sDi

yvr ≤ X(r− s)H−(r− y)H− ,

• Dk
t Dj

sDi
yvr ≤ X(r− t)H− (r− s)H− (r− y)H− .

(C3) For all p> 1, E[u−p
s ] is uniformly bounded in s and T , with s≤ T .

(C4) For all i, j, k ∈ [[1,N]] and r≥ 0, the mappings y �→Di
yvr, s �→Dj

sDi
yvr, and t �→

Dk
t Dj

sDi
yvr are almost surely continuous in a neighbourhood of zero.

Recall the notation H− and H+ from the introduction. We compute the level, skew, and
curvature of the VIX implied volatility in a model which satisfies the sufficient conditions. Let
us define the following limits:

Ji :=
∫ �

0
E[Di

0vr]dr, Gij :=
∫ �

0
E
[
Dj

0Di
0vr
]
dr, for all i, j ∈ [[1,N]]. (9)

Proposition 1. Under (C), the following limits hold:

lim
T↓0

IT = ‖J‖
2�VIX2

0

, if H ∈
(

0, 1
2

)
,

lim
T↓0

ST =
∑N

i,j=1 JiJj

(
Gij − JiJj

�VIX2
0

)
2‖J‖3 , if H ∈

(
0, 1

2

)
,

lim
T↓0

CT

T3H− 1
2

= 2�VIX2
0

3‖J‖5
N∑

i,j,k=1

JiJjJk lim
T↓0

∫ T+�
T E

[
Dk

0Dj
0Di

0vr

]
dr

T3H− 1
2

, if H ∈
(

0, 1
6

)
.

Remark 2. Our results stand under the fairly general set of assumptions (C). If v
is a reasonably well-behaved function of an N-dimensional Gaussian Volterra process
(W1,H, · · · ,WN,H), then these should be relatively easy to check, as Proposition 2 suggests.
For other rough stochastic volatility models, such as the rough Heston model [22, 39], it might
be harder to verify the assumptions. Indeed, the latter is not even known to be Malliavin
differentiable to this day, and thus does not lie within the scope of the present study.

We split the proof into two steps, collected in Section 6.3. First we show that (C1), (C2),
(C3) are sufficient to apply our main theorems, as they imply (H

λγ
) for any λ ∈ (− 1

2 , 0] and
γ ∈ (−1, 3H − 1

2 ]. Thanks to (C4) we can also compute the limits—after a rigorous statement
of convergence results—starting with IT and the skew with λ= 0. Restricting H to (0, 1/6),
which is the most relevant regime for rough volatility models, we can set γ = 3H − 1

2 <λ and
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compute the short-time curvature, with only the second term in (Hγ9 ) contributing to the limit.
The curvature limit in Proposition 1 is finite by the last item of (C2).

Remark 3. In the regime H ∈ [1/6, 1/2), the rescaling becomes γ = 0, and many more terms
that would just vanish when H < 1/6 now make a non-trivial contribution in the limit.
Informally (that is, without a proof), the limit reads

lim
T↓0

CT = lim
T↓0

ST − 15�VIX2
0

‖J‖7

⎛⎝ N∑
i,j=1

JiJj

(
Gij − JiJj

�VIX2
0

)⎞⎠2

+ 12�VIX2
0

‖J‖5
N∑

i,j,k=1

Ji

(
Gjk − JjJk

�VIX2
0

)(
Gik − JiJk

�VIX2
0

)

+ 1

‖J‖5
N∑

i,j,k=1

{
9
(
JiJjJk

)2
2�VIX2

0

− 6JiJjJk
(
GijJk +GikJj +GjkJi

)}

+ 2�VIX2
0

3‖J‖5
N∑

i,j,k=1

JiJjJk
∫ �

0
E

[
Dk

0Dj
0Di

0vr

]
dr.

4.2. The two-factor rough Bergomi

We consider the two-factor exponential model

vt = v0

[
χE
(
νW1,H

t

)
+ χE

(
η
(
ρW1,H

t + ρW2,H
t

))]
= :v0

(
χE1

t + χE2
t

)
, (10)

where H ∈ (0, 1
2 ], Wi,H

t =
∫ t

0 (t− s)H−dWi
s, W1,W2 are independent Brownian motions, the

Wick exponential is defined as E(X) := exp{X − 1
2E[X2]} for any random variable X, and

χ ∈ [0, 1], χ := 1− χ , v0, ν, η > 0, ρ ∈ [−1, 1], ρ =√1− ρ2. This model is an extension
of the Bergomi model [14], where the exponential kernel is replaced by a fractional one and
an extension of the rough Bergomi model [9] to the two-factor case. It combines Bergomi’s
insights on the need for several factors with the benefits of rough volatility. As proved in
Section 6.4.1, it satisfies our conditions.;

Proposition 2. If ρ ∈ (−√2/2, 1], the model (10) satisfies (C).

The restriction of the range of ρ is equivalent to ρ + ρ > 0, a necessary requirement in
the proof. Proposition 1 therefore applies and we obtain the following limits, as proved in
Section 6.4.2.

Proposition 3. Let ψ(ρ, ν, η, χ ) :=
√

(χν + χηρ)2 + χ2η2ρ2. If H ∈ (0, 1
6 ) and

ρ ∈ (−
√

2
2 , 1], then

lim
T↓0

IT = �H−

2H + 1
ψ(ρ, ν, η, χ ),

lim
T↓0

ST = H+�H−

2ψ(ρ, ν, η, χ )3

{
(χν + χηρ)2

[
χν2 + χη2ρ2

2H
−
(
χν + χηρ

H+

)2
]

+ 2(χν + χηρ)χ2η2ρ2

[
ηρ

2H
− ν + ηρ

H2+

]
+ χ3η4ρ4

(
1

2H
− 1

H2+

)}
,

https://doi.org/10.1017/apr.2024.45 Published online by Cambridge University Press

https://doi.org/10.1017/apr.2024.45


10 A. JACQUIER ET AL.

lim
T↓0

CT

T3H− 1
2

= 128�−2HH2+
3ψ(ρ, ν, η, χ )5(1− 6H)

{
(χν + χηρ)3(χν3 + χη3ρ3)

+ 3(χν + χηρ)2χ2η4ρ2ρ2 + 3(χν + χηρ)χ3η5ρ4ρ + χ4η6ρ6
}

.

The limits depend explicitly on the parameters of the model (H, χ, ν, η, ρ) and can be used
to gain insight on their impact over the quantities of interest.

Remark 4.

• In the case ρ = 1 (and hence ρ = 0), the above limits simplify to

lim
T↓0

IT = �
H−

2H+
(χν + χη) ,

lim
T↓0

ST = 1

2

H+�H−

χν + χη

[
χν2 + χη2

2H
−
(
χν + χη

H+

)2
]
,

lim
T↓0

CT

T3H− 1
2

= 128�−2HH2+
3− 18H

χν3 + χη3

(χν + χη)2
.

• If we set ρ = 0 (and hence ρ = 1), we obtain

lim
T↓0

IT = �
H−

2H+

√
χ2ν2 + χ2η2,

lim
T↓0

ST = H+�H−

2(χ2ν2 + χ2η2)3/2{
χ3ν4

[
1

2H
− χ

H2+

]
− 2χν2χ2η2

H2+
+ χ3η4

(
1

2H
− 1

H2+

)}
,

lim
T↓0

CT

T3H− 1
2

= 128�−2HH2+
3− 18H

χ4ν6 + χ4η6

(χ2ν2 + χ2η2)5/2
.

• When ρ =−1 (not covered per se by the proposition), the above limits simplify to

lim
T↓0

IT = �H−

2H + 1
|χν − χη|,

lim
T↓0

ST = H+�H−

2|χν − χη|

[
χν2 + χη2

2H
−
(
χν − χη

H+

)2
]
,

lim
T↓0

CT

T3H− 1
2

= 128�−2HH2+
3− 18H

χν3 − χη3

(χν − χη)2
sgn(χν − χ̄η).

Some tedious yet straightforward manipulations allow us to obtain some information about
the sign of the limiting curvature.

Lemma 1. For any η, ν > 0, χ ∈ [0, 1], there exists ρ∗χ,ν η < 0 such that limT↓0
CT

T3H− 1
2

is

strictly positive when ρ > ρ∗χ,ν η and strictly negative when ρ < ρ∗χ,ν η. When

(χν − χη)
(
χν3 − χη3

)
> 0,
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we have ρ∗χ,ν η <−1, and hence the limiting curvature is strictly positive for all ρ ∈ [−1, 1].

Proof. The expression we are interested in, given in Proposition 3, and ignoring the
obviously strictly positive multiplicative factor, reads

�(ρ)= [χν + χηρ]3
(
χν3 + χη3ρ3

)
+ 3{χν + χηρ}2χ2η4ρ2ρ2

+ 3(χν + χηρ)χ3η5ρ4ρ + χ4η6ρ6

=
[
χ3ν3 + 3χ2ν2χηρ + 3χνχ2η2ρ2 + χ3η3ρ3

] (
χν3 + χη3ρ3

)
+ 3
{
χ2ν2 + 2χνχηρ + χ2η2ρ2

}
χ2η4ρ2ρ2 + 3(χν + χηρ)χ3η5ρ4ρ + χ4η6ρ6

=
[
χ3ν3 + 3χ2ν2χηρ + 3χνχ2η2ρ2 + χ3η3ρ3

] (
χν3 + χη3ρ3

)
+ 3
{
χ2ν2 + 2χνχηρ + χ2η2ρ2

}
χ2η4

(
1− ρ2

)
ρ2

+ 3(χν + χηρ)χ3η5
(

1− 2ρ2 + ρ4
)
ρ + χ4η6

(
1− 3ρ2 + 3ρ4 − ρ6

)
= :

6∑
i=0

αiρ
i,

where

α0 = χ4ν6 + χ4η6 = χ4ν6 + χ4η6,

α1 = 3χ3ν5χη+ 3χνχ3η5 = 3
(
χ2ν4 + χ2η4

)
χνηχ,

α2 = 3χ2χ2η2ν4 + 3χ2ν2χ2η4 + 3χ4η6 = 3
(
ν2 + η2

)
χ2χ2η2ν2,

−3χ4η6 = 3χ2χ2η2ν4 + 3χ2ν2χ2η4

α3 = χ3ν3χη3 + χ3η3χν3 + 6χνχ3η5 = (χ2 + χ2
)
χχν3η3,

−6χνχ3η5 = (χ2 + χ2
)
χχν3η3

α4 = 3χ2ν2χ2η4 − 3χ2ν2χ2η4 + 3χ4η6 − 6χ4η6 + 3χ4η6 = 0,

α5 = 3χ3η5χν − 6χ3η5χν + 3χνχ3η5 = 0,

α6 = χ4η6 − 3χ4η6 + 3χ4η6 − χ4η6 = 0.

These surprising simplifications show that � is in fact a polynomial in ρ of order three, with a
strictly positive leading coefficient α3, so that �′′ is linear and increasing in ρ and is such that

�′′(ρ)= 0 if and only if ρ =− (η2 + ν2)χχ

νη(χ2 + χ2)
= :ρ•(χ, ν, η).

Now,

�′(ρ•(χ, ν, η))

= 3α3ρ
∗(η, νχ )2 + 2α2ρ

∗(η, νχ )+ α1
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= 3
(
χ2 + χ2

)
χχν3η3ρ∗(η, νχ )2 + 6

(
ν2 + η2

)
χ2χ2η2ν2ρ∗(η, νχ )

+ 3
(
χ2ν4 + χ2η4

)
χνηχ

= 3
(
χ2 + χ2

)
χχν3η3

[
(η2 + ν2)χχ

νη(χ2 + χ2)

]2

− 6
(
ν2 + η2

)
χ2χ2η2ν2 (η2 + ν2)χχ

νη(χ2 + χ2)

+ 3
(
χ2ν4 + χ2η4

)
χνηχ

= 3χ3χ3νη
(η2 + ν2)2

χ2 + χ2
− 6χ3χ3ην

(η2 + ν2)2

χ2 + χ2
+ 3

(
χ2ν4 + χ2η4

)
χνηχ

= 1

χ2 + χ2

(
−3χ3χ3νη(η2 + ν2)2 + 3(χ2 + χ2)

(
χ2ν4 + χ2η4

)
χνηχ

)
= 3νηχχ

χ2 + χ2

(
(χ2 + χ2)

(
χ2ν4 + χ2η4

)
− χ2χ2(η2 + ν2)2

)
= 3νηχχ

χ2 + χ2

(
χ4ν4 + χ2χ2η4 + χ2χ2ν4 + χ4η4 − χ2χ2

(
η4 + 2η2ν2 + ν4

) )
= 3νηχχ

χ2 + χ2

(
χ4ν4 + χ4η4 − 2χ2χ2η2ν2

)
= 3νηχχ

χ2 + χ2 (χν + χη)2 (χν − χη)2 > 0.

Since �′ is an upward parabola with strictly positive minimum, it is always strictly positive;
hence � is a strictly increasing function (of ρ), and the lemma follows. Let ρ∗χ,ν,η denote the
unique solution to �(ρ∗χ,ν,η)= 0; there is an explicit closed-form expression for this solution,
but its exact representation is messy and not particularly informative. We can, however, provide
an upper bound. Indeed,

�(−1)= α0 − α1 + α2 − α3

= χ4ν6 + χ4η6 − 3
(
χ2ν4 + χ2η4

)
χνηχ + 3

(
ν2 + η2

)
χ2χ2η2ν2

−
(
χ2 + χ2

)
χχν3η3

=
(
χ3ν3 − 3χ2ν2ηχ + 3χχ2η2ν − χ3η3

)
χν3

+
(
χ3η3 − 3χ2η2χν + 3χ2χην2 − χ3ν3

)
χη3

= (χν − χη)3
(
χν3 − χη3

)
.

As soon as�(−1)> 0, clearly ρ∗χ,ν,η <−1, so the limiting curvature is always strictly positive.

The sign of �(−1) is given by that of (χν − χη) (χν3 − χη3
)
, which is an upward parabola

in χ . �

5. The stock smile under multi-factor models

We use the setting of Section 2.2.1 to apply our results to an asset price of the form

St = S0 +
∫ t

0
Sr
√

vr dBr,
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where B is correlated with the other N Brownian motions as B=∑N
i=1 ρiWi with

∑N
i=1 ρ

2
i =

1, ρi ∈ [−1, 1] for all i ∈ [[1,N]]. The volatility is a function of (N − 1) Brownian motions,
such that the stock price features one additional and independent source of randomness. To fit
this model into (3) we set A= S and identify φi with ρi

√
v. We modify the notation slightly to

differentiate from the VIX framework: the implied volatility is denoted by ÎT and the skew by
ŜT . We do not consider the curvature in this setting, for lack of an explicit formula. The proof
of this proposition and the following corollary are postponed to Section 6.5.

Proposition 4. Assume that there exist H ∈ (0, 1
2 ) and a random variable X such that, for all

0≤ s≤ y, j ∈ [[1,N]], and p≥ 1, X ∈ Lp, the following hold:

(i) vs ≤ X;

(ii) Dj
svy ≤ X(y− s)H− ;

(iii) sups≤T E[u−p
s ]<∞;

(iv) lim supT↓0 E
[
(
√

vT/v0 − 1)2
]= 0.

Then the short-time limits of the implied volatility and skew are

lim
T↓0

ÎT =√v0 and lim
T↓0

ŜT

TH− =
1

2v0

N∑
j=1

ρj lim
T↓0

∫ T
0

∫ T
s E

[
Dj

svy

]
dyds

TH+3/2
.

Remark 5.

• The second limit is finite because of the condition (ii).

• The one-dimensional version (N = 2) agrees with [4, Theorem 6.3] up to the sign
because the authors of [4] derive with respect to the spot x and not to the log-strike k.

In the two-factor rough Bergomi model (10) we can compute the short-time skew more
explicitly. Recall from Example 2.2.4 that, for all t≥ 0, it means setting N = 3 and defining⎧⎨⎩St= S0 +

∫ t

0
Sr
√

vr dBr,

vt= v0
[
χE (νW1,H

)
t + χE

(
η
(
ρW1,H + ρW2,H

))
t

]
,

where Wi,H
t =

∫ t
0 (t− s)H− dWi

s, for i= 1, 2 and B=∑3
i=1 ρiWi, with W1,W2,W3 being

independent Brownian motions. Hence W3 influences only the asset price, not the variance.

Corollary 1. In the two-factor rough Bergomi model we have the short-time skew limit

lim
T↓0

ŜT

TH− =
ρ1χν + ηχ(ρ1ρ + ρ2ρ)

2H+(1+H+)
. (11)

5.1. Tips for joint calibration in the two-factor rough Bergomi model

Assuming we can observe the short-time limits of the spot ATM implied volatility, it grants
us v0 for free, while the slope of its skew gives us H by (11). Next, we simplify the expressions
from Proposition 3 in the case χ = 1

2 . Denote by I0, S0, and C0 the three limits of Proposition 3,
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and let H± := H ± 1
2 , α := ηρ, β := ηρ. Introduce further the normalised parameters

α̃ := α

ν
, β̃ := β

ν
,

so that, defining ψ̃ (̃α, β̃) :=
√

(1+ α̃)2 + β̃2, we have, after simplifications,

I0 = ν�H−
4H+

√
(1+ α̃)2 + β̃2 = :νCIψ̃ (̃α, β̃),

S0 = νH+�H−
2

(1+α̃)2
[

1+α̃2
2H −

(
1+α̃
H+
)2
]
+2(1+α̃)β̃2

[
α̃

2H− 1+α̃
H+
]
+α̃4

[
1

2H− 1
H2+

]
(

(1+α̃)2+β̃2
)3/2 = :νCS

�S (̃α, β̃)

ψ̃ (̃α, β̃)3
,

C0 = 128νH2+
3�2H

{
(1+α̃)3(1+α̃3)+3(1+α̃)2α̃2β̃2+3(1+α̃)̃αβ̃4+β̃6

}
(

(1+α̃)2+β̃2
)5/2

(1−6H)
= :νCC

�C (̃α, β̃)

ψ̃ (̃α, β̃)5
,

where the constants CI,CS ,CC only depend on� and H. Provided we can observe an approx-
imation of these three limits, we can numerically solve for ν, α̃, β̃ in a system with three
equations. Alternatively, since all three quantities have the factor ν, any quotient of two of
them is a function of only α̃, β̃, which we can plot and match to observed data. Both methods
allow us to deduce ν, α̃, β̃, in turn yielding η and ρ. Finally, we are left with ρ1 and ρ2 to play
with so that the right-hand-side of (11) matches the market observations.

Remark 6. We are not here—as in fact in most papers related to asymptotics—advocating
the use of these formulae for actual direct option pricing, since they are asymptotics. In par-
ticular, this raises several calibration issues (shared with most results on the topic): (i) very
short-maturity options on the VIX are hardly available, and the computation of the curvature,
in particular, is a matter of personal choice (the result will change drastically depending on
the number of data points around the ATM), which is left to the trader; (ii) such asymptotic
formulae serve to provide some intuition about the roles of the model parameters, in particular
on which one helps for each part of the smile. One key message of our result, for example, is
that the model is able to disentangle (over short time horizons) the role of H and that of ν, η, ρ,
and to a certain extent the role of ν and that of η, ρ. Compared to simpler models (one-factor
(rough) Bergomi, classical Heston), we have more parameters here, and our results should be
combined with more asymptotics (for smile wings and large expiries) to be fully meaning-
ful. Unfortunately, these are not fully available yet, and we would rather leave a full-scale
numerical calibration scheme to future endeavours.

6. Proofs

6.1. Useful results

We start by adapting to the multivariate case a well-known decomposition formula and then
prove a lemma which will be used extensively in the rest of the proofs. Both proofs build on
the multidimensional anticipative Itô formula [42, Theorem 3.2.4].

Proposition 5. (Price decomposition.) Under (H123), the following decomposition formula
holds, for all t ∈T, for the price (5), with ut defined in (4) and G := (∂2

x − ∂x)BS:

�t(k)=Et [BS(t,Mt, k, ut)]+ 1

2
Et

[∫ T

t
∂xG(s,Ms, k, us)|�s|ds

]
.
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Proof. Define B̂S(t, x, k, σ 2(T − t)) := BS(t, x, k, σ ) and write for simplicity B̂St :=
B̂S (t,Mt, k, Yt)=BS (t,Mt, k, ut), where we recall that Yt = u2

t (T − t). Note that�T = B̂ST ;
hence �t =Et

[
B̂ST

]
by no-arbitrage arguments. Thanks to (H1) and (H2), we can then apply

a multidimensional anticipative Itô’s formula [42, Theorem 3.2.4] with respect to (t,M, Y):

BS(T,MT , k, uT )= B̂ST = B̂St +
∫ T

t
∂sB̂Ssds+

∫ T

t
∂xB̂Ss

(
d(φ •W)s − 1

2
‖φs‖2ds

)
−
∫ T

t
∂yB̂Ss‖φs‖2ds+ 1

2

∫ T

t
∂2

x B̂Ss‖φs‖2ds+
∫ T

t
∂xyB̂Ss|�s|ds,

with � as in (4). The derivatives of the Black–Scholes price read as follows (for simplicity, we
omit the argument):

∂sB̂Ss = ∂sBSs + us∂uBS

2(T − s)
, ∂yB̂Ss = ∂uBS

2us(T − s)
, and G= ∂uBS

us(T − s)
.

Putting everything together, using the gamma–vega–delta relation

∂σBS(t, x, k, σ )

σ (T − t)
= (∂2

x − ∂x)BS(t, x, k, σ ), (12)

and applying conditional expectation, we obtain

�t =Et [BS(t,Mt, k, ut)]+Et

[∫ T

t
LBS(s, us)ds

]
+Et

[∫ T

t

∂xuBS(s,Ms, k, us)

2us(T − s)
|�s|ds

]
,

(13)

where LBS(s, us) := 1
2

[
u2

s

(
∂2

x − ∂x
)+ ∂s

]
BS(s,Ms, k, us) is the Black–Scholes operator

applied to the Black–Scholes function. Since LBS(s, us)= 0 by construction and

∂xG(s, x, k, σ )= exN ′(d+(x, k, σ ))

σ
√

T − s

(
1− d+(x, k, σ )

σ
√

T − s

)
,

the last term in (13) is well defined by (H3) and the proposition follows.

Lemma 2. For all t ∈T, let Jt := ∫ T
t asds, for some adapted process a ∈L1,2, and let L :=∑n

i=1 ci∂
i
x be a linear combination of partial derivatives, with weights ci ∈R. Then, writing

for clarity BSt := BS(t,Mt,M0, ut), we have

E

[∫ T

0
LBSsasds

]
=E

[
LBS0J0 +

∫ T

0

(
∂3

x − ∂2
x

)
LBSs|�s|Jsds

+
∫ T

0
∂xLBSs

N∑
k=1

(
φk

s Dk
sJs

)
ds

]
. (14)

�
Remark 7. We will use this lemma freely below, with the justification that the condition a ∈
L

1,2 is always satisfied thanks to (H1).

Proof. As in the proof of Proposition 5, we define B̂S(t, x, k, σ 2(T − t)) := BS(t, x, k, σ )
and write for simplicity B̂St := B̂S (t,Mt,M0, Yt)=BS (t,Mt,M0, ut). Define
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P̂(t, x, k, y, j) := LB̂S(t, x, k, u)j and denote P̂ (t,Ms,M0, us, Js) by P̂t for simplicity.
We then apply the multidimensional anticipative Itô’s formula [42, Theorem 3.2.4] with
respect to (t,M, Y, J):

P̂T = P̂0 +
∫ T

0
∂sP̂sds+

∫ T

0
∂xP̂s

(
d(φ •W)s − 1

2

∥∥φs

∥∥2ds

)
−
∫ T

t
∂yP̂s

∥∥φs

∥∥2ds

+ 1

2

∫ T

t
∂2

x P̂s
∥∥φs

∥∥2ds+
∫ T

t
∂xyP̂s|�s|ds+

∫ T

0
∂ĵPs dJs +

∫ T

0
∂xĵPs

N∑
k=1

(
φk

s Dk
sJs

)
ds.

One first notices that P̂0 =LB̂S0J0 and P̂T = 0. Moreover we observe that
∫ T

0 ∂ĵPs dJs =
− ∫ T

0 LB̂Ssasds, which corresponds to the left-hand-side of (14), and∫ T

0
∂xĵPs

N∑
k=1

(
φk

s Dk
sJs

)
ds=

∫ T

0
∂xLB̂Ss

N∑
k=1

(
φk

s Dk
sJs

)
ds.

Since L is a linear operator, the partial derivatives in s, x, and u cancel as in the proof of
Proposition 5. That means we are left with∫ T

0
LB̂Ssasds=LB̂S0J0 +

∫ T

0

(
∂3

x − ∂2
x

)
LB̂Ss|�s|Jsds+

∫ T

0
∂xP̂sd(φ •W)s

+
∫ T

0
∂xLB̂Ss

N∑
k=1

(
φk

s Dk
sJs

)
ds.

Since ∂n
x BS(s, x, u)= ∂n

x B̂S(s, x, u2(T − s)) for any n ∈N, summing everything and taking
expectations imply the claim. �

We adapt and clarify [4, Lemma 4.1] to obtain a convenient bound for the partial deriva-
tives of G. For notational simplicity, since σ and T − t are fixed, we write ς := σ

√
T − t and

G(x, k, ς ) := G(t, x, k, σ ).

Proposition 6. For any n ∈N and p ∈R, there exists Cn,p > 0 independent of x and ς such

that, for all ς > 0 and x ∈R \
{

0, ς
2

2

}
,

∂n
x G(x, k, ς )≤ Cn,p ek

ςp+1
. (15)

If x= 0, then for any n ∈N the bound (15) holds with p= n.
If x= 1

2ς
2, there exists a strictly positive constant Cn independent of ς such that

∂n
x G

(
ς2

2
, k, ς

)
=
⎧⎨⎩

Cn ek

ςn+1
, if n is even,

0, if n is odd.

The following simplification (and extension) will be useful later.

Corollary 2. For any n ∈N, there exists a non-negative Cn,k independent of x and ς such that,
for all ς > 0 and x ∈R,∣∣∂n

x G(x, k, ς )
∣∣≤ Cn,k

ςn+1
,

∣∣∂k∂
n
xG(x, k, ς )

∣∣≤ Cn,k

ςn+2
, and

∣∣∣∂2
k ∂

n
xG(x, k, ς )

∣∣∣≤ Cn,k

ςn+3
.
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Proof of Proposition 6. We first consider the case k= 0. Since

G(x, 0, ς ) := (∂xx − ∂x)BS(t, x, 0, ς )= 1

ς
√

2π
exp

{
x− 1

2
d+(x, ς )2

}
,

where d+(x, ς ) := d+(x, 0, σ )= x
ς
+ ς

2 , direct computation (proof by recursion) yields, for
any n ∈N,

∂n
x G(x, 0, ς )= exp

{
− (ς2 − 2x)2

8ς2

} n∑
j=0

αj
Pj(x)

ς2j+1
, (16)

where, for each j, Pj is a polynomial of degree j independent of ς .

Since d+( ς
2

2 , ς )= ∂xd+( ς
2

2 , ς )= 0, ∂2
x d+( ς

2

2 , ς )=− 1
ς2 , the induction simplifies to

∂n
xG(x, 0, ς )

∣∣
x= ς2

2

=
⎧⎨⎩

Cn

ςn+1
, if n is even,

0, if n is odd,

for some constant Cn > 0 independent of ς , proving the third statement in the proposition.
Similarly, if x= 0, simplifications occur which yield, for any n ∈N,

∂n
x G(x, 0, ς )

∣∣
x=0 = exp

{
−ς

2

8

} n∑
j=0

αj

ς j+1
= 1

ςn+1
exp

{
−ς

2

8

} n∑
j=0

αjς
n−j,

and the second statement in the proposition follows.

Finally, in the general case x ∈R \
{

0, ς
2

2

}
, we can rewrite (16) for any p ∈R as

∂n
x G(x, 0, ς )= 1

ςp+1
exp

{
− (ς2 − 2x)2

8ς2

} n∑
j=0

αkPj(x)ςp−2j

= :
1

ςp+1
exp

{
− (ς2 − 2x)2

8ς2

}
Hn,p(x, ς ).

For each n ∈N, p ∈N, Hn,p is a two-dimensional function consisting only of powers of ς2

and x2/ς2. Since the exponential factor contains these very same terms, there exists a strictly
positive constant Cn,p, independent of x and ς , such that

exp

{
− (ς2 − 2x)2

8ς2

}
Hn,p(x, ς )≤Cn,p,

proving the proposition in the case k= 0.
The case k ∈R follows directly from the observation that G(x, 0, ς )=G(x− k, 0, ς )ek.

Finally, since ∂kd+(x, k, σ )=−∂xd+(x, k, σ ) and ∂2
k d+(x, k, σ )=−∂2

x d+(x, k, σ ), the same
simplifications occur if we take a partial derivative with respect to k instead of x.
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6.2. Proofs of the main results

6.2.1. Proof of Theorem 1: level. To prove this result, we draw insights from the proofs of
[2, Theorem 8] and [5, Proposition 3.1]. By definition

IT =BS←(0,M0,M0, �0)= :
←−
BS(�0),

and we write B̃S(x) := BS(0, x, x, u0). Using Proposition 5 at time 0, we see that �0 = �T ,
where

�t := E

[
B̃S(M0)+ 1

2

∫ t

0
∂xG(s,Ms,M0, us)|�s|ds

]
, for t ∈T,

which is a deterministic path. The fundamental theorem of integration reads

IT =←−BS(�T )=←−BS(�0)+
∫ T

0
∂t
←−
BS(�t)dt=←−BS(�0)+

∫ T

0

←−
BS′(�t)∂t�tdt

=←−BS(�0)+ 1

2

∫ T

0

←−
BS′(�t) E

[|�t|∂xGt
]
dt,

where Gt := G(t,Mt,M0, ut). We can deal with the integral by computing
←−
BS′ and ∂xG

explicitly:

←−
BS′(�t)=

(
eM0N ′

(
d+
(
Mt,M0,

←−
BS(�t)

))√
T − t

)−1
,

∂xG(s, x, k, σ )= exN ′(d+(x, k, σ )
)

σ
√

T − s

(
1− d+(x, k, σ )

σ
√

T − s

)
.

Since �:R+→R and
←−
BS:R→R are continuous, the following is uniformly bounded for all

T ≤ 1:
N ′(d+(Ms,M0, u0)

)
N ′
(

d+
(
Ms,M0,

←−
BS(�s)

)) = exp

{
1

8

(
(T − s)

←−
BS(�s)

2 − u2
0

)}
.

Therefore, by (H4) we obtain

lim
T↓0

E

[∫ T

0

←−
BS′(�t)|�t|∂xGtdt

]
= lim

T↓0
E

⎡⎣∫ T

0

N ′ (d+ (Mt,M0, ut))

N ′
(

d+
(
Mt,M0,

←−
BS(�t)

)) |�t|
2u2

t

√
T

dt

⎤⎦= 0.

Since �0 =E
[
B̃S(M0)

]
and u0 =←−BS

(
B̃S(M0)

)
, we have

←−
BS(�0)=←−BS

(
E
[
B̃S(M0)

])−E[u0 − u0]=E

[←−
BS
(
E
[
B̃S(M0)

] )−←−BS
(

B̃S(M0)
)]
+E[u0].

(17)

The Clark–Ocone formula yields

B̃S(M0)=E
[
B̃S(M0)

]+ N∑
i=1

∫ T

0
Es
[
Di

sB̃S(M0)
]

dWi
s,
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and by the gamma–vega–delta relation (12) we have

∂σBS(0, x, x, σ )= exp

{
x− σ

2

8
T

}√
T

2π
, (18)

which in turn implies

Ui
s := Es

[
Di

sB̃S(M0)
]=Es

[
∂σ B̃S(M0)

2u0
√

T

∫ T

0
Di

s

∥∥φr

∥∥2dr

]
=Es

[
eM0− 1

8u
2
0

2
√

2πu0

∫ T

0
Di

s

∥∥φr

∥∥2dr

]
.

(19)

Define �r := Er

[
B̃S(M0)

]
, so that the difference we are interested in from (17) reads, after

we apply the standard Itô’s formula,

←−
BS(�0)−E[u0]=E

[←−
BS(�0)−←−BS(�T )

]
=−

N∑
i=1

E

[∫ T

0

←−
BS′(�s)U

i
sdWi

s +
1

2

∫ T

0

←−
BS′′(�s)(U

i
s)

2ds

]
. (20)

The stochastic integral above has zero expectation by the same argument as used for
[5, Proposition 3.1]. Moreover, (H5) states that u0 is dominated almost surely by Z ∈ Lp, and
therefore so are � and

←−
BS′′(�s)=

←−
BS(�s)

4e2MsN ′
(

d+
(
Ms,M0,

←−
BS(�s)

))2
,

by continuity. Plugging in the expression for Ui from (19), we apply (H5) to conclude that the
second integral of (20) tends to zero.

6.2.2. Proof of Theorem 2: skew. This proof follows from arguments similar to those of
[4, Proposition 5.1]. We recall that �0(k)=BS

(
0,M0, k, IT (k)

)
. On the one hand, by the

chain rule we have

∂k�0(k)= ∂kBS
(
0,M0, k, IT (k)

)+ ∂σBS
(
0,M0, k, IT (k)

)
∂kIT (k). (21)

On the other hand, the decomposition obtained in Proposition 5 yields

∂k�0(k)=E
[
∂kBS(0,MT , k, u0)

]+E

[∫ T

0

1

2
∂xkG(s,Ms,M0, us)|�s|ds

]
. (22)

Equating (21) and (22) gives

∂kIT (k)= E [∂kBS(0,MT , k, u0)]− ∂kBS(0,M0, k, IT (k))

∂σBS(0,M0, k, IT (k))

+
E

[∫ T
0 ∂xkG(s,Ms,M0, us)|�s|ds

]
2∂σBS(0,M0, k, IT (k))

, (23)
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which in particular also holds for k=M0. Performing simple algebraic manipulations and
using the derivatives of the Black–Scholes function ATM as in [4, Proposition 5.1], we find the
following (remember we drop the k-dependence in IT when ATM):

E
[
∂kBS(0,M0,M0, u0)

]− ∂kBS(0,M0,M0, IT )= 1

2
E

[∫ T

0

1

2
∂xG(s,Ms,M0, us)|�s|ds

]
.

By (23), this in turn yields

∂kIT =
E

[∫ T
0 L(s,Ms,M0, us)|�s|ds

]
∂σBS

(
0,M0,M0, IT

) , (24)

where L := ( 1
2 + ∂k) 1

2∂xG. We write Ls := L(s,Ms,M0, us) for simplicity and apply Lemma 2

to Ls
∫ T

s |�r|dr, which yields

E

[∫ T

0
Ls|�s|ds

]
=E

[
L0

∫ T

0
|�s|ds

]
+E

[∫ T

0
(∂3

x − ∂2
x )Ls|�s|

(∫ T

s
|�r|dr

)
ds

]

+E

⎡⎣∫ T

0
∂xLs

N∑
j=1

{
φj

s Dj
s

(∫ T

s
|�r|dr

)}
ds

⎤⎦= :R1 + R2 + R3.

We combine (18) with the bound ∂k∂
n
x G(t, x, k, σ )≤C

(
σ
√

T − t
)−n−2 from Corollary 2 to

obtain

R2

∂σBS(0,M0,M0, IT )
≤ C√

T
E

[∫ T

0

|�s|
u6

s

(∫ T

s
|�r|dr

)
ds

]
,

R3

∂σBS(0,M0,M0, IT )
≤ C√

T
E

⎡⎣∫ T

0

1

u4
s

N∑
j=1

{
φj

sD
j
s

(∫ T

s
|�r|dr

)}
ds

⎤⎦ ,
and both converge to zero by (Hλ6). We are left with R1. From Section 6.6, we have

L(0, x, x, u)= exp{x− u2

8 T}
u
√

2πT

(
1

4
+ 1

2u2T

)
,

and therefore by (18),

L0

∂σBS(0,M0,M0, IT )
=
(

1

4
+ 1

2u2
0T

)
1

u0T
exp

{
−T

8

(
u2

0 − I2
T

)}
.

This yields

R1

Tλ∂σBS(0,M0,M0, IT )
=E

[(
u2

0

2
+ 1

)
exp

{
−T

8

(
u2

0 − I2
T

)}
KT

]
,

where KT :=
∫ T

0 |�s|ds

2T
1
2+λu3

0

. Furthermore,

sup
ω∈�

∣∣∣∣exp

{
−T

8

(
u2

0 − I2
T

)}
− 1

∣∣∣∣= sup
ω∈�

∣∣∣∣exp

{
1

8

(
TI2

T − u2
0

)}
− 1

∣∣∣∣
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not only is finite but converges to zero as T goes to zero. Hence,

lim
T↓0

E

[(
u2

0

2
+ 1

)
exp

{
−T

8

(
u2

0 − I2
T

)}
KT

]
= lim

T↓0
E

[(
u2

0

2
+ 1

)
KT

]
.

We can finally conclude by (Hλ7) that

lim
T↓0

R1

Tλ∂σBS(0,M0,M0, IT )
= lim

T↓0
E[KT ],

which has a finite limit.

6.2.3. Proof of Theorem 3: curvature. Step 1. Let us start by simply taking a second derivative
with respect to k (we write BS(M0, IT (k)) as short for BS(0,M0,M0, IT (k))):

∂k

(
∂σBS

(
M0, IT (k)

)
∂kIT (k)

)
= ∂σBS

(
M0, IT (k)

)
∂2

k IT (k)

+
[
∂kσBS

(
M0, IT (k)

)+ ∂2
σBS

(
M0, IT (k)

)
∂kIT (k)

]
∂kIT (k).

Taking the derivative with respect to k in (24) and equating with the above formula yields

∂2
k IT (k)∂σBS(M0, IT )=−∂2

σBS
(
M0, IT (k)

)
∂kIT (k)2 − ∂kσBS

(
M0, IT (k)

)
∂kIT (k)

+E

[∫ T

0
∂kL(s,Ms,M0, us)|�s|ds

]
= :T1 + T2 + T3.

A similar expression is presented in [3], and we notice that T1 and T2 in the expression above,
after being multiplied by T−λ, are identical to those from [3, Equation (25)] and can therefore
be dealt with in the same way. Step 1 shows that T−λT1 tends to zero as T ↓ 0, and Step 2
yields T2 =− 1

2∂kIT (k).

Step 2. Recall that L= 1
2

(
1
2 + ∂k

)
∂xG. We need the anticipative Itô’s formula (Lemma 2)

twice on T3. Indeed, even though the bound on ∂n
x G worsens as n increases, it is more than

compensated for by the additional integrations. The terms with more integrals (i.e. more reg-
ularity) tend to zero as T goes to zero, by (Hγ8 ), and we compute the others in closed form.
For clarity we write Ls = L(s,Ms,M0, us) for all s≥ 0. By a first application of Lemma 2 on
∂kLs

∫ T
s |�s|ds we obtain

T3 =E

[
∂kL0

∫ T

0
|�s|ds

]
+E

[∫ T

0
(∂3

x − ∂2
x )∂kLs|�s|

(∫ T

s
|�r|dr

)
ds

]

+E

⎡⎣∫ T

0
∂xkLs

N∑
j=1

{
φj

s Dj
s

(∫ T

s
|�r|dr

)}
ds

⎤⎦= :S1 + S2 + S3.

To deal with S2, we apply Lemma 2 again on (∂3
x − ∂2

x )∂kLs
∫ T

s |�r|
(∫ T

r |�y|dy
)

dr= :HsZs,

which yields
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S2 =E

⎡⎣H0Z0 +
∫ T

0
(∂3

x − ∂2
x )Hs|�s|Zsds+

∫ T

0
∂xHs

N∑
j=1

(
φj

sD
j
sZs
)

ds

⎤⎦= :Sa
2 + Sb

2 + Sc
2.

We will deal with these terms in the last step. For S3, we apply Lemma 2 once more to

∂xkLs

∫ T

s

N∑
j=1

{
φj

r Dj
r

(∫ T

r
|�y|dy

)}
dr= :H̃sZ̃s,

and obtain

S3 =E

⎡⎣H̃0Z̃0 +
∫ T

0
(∂3

x − ∂2
x )H̃s|�s |̃Zsds+

∫ T

0
∂xH̃s

N∑
j=1

(
φj

sD
j
sZ̃s
)

ds

⎤⎦= :Sa
3 + Sb

3 + Sc
3.

Step 3. We now evaluate the derivative at k=M0 and drop the k-dependence. To
summarise,

∂2
k IT = T1 + T2 + S1 + Sa

2 + Sb
2 + Sc

2 + Sa
3 + Sb

3 + Sc
3

∂σBS
(
0,M0,M0, IT

) ,

where

S1 =E

[
∂kL0

∫ T

0
|�s|ds

]
,

Sa
2 =E

[
H0

∫ T

0
|�r|

(∫ T

r
|�y|dy

)
dr

]
,

Sa
3 =E

⎡⎣H̃0

∫ T

0

N∑
j=1

{
φj

r Dj
r

(∫ T

r
|�y|dy

)}
dr

⎤⎦ ,
Sb

2 =E

[∫ T

0
(∂3

x − ∂2
x )Hs|�s|

(∫ T

s
|�r|

(∫ T

r
|�y|dy

)
dr

)
ds

]
,

Sc
2 =E

⎡⎣∫ T

0
∂xHs

N∑
j=1

(
φj

sD
j
s

(∫ T

s
|�r|

(∫ T

r
|�y|dy

)
dr

)
ds

)
ds

⎤⎦ ,
Sb

3 =E

⎡⎣∫ T

0
(∂3

x − ∂2
x )H̃s|�s|

∫ T

s

N∑
j=1

{
φj

r Dj
r

(∫ T

r
|�y|dy

)}
drds

⎤⎦ ,
Sc

3 =E

⎡⎣∫ T

0
∂xH̃s

N∑
k=1

⎧⎨⎩φk
s Dk

s

⎛⎝∫ T

s

N∑
j=1

{
φj

r Dj
r

(∫ T

r
|�y|dy

)}
dr

⎞⎠⎫⎬⎭ ds

⎤⎦ .

We recall once again the bound ∂n
x G(t, x, k, σ )≤C

(
σ
√

T − t
)−n−1 as T − t goes to zero. We

observe that H and H̃ consist of derivatives of G up to the sixth and the fourth order, respec-
tively; therefore Sb

2, Sc
2, Sb

3, Sc
3 tend to zero by (Hγ8 ). In order to deal with S1, Sa

2, and Sa
3, we use

the explicit partial derivatives from Section 6.6 and (18); as in the proof of Theorem 2, (Hγ9 )
implies that only the higher derivatives of u0 remain in the limit:
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lim
T↓0

S1

Tλ∂σBS
(
0,M0,M0, IT

) = lim
T↓0

1

Tλ

E

[
∂kL0

∫ T
0 |�s|ds

]
∂σBS

(
0,M0,M0, IT

)
= lim

T↓0

1

Tλ
E

[
1

u0T

(
1

8
+ 1

2u2
0T

) ∫ T

0
|�s|ds

]

= lim
T↓0

E

[
1

2u3
0 T

1
2+λ

∫ T

0
|�s|ds

]
= lim

T↓0

ST

Tλ
,

lim
T↓0

Sa
2

Tλ∂σBS
(
(0,M0,M0, IT

)
)
= lim

T↓0

1

Tλ
E

[
Z0

u0
√

T

(
− 15

2u6
0

− 3

2u4
0

− 5

32u2
0

− 1

64

)]

= lim
T↓0

E

[
−15

2u7
0T

1
2+λ

∫ T

0
|�r|

(∫ T

r
|�y|dy

)
dr

]
,

lim
T↓0

Sa
3

Tλ∂σBS
(
0,M0,M0, IT

) = lim
T↓0

1

Tλ
E

[
Z̃0

u0
√

T

(
3

2u4
0

+ 3

8u2
0

+ 1

16

)]

= lim
T↓0

3

2
E

⎡⎣ 1

u5
0T

1
2+λ

∫ T

0

N∑
j=1

{
φj

r Dj
r

(∫ T

r
|�y|dy

)}
dr

⎤⎦ .

Hence, to conclude, the claim follows from

lim
T↓0

CT

Tλ
= lim

T↓0

T2 + S1 + Sa
2 + Sa

3

Tλ∂σBS(M0, IT )
.

6.3. Proof of Proposition 1: VIX asymptotics

In this section, we will repeatedly interchange the Malliavin derivative and conditional
expectation, which is justified by [42, Proposition 1.2.8].

Proposition 7. In the case where A=VIX, the conditions in (C) imply the assumptions (H
λγ

)
for any λ ∈ (− 1

2 , 0] and γ ∈ (−1, 3H − 1
2 ].

Proof. We write a � b when there exists X ∈ Lp such that a≤ Xb almost surely, and a≈ b if
a � b and b � a. The assumption (H1) is given by the first item of (C2), and (H2) corresponds
to (C1). Since 1/M is dominated, so is 1/VIX. We then have, for i= 1, 2 and by Cauchy–
Schwarz,

mi
y =Ey

[∫ T+�
T Di

yvrdr

2�VIXT

]
�
∫ T+�

T
(r− y)H−dr= (T +�− y)H+ − (T − y)H+

H+
.

If H < 1
2 , then the incremental function x �→ (x+�)H+ − xH+ is decreasing by concavity.

For j= 1, 2 and t≤ s, this implies by domination of 1/M that φi ≈mi is also dominated
and

https://doi.org/10.1017/apr.2024.45 Published online by Cambridge University Press

https://doi.org/10.1017/apr.2024.45


24 A. JACQUIER ET AL.

Dj
sφ

i
y =

Dj
smi

y

My
− mi

yDj
sMy

M2
y

�
∫ T+�

T
(r− y)H− (r− s)H−dr+

∫ T+�

T
(r− y)H−dr

∫ T+�

T
(r− s)H−dr

≤ �
2H

2H
+ �

H+1

H2+
. (25)

Combining these two estimates, we obtain

�j
s = 2φj

s

∫ T

s

(
N∑

i=1

φi
yDj

sφ
i
y

)
dy � T − s.

It is clear by now that indices and sums do not influence the estimates, so we informally drop
them for more clarity and continue with the higher derivatives:

Dt�s =Dtφs

∫ T

s
φrDsφrdr+ φs

∫ T

s
DtφrDsφrdr+ φs

∫ T

s
φrDtDsφrdr,

where the first and second terms behave like T − s. For t≤ s≤ y≤ T , we deduce from (25) that
DtDsφy consists of five terms, of which four behave like (T − s), and only one features three
derivatives:

DtDsmy �
∫ T+�

T
(r− s)H−(r− t)H−(r− y)H−dr≤

∫ T+�

T
(r− y)3H− 3

2 dy

≈ (T +�− y)3H− 1
2 − (T − y)3H− 1

2 .

If H ≥ 1
6 , then concavity implies Dt�s � (T − s). Otherwise, if H < 1

6 , then

Dt�s � (T − s)+
[
(T +�− s)3H+ 1

2 −�3H+ 1
2

]
+ (T − s)3H+ 1

2 ≤ (T − s)+ 2(T − s)3H+ 1
2 .

In the second derivative of �, the first and second terms behave like (T − s) and Dt�s �
(T − s)+ (T − s)(3H+ 1

2 )∧1 respectively; hence we focus on
∫ T

s DwDtDsφydy, where the new
term is

DwDtDsmy ≈
∫ T+�

T
(r−w)H− (r−s)H−(r−t)H− (r−y)H−dr � (T +�− y)4H−1−(T−y)4H−1.

If H ≥ 1
4 , then Dt�s � (T − s) by concavity. Otherwise, when H < 1

4 ,

DwDt�s � (T − s)+ (T − s)(3H+ 1
2 )∧1 +

[
(T +�− s)4H −�4H

]
+ (T − s)4H

≤ (T − s)+ (T − s)(3H+ 1
2 )∧1 + 2(T − s)4H,

where the last inequality holds by yet again the same concavity argument. �
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This yields a rule for checking that the quantities in our assumptions indeed converge. We
summarise the above estimates in the case H ≤ 1

2 : there exists Z ∈ Lp such that for s≤ T and T
small enough,

�s ≤ Z(T − s), D�s ≤ Z(T − s)(3H+ 1
2 )∧1, DD�s ≤ Z(T − s)(4H)∧1

hold almost surely. Thanks to the Cauchy–Schwarz inequality we can disentangle the numer-
ators (integrals and derivatives of �) and denominators (powers of u) of the assumptions,
which are both uniformly bounded in Lp. We can easily deduce that (H3), (H4), (H5), (Hλ6),
(Hγ8 ) are satisfied (convergence to zero). In (Hλ7), E[KT ] behaves as T−λ, so it converges for
any λ ∈ (− 1

2 , 0], and the uniform L2 bound is satisfied thanks to (C3). Moreover, in the limit

the first term in (Hγ9 ) behaves as T−γ and the second behaves as T3H− 1
2−γ ; therefore both

assumptions are satisfied for any λ ∈ (− 1
2 , 0] and γ ∈ (−1, 3H − 1

2 ]. Similarly, (C3) ensures
the uniform L2 bounds.

6.3.1. Convergence lemmas. We require some preliminaries before we dive into the compu-
tations. We present three versions of integral convergence tailored to our purposes, which are
essential for computing the limits in Theorems 1, 2, and 3. The conditions they require hold
thanks to the continuity of (C4). Recall the local Taylor theorem: if a function g(·) is con-
tinuous on [0, δ] for some δ > 0, then there exists a continuous function ε(·) on [0, δ] with
limx↓0 ε(x)= 0 such that g(x)= g(0)+ ε(x) for any x ∈ [0, δ].

Lemma 3. If f : R2+→R is such that f (T, ·) is continuous on [0, δ0] for some δ0 > 0 and
lim
T↓0

f (T, 0)= f (0, 0), then

lim
T↓0

1

T

∫ T

0
f (T, y) dy= f (0, 0). (26)

Proof. For T < δ0, we can write

1

T

∫ T

0
f (T, y)dy= 1

T

∫ T

0
[f (T, 0)+ ε0(y)]dy= f (T, 0)+ 1

T

∫ T

0
ε0(y)dy,

where the function ε0 is continuous on [0, δ0] and converges to zero at the origin. Hence, for
any η0 > 0, there exists δ̃0 > 0 such that, for any y≤ δ̃0, |ε0(y)|<η0. For all T < δ̃0 ∧ δ0,∣∣∣∣ 1T

∫ T

0
ε0(y)dy

∣∣∣∣≤ η0.

Since η0 can be taken as small as desired, the fact that limT↓0 f (T, 0)= f (0, 0) concludes the
proof. �
Lemma 4. Let f : R3+→R be such that, for each y≤ T, f (T, y, ·) is continuous on [0, δ0] with
δ0 > 0, f (T, ·, 0) is continuous on [0, δ1] with δ1 > 0, and limT↓0 f (T, 0, 0)= f (0, 0, 0). Then

lim
T↓0

1

T2

∫ T

0

∫ y

0
f (T, y, s)dsdy= f (0, 0, 0)

2
. (27)
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Proof. For T < δ0 ∧ δ1, we can write

1

T2

∫ T

0

{∫ y

0
f (T, y, s)ds

}
dy= 1

T2

∫ T

0

{∫ y

0

[
f (T, y, 0)+ ε0(s)

]
ds

}
dy

= 1

T2

∫ T

0

{
f (T, y, 0)y+

∫ y

0
ε0(s)ds

}
dy

= 1

T2

∫ T

0

{(
f (T, 0, 0)+ ε1(y)

)
y+

∫ y

0
ε0(s)ds

}
dy

= f (T, 0, 0)

2
+ 1

T2

∫ T

0

{
ε1(y)y+

∫ y

0
ε0(s)ds

}
dy,

where ε1(·) is continuous on [0, δ1] and ε0(·) is continuous on [0, δ0], and both are null at the
origin. For any η1 > 0, there exists δ̃1 > 0 such that, for any y ∈ [0, δ̃1], we have |ε1(y)|<η1.
Therefore, for the first integral, we have, for T < δ̃1 ∧ δ0 ∧ δ1,

∣∣∣∣ 1

T2

∫ T

0
ε1(y)ydy

∣∣∣∣≤ 1

T2

∫ T

0
|ε1(y)| ydy≤ 1

T2

∫ T

0
η1ydy≤ η1

2
.

Likewise, since ε0(·) tends to zero at the origin, for any η0 > 0 there exists δ̃0 > 0 such that,
for any y ∈ [0, δ̃0], we have |ε0(y)|<η0. Therefore, for the second integral, we have, for T <
δ̃0 ∧ δ0 ∧ δ1,

∣∣∣∣ 1

T2

∫ T

0

∫ y

0
ε0(s)dsdy

∣∣∣∣≤ 1

T2

∫ T

0

∫ y

0
|ε0(s)| dsdy≤ 1

T2

∫ T

0

∫ y

0
η0dsdy≤ η0

2
.

Since η1 and η0 can be taken as small as desired, taking the limit of f (T , 0, 0) as T goes to zero
concludes the proof. �
Lemma 5. Let f : R4+→R be such that, for all 0≤ s≤ y≤ T, the functions f (T, y, s, ·),
f (T, y, ·, 0), f (T, ·, 0, 0) are continuous on [0, δ0], [0, δ1], [0, δ2], respectively, for some
δ0, δ1, δ2 > 0, and limT↓0 f (T, 0, 0, 0)= f (0, 0, 0, 0). Then the following limit holds:

lim
T↓0

1

T3

∫ T

0

∫ y

0

∫ s

0
f (T, y, s, t)dtdsdy= f (0, 0, 0, 0)

6
. (28)

Proof. For T < δ0 ∧ δ1 ∧ δ2, we can write

1

T3

∫ T

0

{∫ y

0

(∫ s

0
f (T, y, s, t)dt

)
ds

}
dy

= 1

T3

∫ T

0

{∫ y

0

(∫ s

0
[f (T, y, s, 0)+ ε0(t)]dt

)
ds

}
dy
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= 1

T3

∫ T

0

{∫ y

0

(
f (T, y, s, 0)s+

∫ s

0
ε0(t)dt

)
ds

}
dy

= 1

T3

∫ T

0

{∫ y

0

([
f (T, y, 0, 0)+ ε1(s)

]
s+
∫ s

0
ε0(t)dt

)
ds

}
dy

= 1

T3

∫ T

0

{
f (T, y, 0, 0)

y2

2
+
∫ y

0

(
ε1(s)s+

∫ s

0
ε0(t)dt

)
ds

}
dy

= 1

T3

∫ T

0

{[
f (T, 0, 0, 0)+ ε2(y)

]y2

2
+
∫ y

0

(
ε1(s)s+

∫ s

0
ε0(t)dt

)
ds

}
dy

= f (T, 0, 0, 0)

6
+ 1

T3

∫ T

0

{
ε2(y)

y2

2
+
∫ y

0

(
ε1(s)s+

∫ s

0
ε0(t)dt

)
ds

}
dy,

where the function ε2 is continuous on [0, δ2], the function ε1 is continuous on [0, δ1], and the
function ε0 is continuous on [0, δ0], all converging to zero at the origin. By the same argument
as in the previous proof, for any η0, η1, η2 > 0, there exists δ̃ > 0 such that for all T ≤ δ̃, we
have |ε0(T)| ≤ η0, |ε1(T)| ≤ η1, and |ε2(T)| ≤ η2. This implies∣∣∣∣ 1

T3

∫ T

0

{
ε2(y)

y2

2
+
∫ y

0

(
ε1(s)s+

∫ s

0
ε0(t)dt

)
ds

}
dy

∣∣∣∣≤ η2 + η1 + η0

6
.

Since η2, η1 and η0 can be taken as small as desired, taking the limit of f (T ,0,0,0) as T goes to
zero concludes the proof. �

To apply these lemmas, we will use a modified version of the martingale convergence the-
orem, which holds in our setting thanks to domination provided by (C1) and (C2) and the
continuity of (C4).

Lemma 6. Let (Xt)t≥0 be almost surely continuous in a neighbourhood of zero, with
supt≤1 |Xt| ≤ Z ∈ L1. Then the conditional expectation process (Et[Xt])t≥0 is also almost surely
continuous in a neighbourhood of zero. In particular,

lim
t↓0

Et[Xt]=E[X0].

Remark 8. The process (Xt)t≥0 is not necessarily adapted.

Proof. All the limits are taken in the almost sure sense. Let δ > 0 be such that X is con-
tinuous on [0, δ], and fix t< δ. We set a sequence {tn}n∈N on [0, δ] which converges to t as n
goes infinity. Assume first that {tn}n∈N is a monotone sequence. Since Ftn tends monotonically
to Ft and X is dominated, the classical martingale convergence theorem (MCT) asserts that
limn↑∞ Etn [Xt]=Et[Xt]. For fixed n ∈N and any q≥ |tn − t|,

|Xtn − Xt| ≤ sup
|p−t|≤q

|Xp − Xt|. (29)

Let us fix ε > 0. By the MCT, there exists n0 ∈N such that, if n≥ n0, then∣∣∣∣Etn

[
sup
|p−t|≤q

|Xp − Xt|
]
−Et

[
sup
|p−t|≤q

|Xp − Xt|
]∣∣∣∣< ε,

and by dominated convergence there exists δ′ > 0 with Et

[
sup|p−t|≤δ′ |Xp − Xt|

]
< ε. There

exists n1 ∈N such that |tn − t| ≤ δ′ for all n≥ n1; thus if n≥ n0 ∨ n1, then (29) yields
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Etn [|Xtn − Xt|]< 2ε and

lim
n↑∞Etn [Xtn]=Et[Xt]. (30)

Now we consider the general case where {tn}n∈N is not monotone. From every subsequence
of {tn}n∈N, one can extract a further subsequence which is monotone. Let us call this sub-
subsequence {tnk}k∈N. Therefore, (30) holds with tnk instead of tn. Since every subsequence of
(Etn[Xtn ])n∈N has a further subsequence that converges to the same limit, the original sequence
also converges to this limit. �

For convenience, we use the following definition.

Definition 2. Let k, n ∈N with k≤ n. For a function f : Rn+→R, we define

lim
0≤x1≤x2≤···≤xk↓0

f (x1, · · · , xn) := lim
xk↓0
· · · lim

x2↓0
lim
x1↓0

f (x1, · · · , xn).

Notice that the right-hand sides of (26), (27), and (28) correspond to

lim
y≤T↓0

f (T, y),
1

2
lim

s≤y≤T↓0
f (T, y, s), and

1

6
lim

t≤s≤y≤T↓0
f (T, y, s, t),

respectively.

6.3.2. Proof of Proposition 1. Let us recall some important quantities:

My =Ey [VIXT ]=Ey

⎡⎣√ 1

�

∫ T+�

T
ETvrdr

⎤⎦ ,
mi

y =Ey[Di
yMy]=Ey

[∫ T+�
T Di

yETvrdr

2�VIXT

]
=Ey

[∫ T+�
T Di

yvrdr

2�VIXT

]
,

φi
y =

mi
y

My
=

Ey

[(∫ T+�
T Di

yvrdr
)
/(2�VIXT )

]
Ey[VIXT ]

. (31)

We also recall that Ji and Gij, i, j ∈ [[1,N]], were defined in (9). In this proof we will define
f (0) := limx↓0 f (x), for every f : R+→R, as soon as the limit exists and even if f is not actually
continuous around zero. In this way we make it continuous, which allows us to apply the
convergence lemmas.

Level. By (C1) and the MCT, limy↓0 Ey[VIXT ]=E[VIXT ] and (My)y≥0 is continuous
around zero, almost surely. By (C4) and the dominated convergence theorem (DCT), we
have limy↓0

∫ T+�
T Di

yvrdr= ∫ T+�
T Di

0vrdr and
( ∫ T+�

T Di
yvrdr)y≥0 is continuous around zero,

almost surely. Let i ∈ [[1,N]]; from (C1) and (C2) we also obtain that almost surely

1

VIXT

∫ T+�

T
Di

yvrdr≤ X2
{

(T +�− y)H+ − (T − y)H+
}
,

for some X ∈ L2. Therefore it is dominated, and by Lemma 6, almost surely mi
y is continuous

at zero and

lim
y↓0

mi
y =E

[∫ T+�
T Di

0vrdr

2�VIXT

]
.
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Since My > 0 for all y≤ T , φi is also continuous at zero and limy≤T↓0 φ
i
y = Ji/(2�VIX2

0). By
virtue of Theorem 1 and Lemma 3, we obtain

lim
T↓0

IT = lim
T↓0

E[u0]= lim
y≤T↓0

∥∥φy

∥∥= ‖J‖
2�VIX2

0

.

Skew. To obtain the skew limit we need to compute a few Malliavin derivatives. For all i, j ∈
[[1,N]],

Dj
sm

i
y =Ey

[∫ T+�
T Dj

sDi
yvrdr VIXT −

∫ T+�
T Di

yvrdr Dj
sVIXT

2�VIX2
T

]

=Ey

[∫ T+�
T Dj

sDi
yvrdr

2�VIXT
−
∫ T+�

T Di
yvrdr

∫ T+�
T Dj

svrdr

4�2VIX3
T

]
,

which yields

Dj
sφ

i
y =

Dj
smi

y

My
− mi

yDj
sMy

M2
y

=Ey

[∫ T+�
T Dj

sDi
yvrdr

2�VIXTMy
−
∫ T+�

T Di
yvrdr

∫ T+�
T Dj

svrdr

4�2VIX3
TMy

− mi
y

∫ T+�
T Dj

svrdr

2�VIXTM2
y

]

= :Ey

[
Aij

T (y, s)+ Bij
T (y, s)+Cij

T (y, s)
]

.

Based on (C1), (C2), and (C4), for each T ≥ 0, Aij
T , Bij

T , and Cij
T are dominated and almost surely

continuous in both arguments. For each s≥ 0, Lemma 6 and the DCT yield, almost surely, that
(Dj

sφ
i
y)y≥0 and (Dj

sφ
i
0)s≥0 are continuous around zero. In particular,

lim
s↓0

Ey
[
Aij

T (y, s)+ Bij
T (y, s)+Cij

T (y, s)
]=E

[
Aij

T (y, 0)+ Bij
T (y, 0)+Cij

T (y, 0)
]
,

lim
y↓0

Ey
[
Aij

T (y, 0)+ Bij
T (y, 0)+Cij

T (y, 0)
]=E

[
Aij

T (0, 0)+ Bij
T (0, 0)+Cij

T (0, 0)
]
.

By the DCT again this yields

lim
T↓0

E[Aij
T (0, 0)]= Gij

2�VIX2
0

and lim
T↓0

E[Bij
T (0, 0)]= lim

T↓0
E[Cij

T (0, 0)]=− JiJj

4�2VIX4
0

.

Therefore φj
sD

j
s(φi

y)2 satisfies the continuity requirements of f (T , y, s) in Lemma 4. We combine
this lemma with the limits above to see that, almost surely,

lim
T↓0

1

T2

∫ T

0
φj

s

∫ T

s
Dj

s(φ
i
y)2dyds= lim

T↓0

1

T2

∫ T

0

∫ y

0
φj

sD
j
s(φ

i
y)2dsdy= 1

2
lim

s≤y≤T↓0
φj

sD
j
s(φ

i
y)2

= Jj

4�VIX2
0

[
JiGij

2�2VIX4
0

− J2
i Jj

2�3VIX6
0

]
.
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We also recall that limT↓0 u0 = ‖J‖
2�VIX2

0
almost surely; hence, with (C2) and (C3), the DCT

implies

lim
T↓0

ST =
N∑

i,j=1

lim
T↓0

1

2
E

[∫ T
0 φ

j
s
∫ T

s Dj
s(φi

y)2dyds

u3
0T2

]
= 1

2‖J‖3
N∑

i,j=1

JiJj

(
Gij − JiJj

�VIX2
0

)
. (32)

Curvature. We now turn our attention to the curvature. By the same arguments as above
we have

lim
T↓0

E

⎡⎢⎣
(∑N

i,j=1

∫ T
0 φ

j
s
∫ T

s Dj
s(φi

y)2dyds
)2

u7
0T4

⎤⎥⎦= 2�VIX2
0

‖J‖7

⎛⎝ N∑
i,j=1

JiJj

(
Gij − JiJj

�VIX2
0

)⎞⎠2

.

For the last term of (8) we need to go one step further and compute more Malliavin derivatives,
since

Dk
t�

j
s =

N∑
i=1

(
Dk

t φ
j
s

∫ T

s
Dj

s(φ
i
y)2dy+ 2φj

s

∫ T

s
Dk

t φ
i
yDj

sφ
i
ydy+ 2φj

s

∫ T

s
φi

yDk
t Dj

sφ
i
ydy

)

= :
N∑

i=1

∫ T

s
ϒ ijk(t, s, y, T)dy.

Thus we zoom in on the last term of the display above:

Dk
t Dj

sφ
i
y =

Dk
t Dj

smi
y My −Dj

smi
yDk

t My

M2
y

− Dk
t mi

yDj
sMy +mi

yDk
t Dj

sMy

M2
y

+ 2mi
yDj

sMyDk
t My

M3
y

= :
5∑

n=1

Qijk
n (t, s, y, T),

We zoom in again on Qijk
1 (t, s, y, T):

Dk
t Dj

sm
i
y =Dk

t Dj
sD

i
yMy =Dk

t Ey

[∫ T+�
T Dj

sDi
yvrdr

2�VIXT
−
∫ T+�

T Di
yvrdr

∫ T+�
T Dj

svrdr

4�2VIX3
T

]

= :Ey

[
α

ijk
T + β ijk

T

]
.

Some additional computations lead to

α
ijk
T =

VIXT
∫ T+�

T Dk
t Dj

sDi
yvrdr−Dk

t VIXT
∫ T+�

T Dj
sDi

yvrdr

2�VIX2
T

=
∫ T+�

T Dk
t Dj

sDi
yvrdr

2�VIXT
−
∫ T+�

T Dk
t vrdr

∫ T+�
T Dj

sDi
yvrdr

4�2VIX3
T

,
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β
ijk
T =−

∫ T+�
T Dk

t Di
yvrdr

∫ T+�
T Dj

svrdr+ ∫ T+�
T Di

yvrdr
∫ T+�

T Dk
t Dj

svrdr

4�2VIX3
T

+ Dk
t VIX3

T

∫ T+�
T Di

yvrdr
∫ T+�

T Dj
svrdr

4�2VIX6
T

=−
∫ T+�

T Dk
t Di

yvrdr
∫ T+�

T Dj
svrdr+ ∫ T+�

T Di
yvrdr

∫ T+�
T Dk

t Dj
svrdr

4�2VIX3
T

+ 3
∫ T+�

T Dk
t vrdr

∫ T+�
T Di

yvrdr
∫ T+�

T Dj
svrdr

8�3VIX5
T

.

We notice, crucially, that we have already justified the continuity of φ and Dφ around zero
in the proofs of level and skew, respectively. Furthermore, by Lemma 6, the first two terms
in ϒ ijk as well as Q2,Q3,Q4,Q5 all converge to some finite limit as t≤ s≤ y ↓ 0 and are
continuous around zero, almost surely. Similarly, βT and the second term in αT are almost
surely continuous around zero, and their conditional expectation converges almost surely to
some finite limit as t≤ s≤ y ↓ 0 by the DCT and Lemma 6. Taking the limit as T goes to zero
afterwards, we see that all of the aforementioned terms tend to a finite limit. On the other hand,
by (C4), the DCT, and Lemma 6 we know that the conditional expectation of the first term in
αT is almost surely continuous around zero, and its limit is

lim
t≤s≤y↓0

Ey

[∫ T+�
T Dk

t Dj
sDi

yvrdr

2�VIXT

]
=E

[∫ T+�
T Dk

0Dj
0Di

0vrdr

2�VIXT

]
.

Since γ < 0, only this term contributes in the limit:

lim
t≤s≤y≤T↓0

φk
t ϒ

ijk(t, s, y, T)

Tγ
= lim

t≤s≤y≤T↓0
2φk

t φ
j
sφ

i
yEy

[∫ T+�
T Dk

t Dj
sDi

yvrdr

2Tγ�VIXTMy

]

= JiJjJk

8�4VIX8
0

lim
T↓0

E

[∫ T+�
T Dk

0Dj
0Di

0vrdr
]

Tγ
,

where we applied the DCT at the end. Moreover, we know by (C2) that this limit is finite for
γ = 3H − 1

2 ; hence the conditions of Lemma 5 are satisfied. We also recall that limT↓0 u0 =
‖J‖

2�VIX2
0

almost surely; hence Lemma 5 yields the almost sure limit

lim
T↓0

1

u5
0T3+γ

∫ T

0

N∑
k=1

{
φk

t Dk
t

(∫ T

t
|�s|ds

)}
dt

=
N∑

i,j,k=1

lim
T↓0

1

u5
0T3

∫ T

0

∫ y

0

∫ s

0

φk
t ϒ

ijk(t, s, y, T)

T3H− 1
2

dydsdt

= 2�VIX2
0

3‖J‖5
N∑

i,j,k=1

JiJjJk lim
T↓0

E

[∫ T+�
T Dk

0Dj
0Di

0vrdr
]

T3H− 1
2

.
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The first two terms in (8) tend to zero since γ < 0; hence Theorem 3 and the DCT yield the
final result:

lim
T↓0

CT

T3H− 1
2

= 2�VIX2
0

3‖J‖5
N∑

i,j,k=1

JiJjJk lim
T↓0

∫ T+�
T E

[
Dk

0Dj
0Di

0vr

]
dr

T3H− 1
2

.

6.4. Proofs in the two-factor rough Bergomi model

6.4.1. Proof of Proposition 2. We start with a useful lemma for Gaussian processes.

Lemma 7. If B is a Gaussian process with ‖B‖T := sup
t≤T
|Bt|, then E[ep‖B‖T ] is finite for all

p ∈R.

Proof. The Borell–TIS inequality asserts that E[‖B‖T ]<∞ and

P(‖B‖T −E‖B‖T > x)≤ exp

{
− x2

2σ 2
T

}
,

where σ 2
T := supt≤T E[B2

t ]; see [1, Theorem 2.1.1]. We then follow the proof of [1, Theorem
2.1.2]:

E

[
ep‖B‖T

]
=
∫ ∞

0
P

(
ep‖B‖T > x

)
dx≤ ep +E[‖B‖T ]+

∫ ∞
ep∨E[‖B‖T ]

P

(
‖B‖T > log (x)

p

)
dx.

The Borell–TIS inequality in particular reads as follows:

P

(
‖B‖T > log (x1/p)

)
≤ exp

{
−
(
log (x1/p)−E[‖B‖T ]

)2
2σ 2

T

}
, for all u>E[‖B‖T ].

After a change of variable this yields∫ ∞
ep∨E[‖B‖T ]

P

(
‖B‖T > log (x)

p

)
dx≤

∫ ∞
log(ep∨E[‖B‖T ])

p

exp

{
− (x−E[‖B‖T ])2

2σ 2
T

}
pepxdx,

which is finite as desired. �
By the above lemma, ‖v‖T ∈ Lp, so that we can compute its Malliavin derivatives

D1
yvr = v0(r− y)H−

(
χνE1

r + χηρE2
r

)
and D2

yvr = v0χηρ(r− y)H−E2
r . (33)

Without explicitly computing further derivatives, one notices that (C4) holds and that there
exist C> 0 and a random variable X =C

∥∥E1
r + E2

r

∥∥
T ∈ Lp for all p> 1 such that Di

yvr ≤
X(r− y)H− , Dj

sDi
yvr ≤ X(r− s)H−(r− y)H− , and Dk

t Dj
sDi

yvr ≤ X(r− t)H−(r− s)H−(r− y)H− ,
implying (C2). The following lemma yields (C1).

Lemma 8. In the two-factor rough Bergomi model (10) with 0≤ T1 < T2,

E

[
sup
y≤T1

(
Ey

[
1

T2 − T1

∫ T2

T1

vrdr

])−p
]

is finite for all p> 1. In particular, 1/M is dominated in Lp.
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Proof. We first apply an exp–log identity, then Jensen’s inequality (using the concavity of
the logarithm function), to obtain

Ey

[
1

T2 − T1

∫ T2

T1

vrdr

]−p

= exp

{
−p log

(
1

T2 − T1

∫ T2

T1

vrdr

)}

≤ exp

{
− p

T2 − T1

∫ T2

T1

log (Ey[vr])dr

}
.

We further bound log Ey[vr] as follows, using the concavity of the logarithm and (10):

− log Ey[vr]≤−1

2

{
log
(

2χv0Ey[E1
r ]
)
+ log

(
2χv0Ey[E2

r ]
) }
, (34)

which we now compute as

Ey[E1
r ]= exp

{
−ν

2r2H

4H
+ ν

∫ y

0
(r− s)H−dW1

s

}
Ey

[
exp

{
ν

∫ r

y
(r− s)H−dW1

s

}]

= exp

{
ν2

4H

[
(r− y)2H − r2H

]
+ ν

∫ y

0
(r− s)H−dW1

s

}
,

Ey[E2
r ]= exp

{
η2

4H

[
(r− y)2H − r2H

]
+ η

∫ y

0
(r− s)H−d(ρW1

s + ρW2
s )

}
. (35)

Let us deal with the first term of (34), as the second one is analogous. We have∫ T2

T1

[
(r− y)2H − r2H

]
dr= (T2 − u)2H+ − (T1 − y)2H+ − T2H+

2 + T2H+
1

2H+
,

which is clearly bounded below for all 0≤ u≤ T1. Moreover, by Fubini’s theorem,∫ T2

T1

∫ y

0
(r− t)H−dW1

t dr=
∫ y

0

∫ T2

T1

(r− t)H−drdW1
t =

∫ y

0

(T2 − t)H+ − (T1 − t)H+

H+
dW1

t = :Bt

is a Gaussian process. Since exp{·} is increasing, supt∈[0,T] exp{Bt} = exp{supt∈[0,T] Bt}; thus

E

[
sup
y≤T1

exp

(
− p

T2 − T1

∫ T2

T1

∫ y

0
(r− s)H−dW1

s dr

)]
≤E

[
exp

(
p

T2 − T1

∥∥B
∥∥

T

)]
<∞,

by Lemma 7, which concludes the proof. �
Combining (33) and (35), we obtain Ey[Di

yvr], i= 1, 2. The following lemma proves that
(C3) is satisfied.

Lemma 9. For any p> 1, E[u−p
s ] is uniformly bounded in s and T, with s≤ T.

Proof. Since ν, η, ρ + ρ > 0, we have D1
yvr +D2

yvr > 0 almost surely for all y≤ r.
Moreover, VIX and 1/VIX are dominated by some X ∈ Lp for all p> 1, so, almost surely
and independently of the sign of the numerator, we obtain

mi
y =Ey

[∫ T+�
T Di

yvrdr

2�VIXT

]
≥Ey

[∫ T+�
T Di

yvrdr

2�X

]
.
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Therefore, using that 1/M is dominated by X and Jensen’s inequality, we get

1

u2
s
= T − s∫ T

s

∑N
i=1 (φi

y)2dy
≤ X2(T − s)∫ T

s

∑N
i=1 (mi

y)2dy
≤ X2N(T − s)∫ T

s

(∑N
i=1 mi

y

)2
dy
≤ X2N

(
T − s∫ T

s

∑N
i=1 mi

ydy

)2

≤ 4X2N

⎛⎝∫ T
s

∫ T+�
T

∑N
i=1 Ey

[
Di

yvr/X
]

drdy

�(T − s)

⎞⎠−2

. (36)

Hence we turn our attention to

E

[(
1

�(T − s)

∫ T

s

∫ T+�

T
Ey

[
D1

yvr +D2
yvr

X

]
drdy

)−p]

=E

[
exp

{
−p log

(
1

�(T − s)

∫ T

s

∫ T+�

T
Ey

[
D1

yvr +D2
yvr

X

]
drdy

)}]

≤E

[
exp

{
− p

�(T − s)

∫ T

s

∫ T+�

T
Ey

[
log
(

D1
yvr +D2

yvr

)
− log (X)

]
drdy

}]

≤
(
E

[
exp

{
− 2p

�(T − s)

∫ T

s

∫ T+�

T
Ey

[
log
(

D1
yvr +D2

yvr

)]
drdy

}]) 1
2 √

E
[
X2p
]
, (37)

using Jensen’s inequality, the Cauchy–Schwarz inequality, and the fact that epEy[ log (X)] ≤
Ey[Xp]. Convexity and (33) imply

− log
(

D1
yvr +D2

yvr

)
≤− 1

2

{
log
(

2v0χν(r− y)H−E1
r

)
+ log

(
2v0χη(ρ + ρ)(r− y)H−E2

r

) }
.

We focus on the first term; the other can be treated identically. From (35) we have

Ey

[
log
(

2v0χν(r− y)H−E1
r

)]
= log

(
2v0χν(r− y)H−)− ν2r2H

4H
+ ν

∫ y

0
(r− t)H−dW1

t .

(38)

Let us start with∫ T

s

∫ T+�

T
log
(
2v0χν(r− y)H−) drdy

= 2(T − s)�v0χν +H−
∫ T

s

∫ T+�

T
log (r− y)drdy

= 2(T − s)�v0χν +H−∫ T

s

[
(T +�− y) log (T +�− y)− (T +�− y)− (T − y) log (T − y)+ (T − y)

]
dy

= 2(T − s)�v0χν +H−
{
−�(T − s)−

∫ T+�−s

�

x log (x)dx+
∫ T−s

0
x log (x)dx

}
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= 2(T − s)�v0χν +H−

{
−�(T − s)+

(
(T − s)2 log (T − s)

2
− (T − s)2

4

)

−
(

(T +�− s)2 log (T +�− s)

2
− (T +�− s)2

4

�2 log (�)

2
+ �

2

4

)}

= 2(T − s)�v0χν + (T − s)H−

{
−�+

(
(T − s) log (T − s)

2
− (T − s)

4

)
+ 2�+ (T − s)

4

−� log (T +�− s)− (T − s) log (T +�− s)

2

}

− �
2

2

(
log (T +�− s)− log (�)

)
.

By Taylor’s theorem, log (T +�− s)− log (�)= T−s
�
+ ε(T − s), where ε:R+→R+ is such

that ε(x)/x tends to zero at the origin. We conclude that

− p

2�(T − s)

∫ T

s

∫ T+�

T
log
(
2v0χν(r− y)H−) drdy

is uniformly bounded. Now we study the second term of (38):

−
∫ T

s

∫ T+�

T
r2Hdrdy= (T − s)

T2H+ − (T +�)2H+

2H+
.

Therefore the following is uniformly bounded:

p

2�(T − s)

∫ T

s

∫ T+�

T

ν2r2H

4H
drdy.

For the last term, by the stochastic Fubini theorem [48, Theorem 65], we get∫ T

s

∫ T+�

T

∫ y

0
(r− t)H−dW1

t drdy=
∫ T

s

∫ y

0

∫ T+�

T
(r− t)H−drdW1

t dy

=
∫ T

0

∫ T

s∨t

(T +�− t)H+ − (T − t)H+

H+
dydW1

t .

Standard Gaussian computations then yield

E

[
exp

{
− p

4�(T − s)

∫ T

s

∫ T+�

T
ν

∫ y

0
(r− t)H−dW1

t drdy

}]

= exp

{
1

2

(
pν

4�(T − s)

)2 ∫ T

0

(∫ T

s∨t

(T +�− t)H+ − (T − t)H+

H+
dy

)2

dt

}
. (39)

The incremental function x �→ (x+�)H+ − xH+ is decreasing by concavity; hence (T +�−
t)H+ − (T − t)H+ ≤�H+ , and we obtain∫ T

0
(T − s∨ t)2dt=

∫ s

0
(T − s)2dt+

∫ T

s
(T − t)2dt= s(T − s)2 + (T − s)3

3
,
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which implies that (39) is uniformly bounded. We have thus shown that (37) is uniformly
bounded in s, T . �

Coming back to (36), by the Cauchy–Schwarz inequality we have

E[u−p
s ]2 ≤ 2p

E[Xp] E

⎡⎣( T − s∫ T
s (m1

y +m2
y)dy

)2p
⎤⎦ ,

which is uniformly bounded for all s≤ T , and this concludes the proof.

6.4.2. Proof of Proposition 3. Level. We start with the derivatives

D1
s vt = v0

[
χν(t− s)H−E1

t + χηρ(t− s)H−E2
t

]
and D2

s vt = v0χηρ(t− s)H−E2
t ,

and recall, from the definitions in (9),

J1 =
∫ �

0
v0E

[
χνrH−E1

r + χηρrH−E2
r

]
dr= v0(χν + χηρ)

�H+

H+
and J2 = v0χηρ

�H+

H+
.

We also note that E[E i
t ]= 1. This yields the norm

‖J‖ :=
(

J2
1 + J2

2

) 1
2 = v0�

H+

H+

√
(χν + χηρ)2 + χ2η2ρ2 = v0�

H+

H+
ψ(ρ, ν, η, χ ),

with the function ψ defined in the proposition, which grants us the first limit by Proposition 1.
To simplify the notation below, we introduce w := χν + χηρ.

Skew. We compute the further derivatives

D1
0D1

0vt = v0

(
χν2t2H−1E1

t + χη2ρ2t2H−1E2
t

)
,

D1
0D2

0vt = v0χη
2ρρt2H−1E2

t ,

D2
0D2

0vt = v0χη
2ρ2t2H−1E2

t .

Similarly to J, we recall that Gij =
∫ �

0 E
[
Dj

0Di
0vr
]
dr, so that

G11 = �
2H

2H
v0(χν2 + χη2ρ2), G12 = �

2H

2H
v0χη

2ρρ, G22 = �
2H

2H
v0χη

2ρ2.

Notice that VIX2
0 = v0; thus we have

J2
1

(
G11 − J2

1

�VIX2
0

)
= v3

0�
4H+1

2HH2+
w2(χν2 + χη2ρ2)− v3

0�
4H+1

H4+
w4

= v3
0
�4H+1

H2+
w2

[
χν2 + χη2ρ2

2H
− w2

H2+

]
,
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J1J2

(
G12 − J1J2

�VIX2
0

)
= v3

0�
4H+1

2HH2+
wχ2η3ρρ2 − v3

0�
4H+1

H4+
w2χ2η2ρ2

= v3
0
�4H+1

H2+
wχ2η2ρ2

[
ηρ

2H
− w

H2+

]
,

J2
2

(
G22 − J2

2

�VIX2
0

)
= v3

0
�4H+1

2HH2+
χ3η4ρ4 − v3

0χ
4�

4H+1

H4+
η4ρ4

= v3
0
�4H+1

H2+
χ3η4ρ4

(
1

2H
− χ

H2+

)
.

Finally, by Proposition 1 we obtain

lim
T↓0

ST = H+�H−

2ψ(ρ, ν, η, χ )3

{
w2

[
χν2 + χη2ρ2

2H
−
(

w

H+

)2
]

+ 2wχ2η2ρ2

[
ηρ

2H
− ν + ηρ

H2+

]
+ χ3η4ρ4

(
1

2H
− 1

H2+

)}
.

Curvature. For the last step we go one step further:

D1
0D1

0D1
0vt = v0

(
χν3E1

t + χη3ρ3E2
t

)
t3H− , D2

0D1
0D1

0vt = v0χη
3ρ2ρt3H−E2

t ,

D2
0D2

0D1
0vt = v0χη

3ρρ2t3H−E2
t , D2

0D2
0D2

0vt = v0χη
3ρ3t3H−E2

t .

We notice that

lim
T↓0

∫ T+�
T r3H−dr

T3H− 1
2

= lim
T↓0

(T +�)3H− 1
2 − T3H− 1

2

T3H− 1
2 (3H − 1

2 )
= 2

1− 6H
.

By the curvature limit in Proposition 1, we have

lim
T↓0

CT

T3H− 1
2

= 2�v0

3
(

v0�
H+

2H+

)5
ψ(ρ, ν, η, χ )5

{
v3

0
�3H+

H3+
w3v0

χν3 + χη3ρ3

1
2 − 3H

+ 3v3
0
�3H+

H3+
w2χηρv0

χη3ρ2ρ

1
2 − 3H

+3v3
0
�3H+

H3+
wχ2η2ρ2v0

χη3ρρ2

1
2 − 3H

+v0
�3H+

H3+
χ3η3ρ3v0

χη3ρ3

1
2 − 3H

}

= 128�−2HH2+
3ψ(ρ, ν, η, χ )5(1− 6H){

w3(χν3 + χη3ρ3)+ 3w2χ2η4ρ2ρ2 + 3wχ3η5ρ4ρ + χ4η6ρ6
}
,

which yields the claim.
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6.5. Proofs for the stock price

6.5.1. Proof of Proposition 4. Since φ and u−p are dominated by the conditions (i) and (iii)
respectively, with the same notation as in the proof of Proposition 7, we obtain by (ii), as T
goes to zero,

Dφs � (T − s)H− , �s � (T − s)H+ , D�s � (T − s)2H, DD�s � (T − s)3H− 1
2 .

Under our three assumptions it is straightforward to see that (H12345) are satisfied. Moreover,
the terms in (Hλ6) behave as T2H−λ and the one in (Hλ7) as TH−−λ, which means that if we set
λ=H− the former vanishes and the second yields a non-trivial behaviour.

Let us have a look at the short-time implied volatility. By Lemma 3 and the continuity of v

we have limT↓0 u0 =
√∑N

i=1 v0ρ
2
i =
√

v0 almost surely; hence by Theorem 1 and the DCT,

lim
T↓0

ÎT = lim
T↓0

E[u0]=√v0.

We then turn our attention to the short-time skew. With λ=H−, Theorem 2 and the DCT imply

lim
T↓0

ŜT

TH− =
N∑

i,j=1

lim
T↓0

1

2
E

[∫ T
0 φ

j
s
∫ T

s Dj
s(φi

y)2dyds

u3
0T

3
2+H

]
=

N∑
j=1

ρj

2v3/2
0

E

[
lim
T↓0

∫ T
0

∫ T
s
√

vs Dj
svydyds

T
3
2+H

]
,

where we used
∑N

i=1 ρ
2
i = 1. For any j ∈ [[1,N]]c, the Cauchy–Schwarz inequality yields

E

[(√
vs

v0
− 1

)
Dj

svy

]
≤E

[(√
vs

v0
− 1

)2
] 1

2

E
[
(Dj

svy)2] 1
2 ,

where E
[
(Dj

svy)2
] 1

2 ≤C(y− s)H− for some finite constant C by (ii). Therefore,

lim
T↓0

(∫ T
0

∫ T
s E[
√

vs Dj
svy]dyds

√
v0 T

3
2+H

−
∫ T

0

∫ T
s E[Dj

svy]dyds

T
3
2+H

)

≤C lim
T↓0

⎛⎝sup
t≤T

E

[(√
vt

v0
− 1

)2
] 1

2
∫ T

0

∫ T
s (y− s)H−dyds

T
3
2+H

⎞⎠ .

Since the fraction is equal to ((H + 3
2 )H+)−1 and lim supT↓0 E

[
(
√

vt/v0 − 1)2
]

is null by (iv),
we obtain

lim
T↓0

ŜT

TH− =
N∑

j=1

ρj

2v0
E

[
lim
T↓0

∫ T
0

∫ T
s Dj

svydyds

T
3
2+H

]
.

6.5.2. Proof of Corollary 1. Since

E[u−p
s ]=E

[(
1

T − s

∫ T

s
vrdr

)− p
2
]
,
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Lemmas 7 and 8 show that the assumptions (i)–(iii) of Proposition 4 hold. Moreover, v has

almost-sure continuous paths; hence
√

vt
v0

tends to one almost surely and (iv) holds by reverse

Fatou’s lemma. For 0≤ s≤ y, (33) implies

E[D1
s vy]= v0(y− s)H−(χν + χηρ) and E[D2

s vy]= v0(y− s)H−χηρ,

and clearly E[D3
s vy]= 0. Therefore, Proposition 4 implies

lim
T↓0

ŜT

TH− =
ρ1

2v0

v0(χν + χηρ)

H+(H + 3
2 )
+ ρ2

2v0

v0χηρ

H+(H + 3
2 )
= ρ1χν + ηχ (ρ1ρ + ρ2ρ)

(2H+)(H + 3
2 )

.

6.6. Partial derivatives of the Black–Scholes function

Recall the Black–Scholes formula (6) and assume ς := σ
√

T − t> 0 fixed. Then

∂xBS(t, x, k, σ )= exN (d+(x, k, σ )),

∂2
x BS(t, x, k, σ )= ex

{
N (d+(x, k, σ ))+ N ′(d+(x, k, σ ))

ς

}
,

so that (we drop the dependence on t and σ in the G(·) notation)

G(x, k) := (∂2
x − ∂x)BS(t, x, k, σ )= ex− 1

2 d+(x,k,σ )2

ς
√

2π
= ek− 1

2 d−(x,k,σ )2

ς
√

2π
.

Now define

f (x, k) := x− d+(x, k, σ )2

2
= k− d−(x, k, σ )2

2
= x+ k

2
− (x− k)2

2ς2
− ς

2

8
.

We then have

∂xf (x, k)= 1

2
− x− k

ς2
, ∂kf (x, k)= 1

2
+ x− k

ς2
,

∂2
x f (x, k)= ∂2

k f (x, k)=−∂2
xkf (x, k)=− 1

ς2
.

For the partial derivatives, noting that ∂xG= 1
ς
√

2π
∂xf ef implies the ATM formula

∂xG(x, x)= 1

2ς
√

2π
exp

{
x− ς

2

8

}
,

and furthermore,

∂xkG= ef

ς
√

2π

(
∂xkf + ∂xf ∂kf

)
and ∂xkG(x, x)= ef (x,x)

ς
√

2π

(
1

ς2
+ 1

4

)
.

We further define the partial derivatives appearing in the proof of Theorem 2, after (24):

L(x, k) :=
(

1

4
∂x+1

2
∂xk

)
G(x, k)= 1

ς
√

2π
ef (x,k)

(
1

4
+1

4
∂kf (x, k)−1

2
(∂kf (x, k))2−1

2
∂kkf (x, k)

)
,

L(x, x)= ef (x,x)

ς
√

2π

(
1

4
+ 1

2ς2

)
.
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Using ∂kf = 1− ∂xf and ∂xkf =−∂xxf =−∂kkf , we compute

∂kL= ef

ς
√

2π

[
3

4
∂xf − 5

4
(∂xf )2 + 1

2
(∂xf )3 − 5

4
∂xxf + 3

2
∂xf ∂xxf

]
,

∂kL(x, x)= ef (x,x)

ς
√

2π

(
1

8
+ 1

2ς2

)
.

Finally, we need the derivatives featuring in the proof of Theorem 3. We start with

H̃ = ∂xkL= ef

ς
√

2π[
3

4
(∂xf )2−5

4
(∂xf )3+1

2
(∂xf )4 + 3

4
∂xxf−15

4
∂xf ∂xxf+3(∂xf )2∂xxf+3

2
(∂xxf )2

]
,

∂xkL(x, x)= ef (x,x)

ς
√

2π

(
1

16
+ 3

8ς2
+ 3

2ς4

)
.

The next partial derivative yields

∂xxkL= ef

ς
√

2π

[
3

4
(∂xf )3 − 5

4
(∂xf )4 + 1

2
(∂xf )5 + 9

4
∂xxf ∂xf − 15

2
∂xxf (∂xf )2

−15

4
(∂xxf )2 + 5∂xxf (∂xf )3 + 15

2
(∂xxf )2∂xf

]
,

∂xxkL(x, x)= ef (x,x)

ς
√

2π

(
1

32
+ 1

8ς2

)
,

and differentiating one last time we reach

∂xxxkL= ef

ς
√

2π

[
3

4
(∂xf )4 − 5

4
(∂xf )5 + 1

2
(∂xf )6 + 9

2
∂xxf (∂xf )2 − 25

2
∂xxf (∂xf )3

− 75

4
(∂xxf )2∂xf + 15

2
∂xxf (∂xf )4 + 45

2
(∂xxf )2(∂xf )2 + 9

4
(∂xxf )2 + 15

2
(∂xxf )3

]
,

∂xxxkL(x, x)= ef (x,x)

ς
√

2π

(
1

64
− 1

32ς2
− 3

2ς4
− 15

2ς6

)
.

We conclude that

H(x, x)= (∂xxxk − ∂xxk)L(x, x)= ef (x,x)

ς
√

2π

(
− 1

64
− 5

32ς2
− 3

2ς4
− 15

2ς6

)
.
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