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Abstract

Wines are usually evaluated by wine experts and enthusiasts who give numeric ratings as well
as text reviews. While most wine classification studies have been based on conventional stat-
istical models using numeric variables, there has been very limited work on implementing
neural network models using wine reviews. In this paper, we apply neural network models
(CNN, BiLSTM, and BERT) to extract useful information from wine reviews and classify
wines according to different rating classes. Using a large collection of wine reviews from
Wine Spectator, the study shows that BERT, a neural network framework recently developed
by Google, has the best performance. In the two-class classification (90–100 and 80–89),
BERT achieves an accuracy of 89.12%, followed by BiLSTM (88.69%) and CNN (88.02%).
In the four-class classification (95–100, 90–94, 85–89, and 80–84), BERT yields an 81.57%
accuracy, while the other two produce an 80% accuracy. The neural network models in the
paper are independent of domain knowledge and thus can be easily extended to other kinds
of text analysis. Expanding the limited work on wine text review classification studies, these
models are up-to-date and provide valuable additions to wine data analysis. (JEL
Classifications: C45, C88, D83)
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I. Introduction

Wine experts and enthusiasts are privy to an exclusive language to communicate
about the sensory characteristics of wines such as aroma, flavor, appearance, and
mouthfeel. Wine reviews, tasting notes, and wine ratings are supposed to help
general consumers gain more information on different wines and enable them to
select wines to their liking more easily. However, wine reviews may include
opaque and abstract descriptions that are difficult to comprehend for general con-
sumers. For this reason, wine reviews have been labeled as futile and uninformative
regarding the sensory properties of wines (Shesgreen, 2003; Silverstein, 2006;
Quandt, 2007; Levinson and Majid, 2014). Nevertheless, reviewers usually follow
a set script to describe wines, starting with appearance, then the smell, flavor, and
finishing with mouthfeel (Paradis and Eeg-Olofsson, 2013). Croijmans and Majid
(2016) found that compared to wine novices, wine experts showed more consistency
in describing smell and flavors in wine.

In general, text reviews can be time-consuming to read, especially if there are a
large number of similar documents. However, a text review may carry richer infor-
mation on the subject than a single numeric rating. Thus, extracting useful informa-
tion from text documents presents a rewarding challenge, which has developed into a
research area called text mining. It refers to techniques used to process and analyze
text data aiming at finding latent connections and patterns in text documents.

In the context of wine reviews, the goal is to retrieve useful information in a sys-
tematic and traceable manner, thus helping customers to make well-informed pur-
chase decisions. In this paper, we will use a large set of online wine review data to
investigate whether wine reviews contain useful information on wine quality.
Specifically, we will use the wine reviews to compare three commonly used neural
network models in text analysis by performing two classification tasks. Our work
can provide insight on several key aspects of text analysis applied to wine reviews:
(1) whether wine reviews carry useful information, (2) whether neural network
models can be used to effectively retrieve the information from wine reviews, and
(3) among the commonly used neural network models, which model provides the
best performance.

In the literature, some of the common choices among conventional statistical
methods to analyze wine quality measured by wine ratings are parametric regression
models and non-parametric models. These models treat wine ratings as either a con-
tinuous, an ordinal, or a categorical dependent variable. The independent variables
typically include objective measurements such as physiochemical data, price,
vintage, and data on weather, etc. For example, Thompson and Mutkoski (2011)
constructed a multiple regression model to predict wine ratings using raters, vintages,
and chateaux as the explanatory variables. Their dataset contained 3,133 ratings that
ranged from 50–100, assigned by 3 raters, with 11 vintages dated from 1970–2005,
which are categorized into 61 chateaux. The authors reported that the model
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could explain 64.6% of the total variation in the wine ratings. Xu and Wang (2017)
used a larger dataset (i.e., 150,000 observations) to compare the performance of a
number of models in the prediction of wine ratings as a continuous variable based
on price, wine variety, and winery locations. The comparison included a ridge
linear regression model, a lasso regression model, an elastic net regression model,
and a neural network model, among which the ridge regression model has the
best performance explaining 46.8% of the total variation in the wine ratings in the
testing data.

Lemionet, Liu, and Zhou (2015) treated wine ratings as an ordinal variable. They
constructed an ordinal K-nearest-neighbor (KNN) classification model, a weighted
linear regression, and a newly proposed additive logistic regression algorithm to
predict the wine ratings that ranged from 0 to 10. Their choices of the independent
variables were 11 continuous physiochemical measures such as volatile acidity, pH,
sulphate, etc. The authors explained that the additive logistic regression algorithm
turned the multinomial classification of wine ratings into a series of simultaneous
binary classification problems. Among the three models, the additive logistic regres-
sion model produced the lowest testing error (44.65%) in predicting the wine ratings.
The weighted linear regression model produced a 47.55% testing error, and the
ordinal kNN classification model produced a 47.33% error. Huang (2018) used
the same dataset analyzed by Lemionet, Liu, and Zhou (2015), treating the wine
ratings as a categorical variable where the wines with a rating of 7 or above were
put in one category, and the rest of the wines were put in the other category. The
random forest model produced the highest accuracy of 88.34%, followed by the
boosted decision tree model (87.32%), the lasso logistic regression model
(78.12%), and the logistic regression model (76.89%).

The challenge of using text data for analysis is that the information conveyed in
the text usually cannot be summarized in a straightforward fashion, and the data
has a non-standard format. Text documents vary in length, and they are not directly
represented by numerical values. The information is embedded in the context of the
text, presenting a daunting task that cannot be addressed by conventional analytical
methods. From the 1950s to the 1980s, a research area called natural language pro-
cessing (NLP) has been developed to learn how the human language can be trans-
lated in a way that computers can understand. During this time, NLP systems
were designed with handwritten rules (i.e., grammar rules). These early NLP
systems were extremely difficult, error-prone, and time-consuming to apply to
solve real-world problems (Schank and Abelson, 1977). By the 1990s, with the devel-
opment in machine learning and computational power, NLP started to focus on
feature extraction, which summarizes relevant and meaningful information from a
text document and transforms it into a numerical representation. Such extracted fea-
tures from the text can serve as input factors to be included in further statistical anal-
ysis. This paved the way for performing analyses like visualization, summarization,
content classification and clustering, and semantic and sentiment analysis on chunks
of unstructured text data (Miner et al., 2012). Such applications in the domain of
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wine review (Chen et al., 2014; Chen et al., 2018; McCannon, 2020) have been used
to efficiently extract features in wine reviews that can be incorporated in further
analysis.

With the help of a group of wine experts, Chen et al. (2014) collected keywords
(i.e., attributes that explain wine properties, such as “aroma,” “full-bodied,” “black
berry,” and “tannins”) from the “Top 100 Wines of 2011” in Wine Spectator and
named this domain knowledge as “Computational Wine Wheel.” Chen et al.
(2018) applied this domain knowledge to the Wine Spectator reviews from 2006–
2015, where each review was represented as a vector containing the number of occur-
rences of each keyword. This method is known as the bag-of-words (BoW) model
(Salton and McGill, 1983), which omits information on the order and the structure
of the words in text documents. The authors used these frequency-based representa-
tions of the reviews as the input for a number of white-box classification algorithms,
including the Naïve Bayes classifier and the Support Vector Machine (SVM) class-
ifier, to classify the reviews into two rating classes (90–100 or 80–89 on a 100-point
scale). The study reported an overall accuracy of 87.21% for the SVM classifier and
84.71% for the Naïve Bayes classifier. Our study shares a similarity with Chen et al.
(2018) in terms of the classification problem being addressed and the data being
used. However, there are three distinctions that separate our work from theirs.
First, in contrast to their representation of reviews through BoW, we will use the pre-
diction-based representation (for which words with similar meanings will have
similar representations) for the reviews. This representation takes the context of
the text into account. Second, in contrast to their choice of using statistical
methods, we will use neural network models for the classification tasks. Third and
foremost, the processing and analysis of text reviews in our study are completely
independent of domain knowledge, while Chen et al. (2018) required the construc-
tion of the “Computational Wine Wheel.”

Note that the use of conventional statistical methods such as linear regression
models can be inefficient with text data. Hogenboom, Frasincar, and Kaymak
(2010) explained that when analyzing text data, such methods focus on discovering
statistical evidence for relations between words (i.e., co-occurrence of words).
However, relations based on statistical evidence may not be semantically valid.
Neural network models, however, can conduct automatic learning to encode seman-
tics between words using low dimensional dense representations (Bitvai and Cohn,
2015), an advantage that played a big role in the development of neural-network-
based machine learning algorithms as text analysis tools. In this paper, we will
implement three neural network models for wine classification, which are the convo-
lutional neural network, the bidirectional long short-term memory model, and the
bidirectional encoder representations from the transformers model.

Convolutional neural network (CNN) (LeCun et al., 1989) is a class of deep
neural networks that was originally developed for image analysis. Convolution can
be thought of as a sliding window function (i.e., a filter) that concentrates on just
one patch of an image. CNN relies on a large number of these filters to first identify
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different low-level patterns and then build them up to identify more complex pat-
terns. One signature property of CNN is location-invariance. For example, the algo-
rithm can correctly identify whether an image contains an object, for example, a
grape, regardless of where the grape appears in the image. This property of CNN
is inherited when applied to NLP tasks where text can be treated as a one-dimen-
sional subject. The location of words is typically ignored by the algorithm due to
its location-invariance property. This may introduce a limitation for CNN in text
analysis because word location in a sentence carries useful information in the inter-
pretation of the text. Nevertheless, recent studies on CNN have shown encouraging
results in performing NLP tasks. For example, Kim (2014) showed that training a
simple one-layer CNN with unsupervised pre-trained word vectors for classifying
questions into six types (i.e., a question about a person, a question about a location,
a question about numeric information, etc.) yielded an accuracy above 90%. Johnson
and Zhang (2015) compared CNN with SVM with the n-gram (a continuous
sequence of n words from a given piece of text) inputs based on an IMDB dataset.
Their study showed that CNN produced an error rate 2% lower than that of
SVM. The authors argued that, given the sample size, the CNN model could use
the information associated with the n-grams more effectively and efficiently.

The long short-term memory (LSTM) neural network is another commonly used
model in text analysis (Hochreiter and Schmidhuber, 1997). Its most prominent
feature is that it can learn long-distance dependency between sequences of words.
LSTM can be trained to keep important information and omit trivial information
as it proceeds through text. Robson and Amdahl-Culleton (2018) compared the
use of LSTM with the Naïve Bayes classifier in the classification of wine reviews
according to country, province, variety, ratings, and price. The LSTM classifier pro-
duced a 27% accuracy in the classification of 21 discrete levels in the rating category,
while the Naïve Bayes classifier gave an 18.5% accuracy. The authors claimed that
the improvement from LSTM stems from its ability to capture the information on
the order of words and the dependency among words in text, which the Naïve
Bayes classifier lacks.

In comparison to LSTM, which incorporates the input sequence of words only in
the forward direction, bidirectional LSTM (BiLSTM) (Schuster and Paliwal, 1997)
can retrieve more information from the input text context as its architecture allows it
to look at the input sequence in both forward and backward directions. Aiken and
Meister (2018) used GloVe: Global vectors for word representation, which is an
unsupervised learning algorithm for obtaining vector representations for words
(Pennington, Socher, and Manning, 2014) in wine reviews to training a BiLSTM
model to classify wines in 31-class varietals (e.g., Chardonnay, Bordeaux Blend,
etc.). The model achieved a 65% classification accuracy. Bigbee et al. (2019)
created word-based unigrams for each review and used those as inputs for a
BiLSTM model to classify reviews into five classes of ratings (i.e., 80–84, 84–88,
88–92, 92–96, and 96–100). Based on a dataset of about 130,000 reviews, the
model achieved a 68.8% accuracy.
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BiLSTM is a popular choice for text classification, thanks to its capability to
process the text from both forward and backward directions. However, its drawback
is that the two-directional process is not performed at the same time. Google has
recently introduced a language representation model, bidirectional encoder repre-
sentations from transformers (BERT) (Devlin et al., 2018), to address this issue.
Compared to BiLSTM, the BERT model retrieves contextual information from
all positions in the entire sequence of text simultaneously. It can be fine-tuned to
get state-of-the-art results for a range of NLP tasks. It is based on transformers, a
model introduced by Vaswani et al. (2017), which uses an attention mechanism to
create a vector representation of text. The attention mechanism allows the model
to focus on relevant information in the text corpus based on the currently processed
point. As far as we know, BERT has not been applied to wine classification studies.

In this paper, we use over 140,000 reviews of wines and their corresponding ratings
scraped from the renowned wine critique, Wine Spectator, pertaining to the period
2005 to 2016. Our goal is to apply three neural network models, CNN, BiLSTM,
and BERT, to extract features from wine reviews and to classify those into different
rating classes (two-class classification and four-class classification). Then we
compare the performance of the three neural network models in terms of their clas-
sification accuracies.

In the next section, we will describe the dataset used for the analysis, followed
by the methodology section that provides more details of the neural network
models. The analysis and results section presents a summary and comparison of
the results of the classifiers. The final discussion section provides direction for
future research.

II. Data

We have collected over 140,000 reviews from Wine Spectator with a rating of 80 or
above given by a total of nine reviewers through the period of 2006–2015. Wine
Spectator has the highest circulation of any wine magazine in the United States
and likely the whole world. Each year, its editors choose more than 15,000 wines
to review with detailed tasting notes, numeric ratings, and recommendations.
Thus, the data source has a major impact on the wine culture. The tastings are con-
ducted under controlled conditions where the reviewers are only aware of the general
type of the wine and its vintage. The blinded tasting setup also ensures the wine
reviews are mostly impartial and unbiased. Additionally, the reviews are provided
by professional and prestigious wine experts, making them consistent and reliable.

Wine Spectator provides wine scores based on a 100-point scale to measure the
overall quality of wines. The labels are classified as follow: 95–100 as Classic (i.e.,
a great wine that is strongly recommended), 90–94 as Outstanding (i.e., a wine of
superior character and style), 85–89 as Very Good (i.e., awine with special qualities),
80–84 as Good (i.e., a solid, well-made wine), 75–79 as Mediocre (i.e., a drinkable
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wine that may have minor flaws), and 50–74 as Not Recommended.1 Because the
majority of wines have a rating in the range of 80–100, we only use the data on
those wines.

We start with preprocessing the text data, that is, text normalization. We first
change all the words to lower case and remove numbers and punctuation that are
present in the text. Further text normalizing steps such as stop-word removal, stem-
ming, and lemmatization are then followed. Stop-words are high-frequency words,
such as “is,” “the,” and “are.” Lemmatization refers to the task of determining the
root of a word. For example, the words drink, drank, drunk have the same root
drink. Stemming refers to a simpler version of lemmatization, which strips suffixes
from the end of the word. For example, the words drinking and drinkers have the
same stem, drink. In this study, we choose not to use further text normalization
steps since the neural network models that we use are complex enough to recognize
different word formations and to put less emphasis on those high-frequency words
that have trivial contributions to the classification tasks.

For example, one Wine Spectator review for a wine that has a rating of 80 reads
“Smells great, but it is a bit tough and acidic in the mouth, finishing with ripe
cherry and herb flavors. Drink now. 5,000 cases made.”After the text normalization,
it becomes “smell great bit tough acidic mouth finish ripe cherry herb flavor drink
case made.”

The most frequent keywords of the preprocessed reviews are included in the word
cloud in Figure 1. Notice the reviews mainly outline sensory information of the wines
that cannot be readily collected from wine labels.

As we mentioned earlier, the general expectation of a wine review is that it
enhances the information provided in the wine rating. Adhering to the same reason-
ing by Chen et al. (2018), we designed the study to explore if highly rated wines are
distinguishable from not-so-highly rated wines based on wine reviews. Therefore, in
the two-class classification, we place the wine reviews with a rating of 90 or above
in one class (i.e., highly rated wine) and the reviews with a rating between 80 and
89 in the other class (i.e., not-so-highly rated wines). In the four-class classification,
we follow the four classes that Wine Spectator assigns to their wines with a score
between 80 and 100: 95–100 as Classic, 90–94 as Outstanding, 85–89 as Very
Good, and 80–84 as Good. Table 1 provides the proportion of wine reviews in
each of the rating classes in the dataset. The total number of the reviews for each
rating class is quite unbalanced, where the rating group 85–89 is the largest group
out of the four classes with a total of 52.15% reviews and the 95–100 class has the
lowest number of reviews consisting of only 1.82% of all the reviews.
Consequently, the proportion of reviews in the 80–89 group in the two-class case

1More information on Wine Spectator is available at https://www.winespectator.com/articles/about-our-
tastings.
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is considerably higher than that in the 90–100 group, the former group being almost
twice as large as the latter group.

III. Methodology

NLP is the technology used in aiding computers to understand natural language. It
includes extracting information from text data and converting it to numerical repre-
sentations that computers can further process. There are twomain approaches to cre-
ating the numerical representation: the frequency-based representation and the
prediction-based representation. The frequency-based representation generates
vectors or matrix representations of text using the frequency of words or the fre-
quency of co-occurring words. Because the word order and lexical information are
not considered, it often has sparse representation and fails to capture contextual
information in text documents. In contrast, the prediction-based representation
learns the text representation while performing a learning task, for example,

Figure 1

Word Cloud of the Review Corpus

Table 1
Proportion of Reviews in Each Class for the Two-Class and Four-Class Classifications

Rating Categorization Class Proportion

Two-class 80–89 0.6580
90–100 0.3420

Four-class 80–84 0.1365
85–89 0.5215
90–94 0.3238
95–100 0.0182
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classifying a review to one of the rating classes. This dual-purpose operation results
in a relatively low dimensional dense vector representation of text. In the prediction-
based representation, words with similar semantic meanings are closer to each other
in the vector space. For this reason, the numerical representation of text is also called
text embedding.

We use three neural network models, CNN, BiLSTM, and BERT, to conduct the
two-class and four-class classifications based on the wine reviews. CNN and
BiLSTM learn text embeddings while performing the intended classification task.
The two classification models consist of an embedding layer along with the neural
network layer. The embedding layer takes in the sequence of one-hot encoded
word vectors of a review as the input and returns a low dimensional dense vector
as the output based on the classification task. A one-hot encoding vector represents
each word in the text as a binary vector that has the length of the number of words in
the text document, where the value of the position of the current word is 1, and the
rest are 0s. The embeddings are the parameters—weights of neurons—of the hidden
layer between the embedding layer and the neural network layer. Through proper
tuning and training, we can adjust the embeddings to minimize a loss function of
choice, for example, the cross-entropy loss. Through such supervised learning, this
procedure will produce well-customized embedding vectors trained for the specific
classification task. A brief demonstration of this process is demonstrated in Figure 2.

BERT’s implementation, demonstrated in Figure 3, is a two-step process consist-
ing of a pre-training step and a fine-tuning step. The pre-training step is conducted
simultaneously with two unsupervised tasks. One task is to mask a certain percent-
age of the input words at random and then predict those masked words. The other
task is the next-sentence prediction, where relationships between sentences are
learned. As the pre-training corpus, BERT developers used BooksCorpus with 800
million words and English Wikipedia with 2.5 billion words (Step 1 in Figure 3
shows how the BERT model takes in the pre-training corpus). Fortunately, this
step has already been accomplished by Google, and the pre-trained model is publicly
available. The fine-tuning step is customized for specific downstream tasks such as
the current classification task (Devlin et al., 2018). To include this fine-tuning
step, we have added a one-hidden-layer classifier on top of the BERT model to
perform the classification task and trained it using our dataset. Step 2 in Figure 3
demonstrates how the pre-trained BERT model from Step 1 is fine-tuned for the
wine review data based on the hidden classifier layer.

We implement all three classifiers with a stratified 10-fold cross-validation, where
the dataset is randomly split into 10 folds. The stratified 10-fold cross-validation
ensures that each fold has the same proportion of reviews from each rating class.
The classification models are trained based on the reviews and their respective
rating classes in the 9 training folds, and then they are used to predict the rating
class of the reviews in the testing fold. For each model, we repeat the process 10
times for all the folds and take the average of the accuracies calculated in the
testing folds.
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As shown in Table 1, the number of reviews in each class is quite unbalanced. In
such cases, the classification metric, accuracy, which is the percentage of all the wines
that a classifier has labeled correctly, may not be an appropriate statistic to compare
the results. Table 2 shows how accuracy is calculated. To make a more explicit
example, suppose we have 1,000 wines, where 100 are in Class A and 900 in Class
B. A naive classifier blindly classifies all the wines as in Class B, which results in
900 true negatives and 100 false negatives (note that both true positive and false pos-
itive are 0), producing an accuracy of 900/1000 = 90%, a result that is very impressive
in wine review classification but at the same time useless.

Therefore, in addition to accuracy, two additional metrics are used: precision and
recall. Precision measures the percentage of the true positives among the identified/

Figure 2

CNN/BiLSTM Pipeline

Source: Kowsari et al. (2019).

Figure 3

BERT Pipeline

Source: Haren (2019).
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flagged positives (i.e., true positives + false positives), while recall measures the per-
centage of the true positives among the observed positives (i.e., true positives + false
negatives). Precision and recall are not affected by the unbalanced classes. In the pre-
vious naïve classifier example, despite the 90% accuracy, both precision and recall are
0 (because there is no true positive). Compared to accuracy, which accounts for both
true positives and true negatives, precision and recall only focus on true positives, the
subjects of primary interest. The F-1 Score (Lipton, Elkan, and Narayanaswamy,
2014) is a single metric that combines precision and recall, by taking the harmonic
mean of these two. Ideally, we would like a high precision and a high recall for
our models. Thus, an F-1 score close to 1 suggests strong model performance.

IV. Analysis and Results

We have implemented the CNN model and the BiLSTM model with Tensorflow on
Python. With the 10-fold cross-validation, it takes about four hours to train the
CNN model and about two hours to train the BiLSTM model. The Bert model is
implemented with PyTorch on Google Colab Notebook, a cloud computing plat-
form. It takes about nine hours to fine-tune the BERT model on the cloud GPU,
also with the 10-fold cross-validation.

Table 3 shows the classification results of the CNN, BiLSTM, and BERT models
in classifying the reviews into the two-rating and four-rating classes, respectively. For
both cases, the BERT model has outperformed the other two models, achieving an
89.12% accuracy in the two-class classification and 81.57% in the four-class classifi-
cation, respectively. In the two-class classification, BERT shows a 0.43% improve-
ment in accuracy compared to BiLSTM and a 0.67% improvement from CNN. In
the four-class classification, BERT has shown a 1.46% improvement from
BiLSTM and a 0.76% improvement from CNN. In addition to accuracy, we have
also calculated the corresponding F-1 score to compare the performances of the
three classifiers. For both of the two classification tasks, the conclusion based on
the F-1 score agrees with that based on accuracy, that is, BERT shows the highest
F-1 score indicating it has the best performance among the three models.

In the two-class classification, the precision of each model is similar to the corre-
sponding recall, ranging between 86% and 88%. However, in the four-class case, the
recall is much lower than the corresponding precision for all the models (i.e., more

Table 2
Classification Contingency Table

True Yes True No

Labeled Yes True positive (tp) False positive (fp) precision = tp
tpþ fp

Labeled No False negative (fn) True negative (tn)
recall = tp

tpþ fn accuracy = tpþ tn
tpþ fpþ tnþ fn
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than 10% lower for CNN, 9% lower for BiLSTM, and 7% for BERT), indicating
that, compared to the correct identification among the flagged positives, the
models do not perform as well in identifying the correct class out of the observed
positives. While this holds for all the three models, it is least serious with the
BERT model, which has an F-1 score 3% higher than that of CNN and BiLSTM.
In fact, the improvement of BERT over the other two classifiers is more significant
in the four-class classification than that in the two-class classification, indicating
BERT may have a larger advantage in handling more complex classification tasks.

As we mentioned earlier, Chen et al. (2018) have conducted a two-class classifica-
tion study using a similar wine review dataset. The highest accuracy achieved in their
study is 87.21% with a SVM model. All three neural network classifiers in this study
have shown a better performance. Chen et al. have used the BoW representations of
wine reviews as the input and applied white-box statistical classifiers (Naïve Bayes
and SVM), while we have used the supervised, predictive-based representations of
the reviews and employed neural network classifiers. Another distinction between
their method and ours is that they have relied on the domain knowledge, that is,
the “Computational Wine Wheel” constructed with the help of wine experts to
extract keywords and create the BoW representation of the reviews. In contrast,
the neural network algorithms applied in this study can automatically extract fea-
tures from text documents without the need for human intervention, making them
more readily adopted for other types of text analysis.

V. Discussion

Wine reviews and wine ratings contain latent sensory information about wines that
consumers cannot obtain from objective characteristics measured on wines.
Therefore, it is important that wine experts provide consistent reviews and ratings
so that consumers can use such sources to learn useful information on different
wines. However, the information in wine reviews is embedded in the text, which
may be written in opaque and abstract language. The main goal of this study is to
explore the performance of neural network algorithms in predicting the rating
class of wines based on the latent sensory information contained in wine text

Table 3
Accuracy, Precision, Recall, and F-1 Score of the Models

Rating Categorization Model Accuracy Precision Recall F-1

Two-Class CNN 0.8802 0.8708 0.8626 0.8667
BiLSTM 0.8869 0.8759 0.8730 0.8744
BERT 0.8912 0.8797 0.8779 0.8788

Four-Class CNN 0.7935 0.7767 0.6528 0.7094
BiLSTM 0.8011 0.7563 0.6675 0.7091
BERT 0.8157 0.7801 0.7115 0.7442
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reviews. The successful implementation of such text analysis tools may help general
consumers to grasp the essence of wine reviews more efficiently.

We have applied three neural network models to classify a large collection of
wine reviews into two rating classes (80–89 and 90–100) and four rating classes
(80–84, 85–89, 90–94, 95–100), respectively. The work has provided answers to
the debated question of whether wine reviews provide useful information on
wine ratings. Wine reviews do carry useful information: the accuracy is quite
high on the classification of wine ratings based on wine reviews. Neural network
models can be used to effectively retrieve information from wine reviews. In fact,
all three neural network models have demonstrated competent performance in
the classification tasks. The best performing model is the BERTmodel in both clas-
sification tasks. Its improvement over the other models (CNN and BiLSTM) is
consistent, especially in the four-class classification. It is possible that this improve-
ment is due to the fact that BERT is better at capturing contextual information of
words in its vector representation than CNN and BiLSTM.

These neural network models could likely yield even better results with additional
data or further model tuning. The models are also versatile because they can be opti-
mized with respect to a metric of choice, for example, accuracy, precision, recall, etc.
As for future direction, we will investigate how the models can handle consumer
reviews, providing an option to study the difference between expert wine reviews
and consumer wine reviews. The application of these models to other consumer
product reviews with sensory information, such as whiskey, coffee, and cheese, pre-
sents a future interest as well.
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