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Since my high school years, I have kept in my memory the following verses:

Profesor Otto Gottlieb Schmock
Pracuje już dziesia̧ty rok
Nad dzie�lem co zadziwić ma świat:
Der Kaiser, Gott und Proletariat.

As I checked recently, it is a somewhat distorted fragment of a poem by
Julian Tuwim from 1919. I think that it describes quite well the process of
writing our book.

Jan Dereziński

Je dédie ce livre à mon pays.

Que diront tant de Ducs et tant d’hommes guerriers
Qui sont morts d’une plaie au combat les premiers,
Et pour la France ont souffert tant de labeurs extrêmes,
La voyant aujourd’hui détruire par soi-même?
Ils se repentiront d’avoir tant travaillé,
Assailli, défendu, guerroyé, bataillé,
Pour un peuple mutin divisé de courage
Qui perd en se jouant un si bel héritage.

(Pierre de Ronsard, 1524–1585)

Christian Gérard
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Introduction

Quantum fields and quantization are concepts that come from quantum physics,
the most intriguing physical theory developed in the twentieth century. In our
work we would like to describe in a coherent and comprehensive way basic aspects
of their mathematical structure.

Most of our work is devoted to the simplest kinds of quantum fields and of
quantization. We will mostly discuss mathematical aspects of free quantum fields.
We will consider the quantization only on linear phase spaces. The reader will
see that even within such a restricted scope the subject is rich, involves many
concepts and has important applications, both to quantum theory and to pure
mathematics.

A distinguished role in our work will be played by representations of the
canonical commutation and anti-commutation relations. Let us briefly discuss the
origin and the meaning of these concepts.

Let us start with canonical commutation relations, abbreviated commonly as
the CCR. Since the early days of quantum mechanics it has been noted that the
position operator x and the momentum operator D = −i∇ satisfy the following
commutation relation:

[x,D] = i1l. (1)

If we set a∗ = 1√
2
(x− iD), a = 1√

2
(x + iD), called the bosonic creation and

annihilation operators, we obtain

[a, a∗] = 1l. (2)

We easily see that (1) is equivalent to (2).
Strictly speaking, the identities (1) and (2) are ill defined because it is not

clear how to interpret the commutator of unbounded operators. Weyl proposed
replacing (1) by

eiηxeiqD = e−iqη eiqD eiηx , η, q ∈ R, (3)

which has a clear mathematical meaning. (1) is often called the CCR in the
Heisenberg form and (3) in the Weyl form.

It is natural to ask whether the commutation relations (1) determine the
operators x and D uniquely up to unitary equivalence. If we assume that we
are given two self-adjoint operators x and D acting irreducibly on a Hilbert
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2 Introduction

space and satisfying (3), then the answer is positive, as proven by Stone and von
Neumann.

Relations (1) and (2) involve a classical system with one degree of freedom.
One can also generalize the CCR to systems with many degrees of freedom.
Systems with a finite number of degrees of freedom appear e.g. in the quantum
mechanical description of atoms or molecules, while systems with an infinite
number of degrees of freedom are typical for quantum many-body physics and
quantum field theory.

In the case of many degrees of freedom it is often useful to use a more abstract
setting for the CCR. One can consider a family of self-adjoint operators φ1 , φ2 , . . .

satisfying the relations

[φj , φk ] = iωjk1l, (4)

where ωjk is an anti-symmetric matrix. Alternatively, one can consider the
Weyl (exponentiated) form of (4) satisfied by the so-called Weyl operators
exp
(
i
∑

i yiφi

)
, where yi are real coefficients.

A typical example of CCR with many, possibly an infinite number of, degrees
of freedom appears in the context of second quantization, where one introduces
bosonic creation and annihilation operators a∗

i , aj satisfying an extension of (2):

[ai, aj ] = [a∗
i , a

∗
j ] = 0,

[ai, a
∗
j ] = δij1l.

(5)

The Stone–von Neumann theorem can be extended to the case of regular
CCR representations for a finite-dimensional symplectic matrix ωjk . Note that
in this case the relations (4) are invariant with respect to the symplectic group.
This invariance is implemented by a projective unitary representation of the
symplectic group. It can be expressed in terms of a representation of the two-
fold covering of the symplectic group – the so-called metaplectic representation.

Symplectic invariance is also a characteristic feature of classical mechanics. In
fact, one usually assumes that the phase space of a classical system is a sym-
plectic manifold and its symmetries, including the time evolution, are described
by symplectic transformations. One of the main aspects of the correspondence
principle is the fact that the symplectic invariance plays an important role both
in classical mechanics and in the context of canonical commutation relations.

The symplectic invariance of the CCR plays an important role in many prob-
lems of quantum theory and of partial differential equations. An interesting –
and historically perhaps the first – non-trivial application of this invariance is
due to Bogoliubov, who used it in the theory of superfluidity of the Bose gas;
see Bogoliubov (1947b). Since then, applications of symplectic transformations
to the study of bosonic systems often go in the physics literature under the name
Bogoliubov method.
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Introduction 3

Let us now discuss the canonical anti-commutation relations, abbreviated com-
monly as the CAR. They are closely related to the so-called Clifford relations,
which appeared in mathematics before quantum theory, in Clifford (1878). We
say that operators φ1 , . . . , φn satisfy Clifford relations if

[φi, φj ]+ = 2gij1l, (6)

where gij is a symmetric non-degenerate matrix and [A,B]+ := AB + BA

denotes the anti-commutator of A and B. It is not difficult to show that if the
representation (6) is irreducible, then it is unique up to a unitary equivalence for
n even, and there are two inequivalent representations for n odd.

In quantum physics, CAR appeared in the description of fermions. If a∗
1 , . . . , a

∗
m

are fermionic creation and a1 , . . . , am fermionic annihilation operators, then they
satisfy

[a∗
i , a

∗
j ]+ = 0, [ai, aj ]+ = 0, [a∗

i , aj ]+ = δij1l.

If we set φ2j−1 := a∗
j + aj , φ2j := 1

i (a
∗
j − aj ), then they satisfy the relations (6)

with n = 2m and gij = δij . Besides, the operators φi are then self-adjoint.
Another family of operators satisfying the CAR in quantum physics are the

Pauli matrices used in the description of spin 1
2 particles. The Dirac matrices

also satisfy Clifford relations, with gij equal to the Minkowski metric tensor.
Clearly, the relations (6) with gij = δij are preserved by orthogonal transfor-

mations applied to (φ1 , . . . , φn ). The orthogonal invariance of CAR is imple-
mented by a projective unitary representation. It can be also expressed in terms
of a representation of the double covering of the orthogonal group, called the
Pin group.

The orthogonal invariance of CAR relations appears in many disguises in alge-
bra, differential geometry and quantum physics. In quantum physics its appli-
cations are again often called the Bogoliubov method. A particularly interesting
application of this method can be found in the theory of superconductivity and
goes back to Bogoliubov (1958).

The notion of CCR and CAR representations is quite elementary in the case
of a finite number of degrees of freedom. It becomes much deeper for an infinite
number of degrees of freedom. In this case there exist many inequivalent CCR
and CAR representations, a fact that was not recognized before the 1950s.

The most commonly used CCR and CAR representations are the so-called Fock
representations, acting on bosonic, resp. fermionic Fock spaces. These spaces have
a distinguished vector Ω called the vacuum, killed by annihilation operators and
cyclic with respect to creation operators.

In the case of an infinite number of degrees of freedom, the symplectic or
orthogonal invariance of representations of CCR, resp. CAR becomes much more
subtle. In particular, not every symplectic, resp. orthogonal transformation is
unitarily implementable on the Fock space. The Shale, resp. Shale–Stinespring
theorem say that implementable symplectic, resp. orthogonal transformations
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4 Introduction

belong to a relatively small group Spj(Y), resp. Oj(Y). Other interesting objects
in the case of an infinite number of degrees of freedom are the analogs of the
metaplectic and Pin representation.

CCR and CAR representations provide a convenient setting to describe various
forms of quantization. By a quantization we usually mean a map that transforms
a function on a classical phase space into an operator and has some good prop-
erties. Of course, this is not a precise definition – actually, there seems to be no
generally accepted definition of the term “quantization”. Clearly, some quanti-
zations are better and more useful than others.

We describe a number of the most important and useful quantizations. In
the case of CCR, they include the Weyl, Wick, anti-Wick, x,D- and D,x-
quantizations. In the case of CAR, we discuss the anti-symmetric, Wick and
anti-Wick quantizations. Among these quantizations, the Weyl, resp. the anti-
symmetric quantization play a distinguished role, since they preserve the under-
lying symmetry of the CCR, resp. CAR – the symplectic, resp. orthogonal group.
However, they are not very useful for an infinite number of degrees of freedom, in
which case the Wick quantization is much better behaved. The x,D-quantization
is a favorite tool in the microlocal analysis of partial differential equations.

The non-uniqueness of CCR or CAR representations for an infinite number
of degrees of freedom is a motivation for adopting a purely algebraic point of
view, without considering a particular representation. This leads to the use of
operator algebras in the description of the CCR and CAR. This is easily done
in the case of the CAR, where there exists an obvious candidate for the CAR
C∗-algebra corresponding to a given Euclidean space. This algebra belongs to
the well-known class of uniformly hyper-finite algebras, the so-called UHF(2∞)
algebra. We also have a natural CAR W ∗-algebra. It has the structure of the
well-known injective type II1 factor.

In the case of the CCR, the choice of the corresponding C∗-algebra is less
obvious. The most popular choice seems to be the C∗-algebra generated by the
Weyl operators, called sometimes the Weyl CCR algebra. One can, however,
argue that the Weyl CCR algebra is not very physical and that there are other
more natural choices of the C∗-algebra of CCR.

Essentially all CCR and CAR representations used in practical computations
belong to the so-called quasi-free representations. They appear naturally, e.g. in
the description of thermal states of the Bose and Fermi gas. They have interesting
mathematical properties from the point of view of operator algebras. In partic-
ular, they provide interesting and physically well motivated examples of factors
of type II and III. They also give good illustrations for the Tomita–Takesaki
modular theory and for the so-called standard form of a W ∗-algebra.

The formalism of CCR and CAR representations gives a convenient language
for many useful aspects of quantum field theory. This is especially true in the
case of free quantum fields, where representations of the CCR and CAR con-
stitute, in one form or another, a part of the standard language. More or less
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Introduction 5

explicitly they are used in all textbooks on quantum field theory. Usually the
authors first discuss quantum fields classically. In other words, they just describe
algebraic relations satisfied by the fields without specifying their representation.
In relativistic quantum field theory these relations are usually derived from some
form of classical field equations, like the Klein–Gordon equation for bosonic fields
and the Dirac equation for fermionic fields.

In the next step a representation of CCR or CAR relations on a Hilbert space
is introduced. The choice of this representation usually depends on the dynamics
and the temperature. At the zero temperature, it is usually the Fock
representation determined by the requirement that the dynamics should be
implemented by a self-adjoint, bounded from below Hamiltonian. At positive
temperatures one usually chooses the GNS representation given by an appropri-
ate KMS state.

Another related topic is the problem of the unitary implementability of various
symmetries of a given theory, such as for example Lorentz transformations in
relativistic models. If the generator of the dynamics depends on time, one can
also ask whether there exists a time-dependent Hamiltonian that implements the
dynamics.

Models of quantum field theory that appear in realistic applications are usually
interacting, meaning that they cannot be derived from a linear transformation of
the underlying phase space. Interacting models are usually described as formal
perturbations of free ones. Various terms in perturbation expansions are graph-
ically depicted with diagrams. The diagrammatic method is a standard tool for
the perturbative computation of various physical quantities.

In the 1950s, mathematical physicists started to apply methods from spectral
theory to construct rigorously interacting quantum field theory models. After a
while, this subject became dominated by the so-called Euclidean methods. The
main idea of these methods is to make the real time variable purely imaginary.
The Euclidean point of view is nowadays often used as the basic one, at both
zero and positive temperature.

Many concepts that we discuss in our work originated in quantum physics and
have a strong physical motivation. We believe that our work (or at least some of
its parts) can be useful in teaching some chapters of quantum physics. In fact,
we believe that the mathematical style is often better suited to explaining some
concepts of quantum theory than the style found in many physics textbooks.

Note, however, that the reader does not have to know physics at all in order to
follow and, it is hoped, to appreciate our work. In our opinion, essentially all the
concepts and results that we discuss are natural and appealing from the point
of view of pure mathematics.

We expect that the reader is familiar and comfortable with a relatively broad
spectrum of mathematics. We freely use various basic facts and concepts from
linear algebra, real analysis, the theory of operators on Hilbert spaces, operator
algebras and measure theory.
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6 Introduction

The theory of the CCR and CAR involves a large number of concepts coming
from algebra, analysis and physics. Therefore, it is not surprising that the litera-
ture about this subject is very scattered, and uses various conventions, notations
and terminology.

We have made an effort to introduce terminology and notation that is as
consistent and transparent as possible. In particular, we tried to stress close
analogies between the CCR and CAR. Therefore, we have tried to present both
formalisms in a possibly parallel way. We make an effort to present many topics in
their greatest mathematical generality. We believe that this way of presentation
is efficient, especially for mathematically mature readers.

The literature devoted to topics contained in our book is quite large. Let us
mention some of the monographs. The exposition of the C∗-algebraic approach
to the CCR and CAR can be found in Bratteli–Robinson (1996). This mono-
graph also provides extensive historical remarks. One could also consult an older
monograph, Emch (1972). Modern exposition of the mathematical formalism of
second quantization can be also found e.g. in Glimm–Jaffe (1987) and Baez–
Segal–Zhou (1991). We would also like to mention the book by Neretin (1996),
which describes infinite-dimensional metaplectic and Pin groups, and review arti-
cles by Varilly–Gracia-Bondia (1992, 1994). A very comprehensive article devoted
to CAR C∗-algebras was written by Araki (1987). Introductions to Clifford alge-
bras can be found in Lawson–Michelson (1989) and Trautman (2006).

The book can be naturally divided into four parts.

(1) Chapters 1, 2, 3, 4, 5 6 and 7 are mostly collections of basic mathematical
facts and definitions, which we use in the remaining part of our work. Not all
the mathematical formalism presented in these chapters is of equal impor-
tance for the main topic of work. Perhaps, most readers are advised to skip
these chapters on the first reading, consulting them when needed.

(2) Chapters 8, 9, 10 and 11 are devoted to the canonical commutation relations.
We discuss in particular various kinds of quantization of bosonic systems and
the bosonic Fock representation. We describe the metaplectic group and its
various infinite-dimensional generalizations.

(3) In Chaps. 12, 13, 14, 15 and 16 we develop the theory of canonical anti-
commutation relations. It is to a large extent parallel to the previous chap-
ters devoted to the CCR. We discuss, in particular, the fermionic Fock rep-
resentation. As compared with the bosonic case, a bigger role is played by
operator algebras. We give also a brief introduction to Clifford relations for
an arbitrary signature. We discuss the Pin and Spin groups and their various
infinite-dimensional generalizations.

(4) The common theme of the remaining part of the book, that is, Chaps. 17,
18, 19, 20, 21 and 22, is the concept of quantum dynamics – one-parameter
unitary groups that describe the evolution of quantum systems. In all these
chapters we treat the bosonic and fermionic cases in a parallel way, except
for Chaps. 21 and 22, where we restrict ourselves to bosons.
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Introduction 7

In Chap. 17 we discuss quasi-free states. These usually arise as KMS states
for a physical system equipped with a free dynamics. In Chaps. 18 and 19
we study quantization of free fields, first in the abstract context, then on a
(possibly, curved) space-time. Chapters 20, 21 and 22 are devoted to inter-
acting quantum field theory. In Chap. 20 we discuss in an abstract setting
the method of Feynman diagrams. In Chap. 21 we describe the Euclidean
method, used to construct interacting bosonic theories. In Chap. 22 we apply
Euclidean methods to construct the so-called space-cutoff P (ϕ)2 model.
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1

Vector spaces

In this chapter we fix our terminology and notation, mostly related to (real
and complex) linear algebra. We will consider only algebraic properties. Infinite-
dimensional vector spaces will not be equipped with any topology.

Let us stress that using precise terminology and notation concerning linear
algebra is very useful in describing various aspects of quantization and quantum
fields. Even though the material of this chapter is elementary, the terminology
and notation introduced in this chapter will play an important role throughout
our work. In particular we should draw the reader’s attention to the notion of
the complex conjugate space (Subsect. 1.2.3), and of the holomorphic and anti-
holomorphic subspaces (Subsect. 1.3.6).

Throughout the book K will denote either the field R or C, all vector spaces
being either real or complex, unless specified otherwise.

1.1 Elementary linear algebra

The material of this section is well known and elementary. Among other things,
we discuss four basic kinds of structures, which will serve as the starting point
for quantization:

(1) Symplectic spaces – classical phase spaces of neutral bosons,
(2) Euclidean spaces – classical phase spaces of neutral fermions,
(3) Charged symplectic spaces – classical phase spaces of charged bosons,
(4) Unitary spaces – classical phase spaces of charged fermions.

Throughout the section, Y,Y1 ,Y2 ,W are vector spaces over K.

1.1.1 Vector spaces and linear operators

Definition 1.1 If U ⊂ Y, then Span U denotes the space of finite linear combi-
nations of elements of U .

Definition 1.2 Y1 ⊕ Y2 denotes the external direct sum of Y1 and Y2 , that is,
the Cartesian product Y1 × Y2 equipped with its vector space structure. If Y1 , Y2

are subspaces of a vector space Y and Y1 ∩ Y2 = {0}, then the same notation
Y1 ⊕ Y2 stands for the internal direct sum of Y1 and Y2 , that is, Y1 + Y2 (which
is a subspace of Y).
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1.1 Elementary linear algebra 9

Definition 1.3 L(Y,W) denotes the space of linear maps from Y to W. We set
L(Y) := L(Y,Y).

Definition 1.4 Lfd(Y,W), resp. Lfd(Y) denote the space of finite-dimensional
(or finite rank) linear operators in L(Y,W), resp. L(Y).

Definition 1.5 Let ai ∈ L(Yi ,W), i = 1, 2. We say that a1 ⊂ a2 if Y1 ⊂ Y2 and
a1 is the restriction of a2 to Y1 , that is, a2

∣∣
Y1

= a1 .

Definition 1.6 If a ∈ L(Y,W), then Ker a denotes the kernel (or null space)
of a and Ran a denotes its range.

Definition 1.7 1lY stands for the identity on Y.

1.1.2 2× 2 block matrices

If Y = Y+ ⊕ Y−, every r ∈ L(Y) can be written as a 2× 2 block matrix. The
following decomposition, possible if a is invertible, is often useful:

r =
[

a b

c d

]
=
[

1l 0
ca−1 1l

] [
a 0
0 d− ca−1b

] [
1l a−1b

0 1l

]
. (1.1)

Here are some expressions for the inverse of r:

r−1 =
[

1l −a−1b

0 1l

] [
a−1 0
0 (d− ca−1b)−1

] [
1l 0

−ca−1 1l

]
(1.2)

=
[

(a− bd−1c)−1 (c− db−1a)−1

(b− ac−1d)−1 (d− ca−1b)−1

]
. (1.3)

If Y is finite-dimensional, then, using the decomposition (1.1), we obtain the
following formulas for the determinant:

det r = det adet(d− ca−1b)
= det cdet b det(ac−1db−1 − 1l).

(1.4)

1.1.3 Duality

Definition 1.8 The dual of Y, denoted by Y# , is the space of linear functionals
on Y. Three kinds of notation for the action of v ∈ Y# on y ∈ Y will be used:

(1) the bra–ket notation 〈v|y〉 = 〈y|v〉,
(2) the simplified notation v · y = y · v,
(3) the functional notation v(y).

There is a canonical injection Y → Y# # . We have Y = Y# # iff dimY <∞.

Definition 1.9 If y ∈ Y, we will sometimes write |y〉 for the operator

K � λ �→ |y〉λ := λy ∈ Y.

If v ∈ Y# , we will sometimes write 〈v| instead of v.
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10 Vector spaces

As an example of this notation, suppose that y ∈ Y and v ∈ Y# satisfy 〈v|y〉 =
1. Then |y〉〈v| is the projection onto the space spanned by y along the kernel of
v.

Definition 1.10 Let (e1 , . . . , en ) be a basis of a finite-dimensional space Y. Then
there exists a unique basis of Y# , (e1 , . . . , en ), called the dual basis, such that
〈ei |ej 〉 = δi

j .

1.1.4 Annihilator

Definition 1.11 The annihilator of X ⊂ Y is defined as

X an :=
{
v ∈ Y# : 〈v|y〉 = 0, y ∈ X}.

The pre-annihilator of V ⊂ Y# is defined as

Van :=
{
y ∈ Y : 〈v|y〉 = 0, v ∈ V}.

Note that

(X an)an = SpanX , (Van)an = SpanV.

1.1.5 Transpose of an operator

Definition 1.12 If a ∈ L(Y1 ,Y2), then a# will denote the transpose of a, that
is, the operator in L(Y#

2 ,Y#
1 ) defined by

〈a# v|y〉 := 〈v|ay〉, v ∈ Y#
2 , y ∈ Y1 . (1.5)

Note that a is bijective iff a# is. We have a# # ∈ L(Y# #
1 ,Y# #

2 ) and a ⊂ a# # .

1.1.6 Dual pairs

Definition 1.13 A dual pair is a pair (V,Y) of vector spaces equipped with a
bilinear form

(V,Y) � (v, y) �→ 〈v|y〉 ∈ K

such that

〈v|y〉 = 0, v ∈ V ⇒ y = 0, (1.6)

〈v|y〉 = 0, y ∈ Y ⇒ v = 0. (1.7)

Clearly, if (V,Y) is a dual pair, then so is (Y,V). If Y is finite-dimensional and
(V,Y) is a dual pair, then V is naturally isomorphic to Y# .

In general, (V,Y) is a dual pair iff V can be identified with a subspace of Y#

(this automatically guarantees (1.7)) satisfying Van = {0} (this implies (1.6)).
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1.1 Elementary linear algebra 11

1.1.7 Bilinear forms

Definition 1.14 Elements of L(Y,Y# ) will be called bilinear forms.

Let ν ∈ L(Y,Y# ). Then ν determines a bilinear map on Y:

Y × Y � (y1 , y2) �→ y1 · νy2 = 〈y1 |νy2〉 ∈ K. (1.8)

Definition 1.15 We say that ν is non-degenerate if Ker ν = 0.

Definition 1.16 We say that r ∈ L(Y) preserves the form ν if

r# νr = ν, i.e. (ry1) · νry2 = y1 · νy2 , y1 , y2 ∈ Y.

We say that a ∈ L(Y) infinitesimally preserves the form ν if

a# ν + νa = 0, i.e. (ay1) · νy2 = −y1 · νay2 , y1 , y2 ∈ Y.

Remark 1.17 We will use three kinds of notation for bilinear forms:

(1) the bra–ket notation 〈y1 |νy2〉, going back to Dirac,
(2) the simplified notation y1 · νy2 ,
(3) the functional notation ν(y1 , y2).

Usually, we prefer the first two kinds of notation (both appear in (1.8)).

1.1.8 Symmetric forms

Definition 1.18 We will say that ν ∈ L(Y,Y# ) is symmetric if

ν ⊂ ν# , i.e. y1 · νy2 = y2 · νy1 , y1 , y2 ∈ Y.

The space of all symmetric elements of L(Y,Y# ) will be denoted by Ls(Y,Y# ).

Let ν ∈ Ls(Y,Y# ).

Definition 1.19 A subspace X ⊂ Y is called isotropic if

y1 · νy2 = 0, y1 , y2 ∈ X .

Definition 1.20 Let Y be a real vector space. ν is called positive semi-definite
if y · νy ≥ 0 for y ∈ Y. It is called positive definite if y · νy > 0 for y �= 0.

A positive definite form is always non-degenerate.
Assume that ν is non-degenerate. Using that ν is symmetric and non-

degenerate we see that 〈v|y〉 = 0 for all v ∈ νY implies y = 0. Thus (νY,Y)
is a dual pair and Y can be treated as a subspace of (νY)# . Hence, ν−1 , a pri-
ori defined as a map from νY to Y, can be understood as a map from νY to
(νY)# . We easily check that ν−1 is symmetric and non-degenerate. If ν is positive
definite, then so is ν−1 .
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12 Vector spaces

Proposition 1.21 Let Y be finite-dimensional. Then,

(1) ν ∈ Ls(Y,Y# ) iff ν# = ν.
(2) If ν is non-degenerate, then νY = Y# , so that ν−1 ∈ Ls(Y# ,Y) is a non-

degenerate symmetric form.

1.1.9 (Pseudo-)Euclidean spaces

Definition 1.22 A couple (Y, ν), where ν ∈ Ls(Y,Y# ) is non-degenerate, is
called a pseudo-Euclidean space. If Y is real and ν is positive definite, then
(Y, ν) is called a Euclidean space. In such a case we can define the norm of
y ∈ Y, denoted by ‖y‖ :=

√
y · νy. If Y is complete for this norm, it is called a

real Hilbert space.

Let (Y, ν) be a pseudo-Euclidean space.

Definition 1.23 If X ⊂ Y, then X ν⊥ denotes the ν-orthogonal complement of
X :

X ν⊥ := {y ∈ Y : y · νx = 0, x ∈ X}.

Definition 1.24 A symmetric form on a real space, especially if it is positive
definite, is often called a scalar product and denoted 〈y1 |y2〉 or y1 · y2 . In such a
case, the orthogonal complement of X is denoted X⊥. For x ∈ Y, 〈x| will denote
the following operator:

Y � y �→ 〈x|y := 〈x|y〉 ∈ K.

If 〈x|x〉 = 1, then |x〉〈x| is the orthogonal projection onto x.
Most Euclidean spaces considered in our work will be real Hilbert spaces. Real

Hilbert spaces will be further discussed in Subsect. 2.2.2.

1.1.10 Inertia of a symmetric form

Let Y be a finite-dimensional space equipped with a symmetric form ν. In the
real case we can find a basis

(e1,+ , . . . , ep,+ , e1,−, . . . , eq,−, e1 , . . . , er )

such that if

(e1,+ , . . . , ep,+ , e1,−, . . . , eq,−, e1 , . . . , er )

is the dual basis in Y# , then

νej,+ = ej,+ , νej,− = −ej,−, νej = 0.

The numbers (p, q) do not depend on the choice of the basis. ν is positive definite
iff q = r = 0.

Definition 1.25 We set inert ν := p− q.
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1.1 Elementary linear algebra 13

In the complex case, we can find a basis

(e1,+ , . . . , ep,+ , e1 , . . . , er )

such that if

(e1,+ , . . . , ep,+ , e1 , . . . , er )

is the dual basis in Y# , then

νej,+ = ej,+ , νej = 0.

The number p does not depend on the choice of the basis.

Definition 1.26 We set inert ν := p.

1.1.11 Group O(Y) and Lie algebra o(Y)

Let (Y, ν) be a Euclidean space and a ∈ L(Y).

Definition 1.27 We say that

a is isometric if a# νa = ν,
a is orthogonal if a is isometric and bijective,

a is anti-self-adjoint if a# ν = −νa,
a is self-adjoint if a# ν = νa.

The set of orthogonal elements in L(Y) is a group for the operator composition,
denoted by O(Y). The set of anti-self-adjoint elements in L(Y), denoted by o(Y),
is a Lie algebra, equipped with the commutator [a, b].

Definition 1.28 If (Y, ν) is pseudo-Euclidean, we keep the same definitions,
except we replace isometric, orthogonal, anti-self-adjoint and self-adjoint with
pseudo-isometric, pseudo-orthogonal, anti-pseudo-self-adjoint and pseudo-self-
adjoint.

1.1.12 Anti-symmetric forms

Definition 1.29 We will say that ω ∈ L(Y,Y# ) is anti-symmetric if

−ω ⊂ ω# , i.e. y1 · ωy2 = −y2 · ωy1 , y1 , y2 ∈ Y.

The space of all anti-symmetric elements of L(Y,Y# ) will be denoted by
La(Y,Y# ).

Let ω ∈ La(Y,Y# ).

Definition 1.30 A subspace X ⊂ Y is called isotropic if

y1 · ωy2 = 0, y1 , y2 ∈ X .

A maximal isotropic subspace is called Lagrangian.
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14 Vector spaces

Definition 1.31 A non-degenerate anti-symmetric bilinear form is called
symplectic.

If ω is symplectic, then (ωY,Y) is a dual pair and we can treat Y as a
subspace of (ωY)# . We can also define a symplectic form ω−1 ∈ La(ωY,Y) ⊂
La(ωY, (ωY)# ).

Proposition 1.32 Let Y be finite-dimensional.

(1) ω is anti-symmetric iff ω# = −ω.
(2) An isotropic subspace X is Lagrangian iff dimX = 1

2 dimY.
(3) If ω is symplectic, then ωY = Y# , so that ω−1 ∈ La(Y# ,Y) is a symplectic

form.

1.1.13 Symplectic spaces

Definition 1.33 The pair (Y, ω), where ω is a symplectic form on Y, is called
a symplectic space.

Let (Y, ω) be a symplectic space.

Definition 1.34 The symplectic complement of X ⊂ Y is defined as

X ω⊥ := {y ∈ Y : y · ωx = 0, x ∈ X}.
Let X be a subspace of Y. Note that X is isotropic iff X ω⊥ ⊃ X and it is

Lagrangian iff X ω⊥ = X .

Definition 1.35 We say that X is co-isotropic if X ω⊥ ⊂ X .

If X is co-isotropic, then X/X ω⊥ is naturally a symplectic space.
Note that X is isotropic in Y iff X an is co-isotropic in Y# .

1.1.14 Group Sp(Y) and Lie algebra sp(Y)

Let (Y, ω) be a symplectic space and a ∈ L(Y).

Definition 1.36 We say that

a is symplectic if a is bijective and a# ωa = ω,

a is anti-symplectic if a is bijective and a# ωa = −ω,

a is infinitesimally symplectic if a# ω = −ωa.

The set of symplectic elements in L(Y) is a group for the operator composition
denoted by Sp(Y). The set of infinitesimally symplectic elements, denoted by
sp(Y), is a Lie algebra equipped with the commutator.

Proposition 1.37 Assume that Y is finite-dimensional and r ∈ L(Y). Then

(1) r ∈ Sp(Y) iff r# ωr = ω.
(2) r ∈ Sp(Y, ω) iff r# ∈ Sp(Y# , ω−1).
(3) r ∈ Sp(Y) implies r−1 = ω−1r# ω.
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1.1 Elementary linear algebra 15

1.1.15 Involutions and super-spaces

Definition 1.38 ε ∈ L(Y) is called an involution if ε2 = 1l.

Definition 1.39 If ε ∈ L(Y) is an involution, we set Y±ε := Ker(1l∓ ε).

Every involution determines a decomposition Y = Yε ⊕ Y−ε , the operators
1
2 (1l± ε) being the projections onto Y±ε along Y∓ε .

Conversely, a decomposition Y = Y0 ⊕ Y1 determines an involution given by

the matrix ε =
[

1l 0
0 −1l

]
.

Operators a ∈ L(Y) commuting with ε are of the form a =
[

a00 0
0 a11

]
.

Definition 1.40 We say that (Y, ε) is a Z2-graded space or a super-space if ε

is an involution on Y. ε is often called the Z2-grading.

Definition 1.41 In the context of super-spaces one often writes Y0 for Yε and its
elements are called even. One writes Y1 for Y−ε and its elements are called odd.
Elements of Y0 ∪ Y1 will be called homogeneous or pure. The operator p = 0⊕ 1l
is called the parity, so that ε = (−1l)p . Sometimes, the parity of a homogeneous
element y ∈ Y is denoted |y|.

Remark 1.42 The name “super-space” came into use under the influence of
super-symmetric quantum field theory. The prefix “super” is often attached to
mean “Z2-graded” in various contexts; see e.g. Subsects. 3.3.9 and 6.1.4.

If Y has an additional structure, we will often assume that it is preserved by
ε. For instance, we have the following terminology (see Subsect. 1.3.8):

Definition 1.43 (Y, ε) is a super-Hilbert space if Y is a Hilbert space and ε is
a unitary involution; it is a super-Kähler space if Y is a Kähler space and ε is a
symplectic and orthogonal (and hence complex linear) involution.

Let (Y, ε), (W, ε) be two super-spaces. The space of linear transformations
from Y toW, that is, L(Y,W), is itself naturally a super-space, with the grading
given by

L(Y,W) � r �→ εrε ∈ L(Y,W).

Written in the matrix notation, the decomposition of an element of L(Y,W) into
its even and odd parts is[

a00 a01

a10 a11

]
=
[

a00 0
0 a11

]
+
[

0 a01

a10 0

]
.

We can form other super-spaces in an obvious way, for example, (Y ⊕W,

ε⊕ ε), (Y ⊗W, ε⊗ ε).
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16 Vector spaces

1.1.16 Conjugations on a symplectic space

Let (Y, ω) be a symplectic space.

Definition 1.44 A map τ ∈ L(Y) is called a conjugation if it is an anti-
symplectic involution.

Let (V,X ) be a dual pair of vector spaces. Define ω ∈ L(V ⊕ X ,V# ⊕X # ) and
τ ∈ L(V ⊕ X ) by

ω =
[

0 1l
−1l 0

]
, τ =

[
1l 0
0 −1l

]
. (1.9)

In other words, for (η1 , q1), (η2 , q2) ∈ V ⊕ X we have

(η1 , q1) · ω(η2 , q2) = η1 ·q2 − η2 ·q1 , τ(η1 , q1) = (η1 ,−q1). (1.10)

Then ω is a symplectic form on V ⊕ X and τ is a conjugation.
We can also define ω−1 and τ# on V# ⊕X # . We obtain a symplectic form and

a conjugation:

ω−1 =
[

0 −1l
1l 0

]
, τ# =

[
1l 0
0 −1l

]
, (1.11)

or equivalently

(x1 , ξ1) · ω−1(x2 , ξ2) = ξ1 ·x2 − ξ2 ·x1 , τ# (x1 , ξ1) = (x1 ,−ξ1). (1.12)

We will see below that the above construction describes a general form of a
symplectic space equipped with a conjugation.

Proposition 1.45 Let τ be a conjugation on a symplectic space Y. Then the
spaces Y±τ are Lagrangian.

Proof The spaces Y±τ are clearly isotropic. Since Y � Yτ ⊕ Y−τ we have Y# �
(Yτ )# ⊕ (Y−τ )# , and we can write ω as the matrix[

0 a

−b 0

]
,

where a : Y−τ → (Yτ )# and b : Yτ → (Y−τ )# are injective and

a#
∣∣
Yτ = b, b#

∣∣
Y−τ = a.

If Yτ � X , where X is isotropic, then there exists e �∈ Yτ such that y · ωe = 0 for
all y ∈ Yτ . Then (1l− τ)e �= 0 and y·ω(1l− τ)e = y·a(1l− τ)e = 0 for all y ∈ Yτ ,
which contradicts the fact that a is injective. Hence Y±τ are Lagrangian. �

Proposition 1.46 Let Y be a symplectic space Y with a conjugation τ . We use
the notation of the proof of Prop. 1.45. Set

X := Y−τ , V := bYτ .
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1.2 Complex vector spaces 17

Then (V,X ) is a dual pair and b⊕ 1l sends bijectively Y = Yτ ⊕ Y−τ onto V ⊕ X .
With this identification, ω and τ are given by (1.10).

If in addition the dimension of Y is finite, then V = X # and we obtain a
bijection of Y onto X # ⊕X and of Y# onto X ⊕ X # .

Proof Clearly, V ⊂ X # . We need to show that Van = {0}. Let x ∈ Van . For any
y ∈ Yτ , we have

0 = 〈by|x〉 = 〈y|b# x〉 = 〈y|ax〉,
since b#

∣∣
Y−τ = a. This implies that ax = 0, and hence x = 0, since a is injective.

Therefore, (V,X ) is a dual pair. �

Theorem 1.47 Let Y be a finite-dimensional symplectic space. There exists a
conjugation in L(Y). Consequently, there exists a vector space X such that Y is
isomorphic to X # ⊕X .

Proof Let f1 be an arbitrary non-zero vector in Y. Since ω is non-degenerate, we
can find a vector e1 such that f1 ·ωe1 = 1. f1 is not proportional to e1 , because
ω is anti-symmetric. Let Y1 = {y ∈ Y : y·ωf1 = y·ωe1 = 0}. Then dimY1 =
dimY − 2. We continue our construction in Y1 , finding vectors f2 , e2 etc.

In the end we set τ = 1l on Span{f1 , . . . , fd} and τ = −1l on Span{e1 , . . . , ed}.
�

1.2 Complex vector spaces

Throughout the section, Z,W are complex vector spaces.

1.2.1 Anti-linear operators

Definition 1.48 Let a be a map from Z to W. We say that it is anti-linear if
it is linear over R and ia = −ai.

Definition 1.49 Let a be anti-linear from Z to W. The transpose of a is the
operator in L(W# ,Z# ) defined by

〈a# v|y〉 := 〈v|ay〉, v ∈ Y#
2 , y ∈ Y1 . (1.13)

Note that the transpose of an anti-linear operator is also anti-linear.

1.2.2 Internal conjugations

Definition 1.50 An anti-linear map χ on Z such that χ2 = 1l is called an (inter-
nal) conjugation. The subspace Zχ := {z ∈ Z : χz = z} is sometimes called a
real form of Z. According to an alternative terminology, Zχ is called the real
subspace and Z−χ := {z ∈ Z : χz = −z} the imaginary subspace (for χ).
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18 Vector spaces

Definition 1.51 Operators a ∈ L(Z,W) satisfying a = χaχ will be sometimes
called real (for χ).

Clearly, the space of real operators can be identified with L(Zχ ,Wχ).
Sometimes, an internal conjugation will be denoted by z instead of χz. In such

a case, if a ∈ L(Z), we will write a for χaχ.

1.2.3 Complex conjugate spaces

In this subsection we discuss the external approach to the complex conjugation.
This is a very simple and elementary subject, which, however, can be a little
confusing.

Definition 1.52 Z will denote a complex space equipped with an anti-linear
isomorphism

Z � z �→ z ∈ Z. (1.14)

We will call Z the space complex conjugate to Z. We will use the convention
that the inverse of (1.14) is denoted by the same symbol, so that z = z, z ∈ Z
and Z = Z.

In practice, one often uses one of the following two concrete realizations of the
complex conjugate space.

The first approach is the most canonical (it does not introduce additional
structure). We set Z to be equal to Z as a real vector space. The map Z � z �→
z ∈ Z is just the identity. One defines the multiplication by λ ∈ C on Z as

λz := λz, z ∈ Z, λ ∈ C.

In the second approach, we choose Z = Z as complex vector spaces and we
fix an internal conjugation χ. Then we set z := χz. Thus we are back in the
framework of Subsect. 1.2.2.

Definition 1.53 If a ∈ L(Z,W), then one defines a ∈ L(Z,W) by

a z := az. (1.15)

The map L(Z,W) � a �→ a ∈ L(Z,W) is an anti-linear isomorphism which
allows us to identify L(Z,W) and L(Z,W) as complex vector spaces.

Sometimes the notation z �→ z is inconvenient for typographical reasons, and
we will denote the complex conjugation by a letter, e.g. χ. Thus χ : Z → Z is a
fixed anti-linear map and we write χz for z.

In particular, if a ∈ L(Z1 ,Z2), and the conjugations Zi → Z i are denoted by
χi , then a = χ2aχ−1

1 .
A typical situation when this alternative notation is more convenient is the

following. Suppose that b is an anti-linear map from Z1 to Z2 . Then, instead of
b, it may be more convenient to use one of the following two linear maps:

bχ−1
1 ∈ L(Z1 ,Z2), or χ2b ∈ L(Z1 ,Z2). (1.16)
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1.2 Complex vector spaces 19

Note that b is a conjugation on Z iff the linear map a := bχ−1 ∈ L(Z,Z)
satisfies

aa = 1l.

1.2.4 Anti-linear functionals

If w ∈ Z# , we let it act on Z as

〈w|z〉 := 〈w|z〉, z ∈ Z.

This identifies Z# with Z#
. (This is a special case of (1.15) for W = C).

Definition 1.54 The anti-dual of Z is defined as

Z∗ := Z#
.

Thus Z∗ is the space L(Z, C) of anti-linear functionals on Z. Several kinds of
notation for the action of w ∈ Z∗ on z ∈ Z will be used:

(1) the bra–ket notation (z|w) = 〈z|w〉 = 〈w|z〉,
(2) the simplified notation z · w = w · z,
(3) the functional notation w(z) .

Since Z# = Z#
, we see that Z∗∗ = Z# # , so that Z ⊂ Z∗∗ and in the finite-

dimensional case Z = Z∗∗.

Remark 1.55 We will consistently use the following convention. The round
brackets in a pairing of two vectors will indicate that the expression depends
anti-linearly on the first argument and linearly on the second argument. In the
case of the angular brackets the dependence on both arguments will always be
linear, in both the real and the complex case.

1.2.5 Adjoint of an operator

Let a ∈ L(Z1 ,Z2).

Definition 1.56 We define the adjoint of a, denoted by a∗ ∈ L(Z∗
2 ,Z∗

1 ), by

(a∗w2 |z1) := (w2 |az1), w2 ∈ Z∗
2 , z1 ∈ Z1 . (1.17)

We see that

a∗ = a# = a# , a ⊂ a∗∗. (1.18)

Definition 1.57 Let a be an anti-linear map from Z1 to Z2 . The adjoint of a,
instead of by (1.17), is defined by

(z1 |a∗w2) = (w2 |az1),

or, equivalently, (a∗w2 |z1) = (w2 |az1), w2 ∈ Z∗
2 , z1 ∈ Z1 . (1.19)

It is an anti-linear operator from Z∗
2 to Z∗

1 satisfying (1.18).
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20 Vector spaces

1.2.6 Anti-dual pairs

Definition 1.58 An anti-dual pair is a pair (W,Z) of complex vector spaces
equipped with a form

(W,Z) � (w, z) �→ (w|z) ∈ C

anti-linear in W and linear in Z such that

(w|z) = 0, w ∈ V ⇒ z = 0,

(w|z) = 0, z ∈ Z ⇒ w = 0.

Properties of anti-dual pairs are obvious analogs of the properties of dual
pairs. For instance, if Z is finite-dimensional and (W,Z) is a dual pair, then W
is naturally isomorphic to Z∗.

1.2.7 Sesquilinear forms

Definition 1.59 Elements of L(Z,Z∗) will be called sesquilinear forms.

Let β ∈ L(Z,Z∗). β determines a map

Z × Z � (z1 , z2) �→ (z1 |βz2) = z1 · βz2 ∈ C (1.20)

anti-linear in the first argument and linear in the second argument.

Definition 1.60 We say that β is non-degenerate if Ker β = {0}.

Definition 1.61 An operator r ∈ L(Z) preserves β if

r∗βr = β, i.e. (rz1 |βrz2) = (z1 |βz2), z1 , z2 ∈ Z.

An operator a ∈ L(Z) infinitesimally preserves β if

a∗β + βa = 0, i.e. (az1 |βz2) = −(z1 |βaz2), z1 , z2 ∈ Z.

Remark 1.62 Note that we adopt the so-called physicist’s convention for
sesquilinear forms. A part of the mathematical community adopts the reverse
convention: they assume sesquilinear forms to be linear in the first and anti-
linear in the second argument.

Remark 1.63 We will use three kinds of notation for sesquilinear forms:

(1) the bra–ket notation (z1 |βz2), going back to Dirac,
(2) the simplified notation z1 · βz2 ,
(3) the functional notation β(z1 , z2).

Note that in all cases the notation indicates that the form is sesquilinear and not
bilinear: by the use of round instead of angular brackets in the first case, and by
the use of the bar in the remaining cases. Usually, we will prefer the first two
notations, both given in (1.20).
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1.2 Complex vector spaces 21

1.2.8 Hermitian forms

Let β ∈ L(Z,Z∗).

Definition 1.64 We will say that

β is Hermitian if β ⊂ β∗, i.e. (z2 |βz1) = (z1 |βz2), z1 , z2 ∈ Z,

or equivalently (z|βz) ∈ R, z ∈ Z;

β is anti-Hermitian if β ⊂ −β∗, i.e. (z2 |βz1) = −(z1 |βz2), z1 , z2 ∈ Z,

or equivalently (z|βz) ∈ iR, z ∈ Z.

Clearly, β is Hermitian iff iβ is anti-Hermitian.

Definition 1.65 The space of all Hermitian elements of L(Z,Z∗) will be denoted
Lh(Z,Z∗). Such operators are also called Hermitian forms.

If Z is finite-dimensional then β ∈ Lh(Z,Z∗) iff β∗ = β.

Definition 1.66 A Hermitian form β is called positive semi-definite if (z|βz) ≥
0 for z ∈ Z. It is called positive definite if (z|βz) > 0 for z �= 0. A positive definite
form is also often called a scalar product.

Positive definite forms are always non-degenerate.
If β ∈ Lh(Z,Z∗) is non-degenerate, then (βZ,Z) is an anti-dual pair. Hence,

we can define β−1 ∈ Lh(βZ,Z) ⊂ Lh(βZ, (βZ)∗). (Note that Z ⊂ (βZ)∗.) The
form β−1 is non-degenerate and is positive definite iff β is positive definite.

1.2.9 (Pseudo-)unitary spaces

Definition 1.67 A couple (Z, β), where β ∈ Lh(Z,Z∗) is non-degenerate, is
called a pseudo-unitary space. If β is positive definite, then (Z, β) is called a
unitary space. In such a case we can define the norm of z ∈ Z denoted by ‖z‖ :=√

(y|βy). If Z is complete for this norm, it is called a Hilbert space.

Note that the notion of a pseudo-unitary space is closely related to that of a
charged symplectic space, which is defined later, in Subsect. 1.2.11.

Let (Z, β) be a pseudo-unitary space.

Definition 1.68 If U ⊂ Z, then Uβ⊥ denotes the β-orthogonal complement of
U :

Uβ⊥ :=
{
z ∈ Z : (u|βz) = 0, u ∈ U}.

Definition 1.69 Let (Z, β) be a unitary, pseudo-unitary, resp. charged symplec-
tic space. Then Z has a natural unitary, pseudo-unitary, resp. charged symplectic
structure:

(z1 |βz2) := (z1 |βz2).
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22 Vector spaces

Definition 1.70 A non-degenerate Hermitian form, especially if it is positive
definite, is often called a scalar product and denoted (z1 |z2) or z1 · z2 . In such a
case, the orthogonal complement of U is denoted U⊥. For w ∈ Z, (w| will denote
the following operator:

Z � z �→ (w|z := (w|z) ∈ C.

For example, if (w|w) = 1, then |w)(w| is the orthogonal projection onto w.
Most unitary spaces considered in our work will be (complex) Hilbert spaces.

Hilbert spaces will be further discussed in Subsect. 2.2.2.

1.2.10 Group U(Z) and Lie algebra u(Z)

Let (Z, β) be an unitary space and a ∈ L(Z).

Definition 1.71 We say that

a is isometric if a∗βa = β,
a is unitary if a is isometric and bijective,

a is self-adjoint if a∗β = βa,
a is anti-self-adjoint if a∗β = −βa.

The set of unitary operators on Z is a group for the operator composition denoted
by U(Z). The space of anti-self-adjoint operators on Z, denoted by u(Z), is a
Lie algebra equipped with the usual commutator.

Let b be an anti-linear operator on Z.

Definition 1.72 We say that

b is anti-unitary if b∗βb = β and a is bijective,
b is a conjugation if it is an anti-unitary involution.

Recall from Subsect. 1.2.3 that we sometimes use two alternative symbols for
the complex conjugation: χ and the “bar”.

Clearly, b is anti-unitary iff χb : Z → Z is unitary.
If Z is a pseudo-unitary space, we can repeat Subsect. 1.2.10, replacing the

terms isometric, unitary, anti-self-adjoint and self-adjoint with pseudo-isometric,
pseudo-unitary, anti-pseudo-self-adjoint and pseudo-self-adjoint.

1.2.11 Charged symplectic spaces

Definition 1.73 If ω is anti-Hermitian and non-degenerate, then (Z, ω) is called
a charged symplectic space.

Note that the difference between a pseudo-unitary and charged symplectic
space is minor (passing from β to ω = iβ changes a pseudo-unitary space into a
charged symplectic space). We will, however, more often use the framework of a
charged symplectic space. The terminology in this case is somewhat different.

Let (Z, ω) be a charged symplectic space and a ∈ L(Z).
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Definition 1.74 We say that

a preserves ω if a∗ωa = ω,

a anti-preserves ω if a∗ωa = −ω,

a is charged symplectic if a preserves ω and is bijective,
a is charged anti-symplectic if a anti-preserves ω and is bijective,

a is infinitesimally charged symplectic if a∗ω = −ωa.

The set of charged symplectic operators on Z is a group for the operator com-
position denoted by ChSp(Z). The space of infinitesimally charged symplectic
operators on Z, denoted by chsp(Z), is a Lie algebra equipped with the usual
commutator.

Let a be an anti-linear operator on Z.

Definition 1.75 We say that

a preserves ω if a∗ωa = ω, or (z1 |ωz2) = (az1 |ωaz2),
a anti-preserves ω if a∗ωa = −ω, or (z1 |ωz2) = −(az1 |ωaz2),

a is anti-charged symplectic if a preserves ω and is bijective,
a is anti-charged anti-symplectic if a anti-preserves ω and is bijective.

Remark 1.76 The terminology “charged symplectic space” is motivated by appli-
cations in quantum field theory: such spaces describe charged bosons.

1.3 Complex structures

When we quantize a classical system, the phase space is often naturally equipped
with more than one complex structure. Therefore, it is useful to develop this
concept in more detail.

Besides complex structures, in this section we discuss the so-called (pseudo-)
Kähler spaces, which can be described as (pseudo-)unitary spaces treated as real
spaces.

1.3.1 Anti-involutions

Let Y be a vector space.

Definition 1.77 We say that j ∈ L(Y) is an anti-involution if j2 = −1l.

If Y is a real vector space with an anti-involution j, then Y can be naturally
endowed with the structure of a complex space:

(λ + iμ)y := λy + μjy, y ∈ Y, λ, μ ∈ R. (1.21)

Therefore, anti-involutions on real spaces are often called complex structures.
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Definition 1.78 Y converted into a vector space over C with the multiplication
(1.21) will be denoted YC, or by (YC, j) if we need to specify the complex structure
that we use. It will be called a complex form of Y.

Definition 1.79 Conversely, any complex space W can be considered as a real
vector space, called the realification of W and denoted WR. It is equipped with
an anti-involution j ∈ L(WR) (the multiplication by the complex number i).

Let Y1 , Y2 be real spaces with anti-involutions j1 , j2 . Then

L(YC

1 ,YC

2 ) =
{
a ∈ L(Y1 ,Y2) : aj1 = j2a

}
.

1.3.2 Conjugations on a space with an anti-involution

Let Y be a vector space equipped with an anti-involution j ∈ L(Y).

Definition 1.80 We say that χ ∈ L(Y) is a conjugation if it is an involution
and jχ = −χj.

Recall that χ determines a decomposition Y = Yχ ⊕ Y−χ (see Def. 1.39). Let
us write X := Y−χ . Then jX = Yχ . The map

Y � y �→
(

j
1l + χ

2
y,

1l− χ

2
y

)
∈ X ⊕ X (1.22)

is bijective. Thus Y can be identified with X ⊕ X , so that

j =
[

0 −1l
1l 0

]
, χ =

[
1l 0
0 −1l

]
.

r ∈ L(X ⊕ X ) commutes with j iff it is of the form

r =
[

a −b

b a

]
, (1.23)

for a, b ∈ L(X ).
r commutes with both j and χ iff

r =
[

a 0
0 a

]
, (1.24)

for a ∈ L(X ).

1.3.3 Complexification

Let X be a real vector space

Definition 1.81 The complexification of X , denoted by CX , is the complex

vector space (X ⊕ X )C, equipped with the anti-involution given by
[

0 −1l
1l 0

]
,
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which will be denoted simply by i. CX is also equipped with the conjugation χ

given by
[

1l 0
0 −1l

]
. According to the convention in Subsect. 1.2.3, we will usually

write z := χz, z ∈ CX .

Note that L(CX ), in the representation X ⊕ X , consists of matrices of the
form (1.23).

Let a ∈ L(X ).

Definition 1.82 We set

aC :=
[

a 0
0 a

]
, a

C
:=
[

a 0
0 −a

]
. (1.25)

aC, resp. a
C
, is the unique (complex) linear, resp. anti-linear extension of a to

an operator on CX . Often, we simply write a instead of aC.

1.3.4 Complexification of a Euclidean space

Let (X , ν) be a Euclidean space. Then the scalar product in X has two natural
extensions to CX : if wi = (xi + iyi) ∈ CX , i = 1, 2, we can define the bilinear
form

w1 · νCw2 := x1 · νx2 − y1 · νy2 + ix1 · νy2 + iy1 · νx2

and the sesquilinear form

(w1 |w2) = w1 · νCw2 := x1 · νx2 + y1 · νy2 + ix1 · νy2 − iy1 · νx2 .

We will more often use the latter. It makes CX into a unitary space. The canon-
ical conjugation χ defined in Subsect. 1.3.3 is anti-unitary. We also see that if
r ∈ O(X ), resp. r ∈ o(X ), then rC ∈ U(CX ), resp. rC ∈ u(CX ).

Assume now that (W, (·|·)) is a unitary space and that χ is a conjugation on X
in the sense of Subsect. 1.2.8. Let X := Wχ as in Subsect. 1.3.2. Then X equipped
with y1 ·νy2 := (y1 |y2) is a Euclidean space. The identification of X ⊕ X � CX
with W as complex spaces defined in Subsect. 1.3.2 is unitary from (CX , (·|·))
to (W, (·|·)).

1.3.5 Complexification of a symplectic space

Let (X , ω) be a symplectic space. Then CX can be equipped with the non-
degenerate anti-symmetric form ω defined for wi = (xi + iyi) ∈ CX , i = 1, 2, by

w1 · ωCw2 := x1 · ωx2 − y1 · ωy2 + ix1 · ωy2 + iy1 · ωx2 ,

as well as a charged symplectic form

w1 · ωCw2 := x1 · ωx2 + y1 · ωy2 + ix1 · ωy2 − iy1 · ωx2 .

where wi = (xi + iyi), i = 1, 2.
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26 Vector spaces

1.3.6 Holomorphic and anti-holomorphic subspaces

Assume that a real space Y is equipped with an anti-involution j ∈ L(Y). Thus
(CY)R has two distinguished anti-involutions: the usual i, and also jC.

Definition 1.83 Set

Z := {y − ijy : y ∈ Y}.
Z will be called the holomorphic subspace of CY.

Z := {y + ijy : y ∈ Y}
will be called the anti-holomorphic subspace of CY.

The corresponding projections are 1lZ := 1
2 (1l− ijC) and 1lZ := 1

2 (1l + ijC).
Clearly, 1l = 1lZ + 1lZ , and CY = Z ⊕ Z. We have Z = Ker(jC − i), Z =
Ker(jC + i), thus on Z the complex structures i and jC coincide, whereas on
Z they are opposite.

The canonical conjugation on CY is bijective from Z to Z, which shows that
we can treat (Z, i) as the conjugate vector space (Z, i).

Using the decomposition

CY = Z ⊕ Z, (1.26)

we can write

i =
[

i 0
0 i

]
, jC =

[
i 0
0 −i

]
.

The converse construction is as follows: Let (Z, i) be a complex vector space.
Set

Re(Z ⊕ Z) :=
{
(z, z) ∈ Z ⊕ Z : z ∈ Z}.

Clearly, Re(Z ⊕ Z) is a real vector space. It can be equipped with the anti-
involution

j(z, z) := (iz, iz) = (iz,−iz).

We identify CRe(Z ⊕ Z) with CY = Z ⊕ Z as follows: if yi = (zi, zi) ∈ Y for
i = 1, 2, then

CY � y1 + iy2 �→ (z1 + iz2 , z1 + iz2) ∈ Z ⊕ Z. (1.27)

With this identification we have

jC �
[

i 0
0 −i

]
,

which shows that this is the converse construction.
Z ⊕ Z is equipped with a conjugation

ε(z1 , z2) := (z2 , z1).
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1.3 Complex structures 27

Note that Re(Z ⊕Z) is the real subspace of Z ⊕ Z for the conjugation ε. Clearly,
under the identification (1.27), ε coincides with the usual complex conjugation
on CY.

Often it is convenient to identify the space Z with Re(Z ⊕ Z) = Y.

Definition 1.84 For any λ �= 0, we introduce an identification between a space
with an anti-involution and the corresponding holomorphic space:

Y � y �→ Tλy = λ
1l− ij

2
y ∈ Z. (1.28)

The inverse map is

Z � z �→ T−1
λ z :=

1
λ

(z + z) ∈ Y. (1.29)

In the literature one can find at least two special cases of these identifications:
for λ = 1 and for λ =

√
2. Each one has its own advantages. Note that in the

bosonic case, we will typically use the identification T√
2 , and in the fermionic

case, the identification T1 . The arguments in favor of T√
2 will be given in Subsect.

1.3.9.
Let us discuss an argument in favor of T1 . Consider the natural projection

from CY onto Y:

CY � w �→ w + w

2
+ j

w − w

2i
∈ Y. (1.30)

Then

Z � z �→ T−1
1 z = z + z ∈ Y (1.31)

is the restriction of (1.30) to Z.
T1 appears naturally in the following context. Suppose that we have a function

Z � z �→ F (z) ∈ C. One often prefers to move its domain onto Y by considering

Y � (z, z) �→ F (T1(z, z)) = F (z). (1.32)

Abusing notation, one can denote (1.32) by F (z, z). This notation is especially
common in the literature if F is not holomorphic.

Let us assume for a moment that Y is a complex space. We can realify Y, and
then complexify it, obtaining CYR. Denote the original imaginary unit of Y by
j. Introducing Z and identifying it with Y with help of T1 we can write

CYR � Y ⊕ Y. (1.33)

1.3.7 Operators on a space with an anti-involution

Let Y be a real space with an anti-involution j. Let Z, Z be the holomorphic
and anti-holomorphic spaces defined in Subsect. 1.3.6. Let us collect the form of
various operators on CY after the identification of CY with Z ⊕ Z.
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28 Vector spaces

We have

ε =
[

0 χ

χ 0

]
, jC =

[
i 0
0 −i

]
, i =

[
i 0
0 i

]
.

where Z � z �→ εz := z ∈ Z.
An operator in L(CY) is of the form[

a b

c d

]
,

where a ∈ L(Z), b ∈ L(Z,Z), c ∈ L(Z,Z), d ∈ L(Z).
An operator in L(CY) equal to rC for some r ∈ L(Y) is of the form[

p q

q p

]
,

where p ∈ L(Z), q ∈ L(Z,Z).
Finally an operator L(CY) equal to rC for r ∈ L(YC) (which means that [r, j] =

0) is of the form [
p 0
0 p

]
,

for p ∈ L(Z).

1.3.8 (Pseudo-)Kähler spaces

Let (Y, (·|·)) be a (pseudo-)unitary space. Then YR is a (pseudo-)Euclidean space
for the scalar product

y2 · νy1 := Re(y2 |y1), (1.34)

a symplectic space for the symplectic form

y2 · ωy1 := Im(y2 |y1), (1.35)

and has an anti-involution

jy := iy. (1.36)

The name “(pseudo-)Kähler space” is used for a unitary space treated as a
real space with the three structures (1.34), (1.35) and (1.36). Below we give a
more precise definition:

Definition 1.85 We say that a quadruple (Y, ν, ω, j) is a pseudo-Kähler space
if

(1) Y is a real vector space,
(2) ν is a non-degenerate symmetric form,
(3) ω is a symplectic form,
(4) j is an anti-involution,
(5) ωj = ν.
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1.3 Complex structures 29

If in addition ν is positive definite, then we say that (Y, ν, ω, j) is a Kähler
space.

Definition 1.86 If (Y, ν, ω, j) is a (pseudo-)Kähler space, we set

(y1 |y2) := y1 · νy2 + iy1 · ωy2 . (1.37)

Then (YC, (·|·)) is a (pseudo-)unitary space.

Definition 1.87 If a Kähler space Y is complete for the norm (y · νy)
1
2 , we say

that Y is a complete Kähler space. In other words YC equipped with (·|·) is a
Hilbert space.

Two structures out of ν, ω, j determine the other. This is used in the following
three definitions. In all of them Y is a real vector space, ω is a symplectic form
and ν is a non-degenerate symmetric form.

Definition 1.88 (1) We say that a pair (ω, j) is pseudo-Kähler if ωj is symmet-
ric. If in addition ωj is positive definite, then we say that (ω, j) is Kähler.

(2) We say that a pair (ν, j) is pseudo-Kähler if −νj is a symplectic form. If in
addition ν is positive definite, then we say that (ν, j) is Kähler.

(3) We say that a pair (ν, ω) is pseudo-Kähler if Ranω = Ran ν and ω−1ν is
an anti-involution. If in addition ν is positive definite, we say that (ν, ω) is
Kähler.

The definitions (1) and (2) have other equivalent versions, as seen from the
following theorem:

Theorem 1.89 (1) Let (Y, ω) be a symplectic space. Consider the following
conditions:

(i) j# ωj = ω (j preserves ω),
(ii) j# ω + ωj = 0 (j ∈ sp(Y), or equivalently ωj is symmetric),
(iii) j2 = −1l (j is an anti-involution).

Then any pair of the conditions (i), (ii), (iii) implies the third condition and
that the pair (ω, j) is pseudo-Kähler.

(2) Let (Y, ν) be a (pseudo-)Euclidean space. Consider the following conditions:

(i) j# νj = ν (j is (pseudo-)isometric),
(ii) j# ν + νj = 0 (j ∈ o(Y), or equivalently νj is anti-symmetric),
(iii) j2 = −1l (j is an anti-involution).

Then any pair of the conditions (i), (ii), (iii) implies the third condition and
that the pair (ν, j) is (pseudo-)Kähler.

1.3.9 Complexification of a (pseudo-)Kähler space

Let (Y, ν, ω, j) be a (pseudo-)Kähler space. We have seen that the space CY is
equipped with
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30 Vector spaces

(1) the symmetric form w1 · νCw2 ,
(2) the Hermitian form (w1 |w2) := w1 · νCw2 ,

(3) the symplectic form w1 · ωCw2 , and
(4) the charged symplectic form w1 · ωCw2 ,

where w1 , w2 ∈ CY.
The spaces Z and Z introduced in Subsect. 1.3.6 are isotropic for both bilinear

forms νC and ωC and are mutually orthogonal for both sesquilinear forms.
Let us concentrate on the (pseudo-)unitary structure on CY given by the form

(·|·). Using the fact that j is anti-self-adjoint for ν on Y we see that jC is anti-
self-adjoint for (·|·) on CY. Therefore, the projections 1lZ and 1lZ are orthogonal
projections and hence the spaces Z and Z are orthogonal for (·|·). The map T√

2 ,
introduced in (1.29) is (pseudo-)unitary, if we interpret Y as a (pseudo-)unitary
space YC equipped with the scalar product (1.37). This is the main reason why
the identification T√

2 is often used, at least for bosonic systems.
The converse construction is as follows. Let Z be a (pseudo-)unitary space.

Set Y := Re(Z ⊕ Z). Recall from Subsect. 1.3.6 that Z is naturally isomorphic
to the holomorphic space for (Y, j), where the anti-involution j is given by

j(z, z) = (iz, iz) = (iz,−iz).

Y is equipped with the symmetric form

(z1 , z1) · ν(z2 , z2) := 2Re(z1 |z2),

and the symplectic form

(z1 , z1) · ω(z2 , z2) = 2Im(z1 |z2).

Then (Y, ν, ω, j) is a (pseudo-)Kähler space.
If we first take a (pseudo-)Kähler space Y, take its holomorphic space Z

equipped with its (pseudo-)unitary structure, and then go to the (pseudo-)Kähler
space Y = Re(Z ⊕ Z) constructed as above, we return to the original structure.

If Z is complete, then the topological dual Y# can be identified with Re(Z ⊕
Z) by setting

〈(z, z)|(w,w)〉 := (z|w) + (z|w) = 2Re(z|w).

With this identification we have

ω(z, z) = (−iz, iz).

1.3.10 Conjugations on a (pseudo-)Kähler space

Proposition 1.90 Let (Y, ν, ω, j) be a Kähler space. Let τ ∈ L(Y) be an invo-
lution. Then the following statements are equivalent:

(1) τ is anti-unitary on
(YC, (·|·)).

(2) τ ∈ O(Y, ν), τ j = −jτ .
(3) τ is anti-symplectic, τ j = −jτ .
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1.3 Complex structures 31

Definition 1.91 If the conditions of Prop. 1.90 are satisfied we say that τ is a
conjugation of the Kähler space Y.

Def. 1.91 is consistent with the definitions of a conjugation on a complex space,
a symplectic space and a (pseudo-)unitary space.

Assume that Y is a complete Kähler space with a conjugation τ . Let X := Y−τ ,
which is a real Hilbert space for ν. We can identify Y with X ⊕ X by (1.22),
as in Subsect. 1.3.2. Having in mind applications to CCR representations (see
Subsect. 8.2.7), we prefer, however, to describe a more general identification. We
fix a bounded, positive and invertible operator c on X . Then the map

Y � y �→
(

(2c)−
1
2 j

1l + τ

2
y, (2c)

1
2
1l− τ

2
y

)
∈ X ⊕ X (1.38)

is bijective. With this identification we have

τ =
[

1l 0
0 −1l

]
, j =

[
0 −(2c)−1

2c 0

]
,

(x+
1 , x−

1 ) · ν(x+
2 , x−

2 ) = x+
1 · ν2cx+

2 + x−
1 · ν(2c)−1x−

1 ,

(x+
1 , x−

1 ) · ω(x+
2 , x−

2 ) = x+
1 · νx−

2 − x−
1 · νx+

2 , (x+
i , x−

i ) ∈ X ⊕ X , i = 1, 2.

1.3.11 Real representations of the group U(1)

Let Y be a real space. Consider the group U(1) � R/2πZ and its representation

U(1) ∈ θ �→ uθ ∈ L(Y). (1.39)

Definition 1.92 Let n ∈ {0, 1, . . . }. A representation (1.39) is called a charge
n representation if there exists an anti-involution jch such that

uθ = cos(nθ)1l + sin(nθ)jch , θ ∈ U(1). (1.40)

Proposition 1.93 (1) If (1.39) is a charge 1 representation, then

uθy �= y, 0 �= y ∈ Y, 0 �= θ ∈ U(1), (1.41)

and the operator jch in (1.40) coincides with uπ/2 .
(2) If the representation (1.39) satisfies (1.41), then uπ/2 is an anti-involution.

Proof (2) Clearly, u2
π = 1l. Therefore, uπ is diagonalizable and 1

2 (1l± uπ ) are
the projections onto its eigenvalues ±1. By (1.41), Ker(1l− uπ ) = {0}. Therefore,
uπ = −1l. Now u2

π/2 = uπ = −1l. �

Proposition 1.94 Assume that Y is either finite-dimensional or a real Hilbert
space and the representation (1.39) is orthogonal. In both cases we suppose that
the representation is strongly continuous. Then

(1) Y =
∞⊕

n=0
Yn , where Yn are invariant and (1.39) restricted to Yn is a charge

n representation.
(2) The set of vectors y ∈ Y satisfying (1.41) equals Y1 .
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32 Vector spaces

Proof We can complexify Y and write that uθ,C = eiθc on CY, for some operator
c. Clearly, spec c ⊂ Z. Then Yn := Ran 1l{n,−n}(c) ∩ Y. �

Charge 1 representations are related to (pseudo-)Kähler structures.

Proposition 1.95 Consider a charge 1 representation

uθ = cos(θ)1l + sin(θ)jch , θ ∈ U(1). (1.42)

(1) If Y is a real Hilbert space and uθ ∈ O(Y), θ ∈ U(1), then jch is a Kähler
anti-involution.

(2) If Y is a symplectic space and uθ ∈ Sp(Y), θ ∈ U(1), then jch is a pseudo-
Kähler anti-involution.

1.4 Groups and Lie algebras

In this section we fix terminology and notation concerning groups and Lie alge-
bras, mostly consisting of linear or affine transformations.

Throughout the section, Y and W denote finite-dimensional spaces.

1.4.1 General linear group and Lie algebra

Definition 1.96 GL(Y,W) denotes the set of invertible elements in L(Y,W).
The general linear group of Y is defined as GL(Y) := GL(Y,Y).

SL(Y) :=
{
r ∈ GL(Y) : det r = 1

}
is its subgroup called the special linear group of Y.

Definition 1.97 The general linear Lie algebra of Y is denoted gl(Y) and equals
L(Y) equipped with the bracket [a, b] := ab− ba.

sl(Y) :=
{
a ∈ gl(Y) : Tr a = 0

}
is its Lie sub-algebra called the special linear Lie algebra of Y.

1.4.2 Homogeneous linear differential equations

Assume that R � t �→ at ∈ gl(Y) is continuous, and t ≥ s.

Definition 1.98 We define the time-ordered exponential by the following con-
vergent series:

Texp
ˆ t

s

audu :=
∞∑

n=0

´
. . .
´

t≥un ≥···≥u1 ≥s

aun
· · · au1 dun . . . du1 .

For y ∈ Y, s ∈ R, there exists a unique solution of

d
dt

yt = atyt , ys = y. (1.43)
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1.4 Groups and Lie algebras 33

It can be expressed in terms of the time-ordered exponential as

yt = Texp
ˆ t

s

audu y.

Clearly, if at = a ∈ gl(Y) does not depend on t, we can use the usual exponen-
tial instead of the time-ordered exponential:

Texp
ˆ t

s

adu = e(t−s)a .

1.4.3 Affine transformations

Definition 1.99 AL(Y,W) will denote W × L(Y,W) acting on Y as follows:
if (w, a) ∈ AL(Y,W) and y ∈ Y, then (w, a)y := w + ay. Elements of AL(Y,W)
are called affine maps from Y to W. We set AL(Y) := AL(Y,Y).

Definition 1.100 If G ⊂ L(Y,W), we set AG := W ×G as a subset of
AL(Y,W).

In particular, if G ⊂ L(Y) is a group, then so is AG. The multiplication in
AG(Y) is

(y2 , r2)(y1 , r1) = (y2 + r2y1 , r2r1).

Thus AG(Y) is an example of a semi-direct product of Y and G, determined by
the natural action of G on Y, and is often denoted by Y � G.

Definition 1.101 The general affine Lie algebra of Y is agl(Y) := Y × L(Y)
equipped with the bracket

[(y2 , a2), (y1 , a1)] = (a2y1 − a1y2 , a2a1 − a1a2).

Definition 1.102 If g ⊂ gl(Y), then we set ag := Y × g as a subset of agl(Y).

Clearly, if g is a Lie algebra, then so is ag. It is an example of the semi-direct
product of Y and g, determined by the natural action of g on Y, and is often
denoted by Y � g.

1.4.4 Inhomogeneous linear differential equations

Consider a continuous function R � t �→ (wt, at) ∈ agl(Y). Then, for y ∈ Y, s ∈
R, there exists a unique solution of

d
dt

yt = wt + atyt , ys = y. (1.44)

It can be written as

yt =
ˆ t

s

(
Texp

ˆ t

v

audu

)
wvdv +

(
Texp

ˆ t

s

audu

)
y. (1.45)
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34 Vector spaces

If (wt, at) = (a,w) ∈ agl(Y) does not depend on t, then (1.45) reduces to

yt = a−1(e(t−s)a − 1l)w + e(t−s)ay.

This motivates setting

e(w,a) := (a−1(ea − 1l)w, ea) ∈ AGL(Y).

Note in particular that

e(0,a) = (0, ea), e(w,0) = (w, 1l).

1.4.5 Exact sequences

Let π : F → G, ρ : G → H be homomorphisms between groups.

Definition 1.103 By saying that

F
π→ G

ρ→ H (1.46)

is an exact sequence, we mean that Ran π = Ker ρ.

Often, if they are obvious from the context, π, ρ are omitted from (1.46).
The one-element group is often denoted by 1. Therefore,

1 → F → G→ H → 1 (1.47)

means that F is a normal subgroup of G and we have a natural isomorphism
H � G/F .

1.4.6 Cayley transform

Let Y be a vector space. Let r ∈ L(Y) and r + 1l be invertible.

Definition 1.104 We define the Cayley transform of r as

γ := (1l− r)(1l + r)−1 .

Note that γ + 1l is again invertible and

r = (1l− γ)(1l + γ)−1 .

Hence the Cayley transform is an involution of{
a ∈ L(Y) : r + 1l is invertible

}
. (1.48)

Let r1 , r2 , r belong to (1.48) with r = r1r2 . Let γ1 , γ2 , γ be their Cayley trans-
forms. Then we have the identity

1l + γ = (1l + γ2)(1l + γ1γ2)−1(1l + γ1). (1.49)

Suppose that Y is a finite-dimensional symplectic space. Then the Cayley
transform is a bijection of{

r ∈ Sp(Y) : r + 1l is invertible
}
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1.5 Notes 35

onto {
γ ∈ sp(Y) : γ + 1l is invertible

}
.

If Y is a Euclidean space, then the same is true with Sp(Y), sp(Y) replaced
with O(Y), o(Y).

If Y is a unitary space, then the same is true with Sp(Y), sp(Y) replaced with
U(Y), u(Y).

1.5 Notes

Most of the material in this section is a collection of concepts and facts from
any basic linear algebra course, after a minor “cleaning up”. The need for a
particularly precise terminology in this area is especially important in differential
geometry. Therefore, in the literature such concepts as Kähler, symplectic and
complex structures typically appear in the context of differentiable manifolds;
see e.g. Guillemin–Sternberg (1977). They are rarely considered in the (much
simpler) context of linear algebra.
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2

Operators in Hilbert spaces

In this chapter we recall basic properties of operators on topological vector
spaces. We concentrate on Hilbert spaces, which play the central role in quantum
physics.

2.1 Convergence and completeness

We start with a discussion of various topics related to convergence and complete-
ness.

2.1.1 Nets

Nets are generalizations of sequences. In this subsection we briefly recall this
useful concept.

Definition 2.1 A directed set is a set I equipped with a partial order relation
≤ such that for any i, j ∈ I there exists k ∈ I such that i ≤ k, j ≤ k.

We will often use the following directed set:

Definition 2.2 Let I be a set. We denote by 2I
fin the family of finite subsets of

I. It becomes a directed set when we equip it with the inclusion.

Definition 2.3 Let S be a set. A net in S is a mapping from a directed set I to
S, denoted by {xi}i∈I .

Definition 2.4 A net {xi}i∈I in a topological space S converges to x ∈ S if for
any neighborhood N of x there exists i ∈ I such that if i ≤ j then xj ∈ N . We
will write xi → x. If S is Hausdorff, then a net in S can have at most one limit
and one can also write lim xi = x.

Definition 2.5 Let X be a topological space and U ⊂ X . Then U cl will denote
the closure of U , which is equal to the set of limits of all convergent nets in U .

2.1.2 Functions

Definition 2.6 Let X ,Y be sets. Then c(X ,Y) is the set of all functions from
X to Y. Clearly, c(X , K), is a vector space over K. We often write c(X ) for
c(X , C). f ∈ c(X , K) is called finitely supported if f−1

(
K\{0}) is finite. cc(X , K)
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2.1 Convergence and completeness 37

denotes the space of finitely supported functions in c(X , K). If x ∈ X , define

δx ∈ cc(X , K) by δx(y) :=

{
1, x = y,

0, x �= y.
. Clearly, each element of cc(X , K) can be

written as a unique finite linear combination of {δx : x ∈ X}. Sometimes, it
will be convenient to write x instead of δx .

Definition 2.7 Let X ,Y be topological spaces. Then C(X ,Y) is the set of all
continuous functions from X to Y. Clearly, C(X , K) is a vector space over K. We
often write C(X ) for C(X , C). Cc(X , K) denotes the set of compactly supported
functions in C(X , K).

We will use various styles of notation to introduce a function f with domain
X , such as X � x �→ f(x) or {f(x)}x∈X . Sometimes, we will simply write that
we are given a function f(x). This is possible, if we declared before that x is the
generic variable in X , or at least if it is clear from the context that x should be
understood this way. Thus x is not a concrete element of X , it is just a symbol
for which we can substitute an arbitrary element of X .

For example, the notation [aij ] is sometimes used for a matrix. Here, i is
understood as the generic variable in {1, . . . , n} and j as the generic variable
in {1, . . . , m}, where n, m should be clear from the context. Thus [aij ] is an
abbreviation for {1, . . . , n} × {1, . . . , m} � (i, j) �→ ai,j .

Generic variables are also used in some other situations, e.g. as a part of the
notation for integration or differentiation.

2.1.3 Topological vector spaces

Let E be a topological vector space.

Definition 2.8 If U ⊂ E, we will use the shorthand Spancl(U) for (Span(U))cl.

Definition 2.9 A net {xi}i∈I in a topological vector space E is Cauchy if, for any
neighborhood N of 0, there exists i ∈ I such that if i ≤ j, k, then xj − xk ∈ N .
E is complete if every Cauchy net is convergent.

Proposition 2.10 There exists a complete topological vector space containing E
as a dense subspace. If E1 and E2 are two such complete spaces, then there exists
a unique linear homeomorphism T : E1 → E2 such that T

∣∣
E = 1lE .

Definition 2.11 The complete vector space, described in Prop. 2.10 uniquely up
to isomorphism, is called the completion of E and denoted Ecpl.

2.1.4 Infinite sums

Let E be a topological vector space and {xi}i∈I a family of elements of E .
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38 Operators in Hilbert spaces

Definition 2.12 We say that the series
∑
i∈I

xi is convergent if the net{∑
i∈J xi

}
J∈2I

f in
, is convergent. The limit of the above net will be denoted by∑

i∈I

xi.

Assume that E is a normed space.

Definition 2.13 We say that the series
∑
i∈I

xi is absolutely convergent if the

numerical series
∑
i∈I

‖xi‖ is convergent.

Proposition 2.14 (1) For every absolutely convergent series, the set
{i : xi �= 0} is at most countable.

(2) Every absolutely convergent series in a Banach space is convergent.
(3) In a finite-dimensional space, a series is convergent iff it is absolutely con-

vergent.

2.1.5 Infinite products

Let {xi}i∈I be a family in C.

Definition 2.15 First assume that xi �= 0 for all i ∈ I. In this case, the infinite
product

∏
i∈I

xi is called convergent if the net
{∏

i∈J

xi

}
J∈2I

f in
converges to a non-

zero limit in C. The limit will be denoted by∏
i∈I

xi.

In the general case, one says that
∏
i∈I

xi is convergent if I0 = {i ∈ I : xi = 0} is

finite and the infinite product
∏

i∈I\I0

xi is convergent in the above sense. If I0 �= ∅,
one sets ∏

i∈I

xi := 0.

It is easy to see that the convergence of
∏
i∈I

xi is equivalent to the convergence

of
∑
i∈I

|xi − 1|. Therefore, if
∏
i∈I

xi converges, then the set {i ∈ I : xi �= 1} is at

most countable and xi → 1.

2.2 Bounded and unbounded operators

2.2.1 Normed vector spaces

Let H,K be normed spaces over K = R or C.
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2.2 Bounded and unbounded operators 39

Definition 2.16 We equip the complex conjugate space H with the norm ‖Φ‖ :=
‖Φ‖, Φ ∈ H.

Definition 2.17 B(H,K) denotes the space of bounded linear operators from
H to K. We set B(H) := B(H,H). H# := B(H, K) is the topological dual of H
and H∗ := B(H, K) = H# = H#

is the topological anti-dual of H.

Remark 2.18 Note that the meaning of the symbol H# , resp. H∗ depends on
the context: if we consider H as a vector space without a topology, it will denote
the algebraic dual, resp. anti-dual. see Defs; 1.8, resp. 1.54. If H is considered
together with its topology, it will denote the topological dual, resp. anti-dual.

Definition 2.19 By saying that A is a linear operator from H to K, we will
not necessarily mean that it is defined on the whole H. We will just mean that
there exists a subspace D of H such that A ∈ L(D,K). The space D will be called
the domain of A and denoted Dom A. The subspace GrA :=

{
(Φ, AΦ) : Φ ∈

Dom A
} ⊂ H⊕K is called the graph of A.

Definition 2.20 A linear operator A from H to K is closed if GrA is closed
in H⊕K. It is called closable if it has a closed extension. Its minimal closed
extension is called the closure of A and denoted by Acl. Cl(H,K) will denote the
set of closed, densely defined operators from H to K.

Proposition 2.21 Let A ∈ B(H,K). Then A is closable as an operator from
Hcpl to Kcpl and Acl ∈ B(Hcpl,Kcpl).

Definition 2.22 Let A be an operator on H. We say that z ∈ C belongs to the
resolvent set of A if A− z1l : Dom A → H is bijective and (A− z1l)−1 ∈ B(H).
The resolvent set of A is denoted by res A. The set specA = C\res A is called the
spectrum of A.

Definition 2.23 (1) If A is an injective linear operator, then we set
Dom A−1 := Ran A.

(2) If A,B are two linear operators, we set

Dom AB := {Φ ∈ Dom B : BΦ ∈ Dom A}.
(3) If A,B are two linear operators on H, their commutator and anti-

commutator are the operators given by

[A,B] := AB −BA, [A,B]+ := AB + BA, on Dom AB ∩Dom BA.

In the case that H is a Hilbert space, sometimes we will consider [A,B],
[A,B]+ as quadratic forms on Dom A ∩Dom A∗ ∩Dom B ∩Dom B∗. For
example,

(Φ|[A,B]Ψ) := (A∗Φ|BΨ)− (B∗Φ|AΨ).
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40 Operators in Hilbert spaces

2.2.2 Scalar product spaces

Let H be a unitary space (a complex space equipped with a scalar product).
The scalar product of Φ,Ψ ∈ H will be denoted by (Φ|Ψ) or Φ ·Ψ. Recall that
a complete unitary space is called a complex Hilbert space, where one usually
omits the word “complex”. Note that if H is a Hilbert space, then H equipped
with the scalar product (Ψ|Φ) := (Ψ|Φ) is a Hilbert space as well, and the map
H � Φ �→ Φ ∈ H is anti-unitary (see Subsect. 1.2.10). The Riesz lemma says that
H∗ = H#

is naturally isomorphic toH. Sometimes, however, other identifications
are convenient; see Subsect. 2.3.4.

In a Euclidean space (a real space equipped with a scalar product) we prefer
to denote the scalar product by 〈Φ|Ψ〉 or Φ ·Ψ. Recall that a complete Euclidean
space is called a real Hilbert space. If H is a real Hilbert space, the Riesz lemma
says that H# is naturally isomorphic to H.

Remark 2.24 If we compare Def. 1.54 with this subsection, we see that z·w
or (w|z) may stand for the pairing between vectors in two distinct spaces in an
anti-dual pair, or for the scalar product of two vectors in the same Hilbert space.

Analogously, if we compare Def. 1.8 with this subsection, we see that v·y or
〈v|y〉 may stand for the pairing within a dual pair, or for the scalar product in
the same real Hilbert space.

There are more such ambiguous notations, whose exact meaning depends on
the context; see e.g. Remark 2.18. These ambiguities should not cause any diffi-
culties.

Remark 2.25 As we see above, there are minor differences in the notation and
terminology between real and complex Hilbert spaces. In what follows, we often
discuss both cases at once. We then use the notation and terminology of complex
Hilbert spaces, their modification to the real case being obvious.

Definition 2.26 Let H be a real or complex Hilbert space. A family of vectors
{ei}i∈I is called an orthonormal system if (ei |ej ) = δij . If in addition Spancl{ei :
i ∈ I} = H, we say that it is an orthonormal basis, or an o.n. basis for brevity.

Definition 2.27 Let H be a topological vector space. We say that it is a Hilbert-
izable space if there exists a scalar product on H that generates its topology and
H is complete in the corresponding norm.

2.2.3 Operators on Hilbert spaces

In this subsection we discuss basic definitions concerning operators on complex
and real Hilbert spaces. We try to be as close as possible to the usual terminology,
fixing, however, some of its obvious flaws (see Remark 2.30).

We start with the complex case. Let H1 ,H2 ,H be complex Hilbert spaces. Let
A be a densely defined operator from H1 to H2 .
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2.2 Bounded and unbounded operators 41

Definition 2.28 The operator A∗ from H2 to H1 defined by

(Φ2 ,Ψ1) ∈ GrA∗ ⇔ (Φ2 |AΦ1) = (Ψ1 |Φ1), Φ1 ∈ Dom A,

is called the adjoint of A. We set A# := A
∗

= A∗, which is an operator from H2

to H1 .

Note that A∗ and A# are automatically closed. Moreover, A is closable iff
Dom A∗, or Dom A# is dense. We then have A∗∗ = A# # = Acl .

If A is bounded, then so are A∗ and A# . As an example of adjoints, consider
Φ ∈ H and let us note the identities |Φ)∗ = (Φ| (see Def. 1.70).

Definition 2.29 (1) Densely defined operators on H satisfying A ⊂ A∗ are
called Hermitian.

(2) Densely defined operators from H to H satisfying A ⊂ A# are called sym-
metric.

Remark 2.30 Note that, unfortunately, in a part of the literature the word
“symmetric” is often used to denote Hermitian operators. This is an incorrect
usage.

Definition 2.31 (1) Densely defined operators on H satisfying A∗ = A are
called self-adjoint and those satisfying A∗ = −A anti-self-adjoint. The set
of bounded self-adjoint operators on H is denoted by Bh(H), and the set of
all self-adjoint operators on H by Clh(H).

(2) The set of bounded symmetric, resp. anti-symmetric operators from H to H
is denoted Bs(H,H), resp. Ba(H,H). The set of all operators from H to H
satisfying A = A# , resp. A = −A# is denoted Cls(H,H), resp. Cla(H,H).

Self-adjoint and anti-self-adjoint operators are automatically closed. Likewise,
operators in Cls(H,H) and Cla(H,H) are automatically closed.

A is anti-self-adjoint iff iA is self-adjoint.
Let us now consider the real case. Let H1 ,H2 ,H be real Hilbert spaces. Let A

be a densely defined operator from H1 to H2 .

Definition 2.32 The operator A# from H2 to H1 defined by

(Φ2 ,Ψ1) ∈ GrA# ⇔ 〈Φ2 |AΦ1〉 = 〈Ψ1 |Φ1〉, Φ1 ∈ Dom A,

is called the adjoint of A.

Note that A# is automatically closed. Moreover, A is closable iff Dom A# is
dense and we then have A# # = Acl .

If A is bounded, then so is A# . As an example of adjoints, consider Φ ∈ H and
let us note the identity |Φ〉# = 〈Φ| (see Def. 1.24).

Definition 2.33 Densely defined operators on H satisfying A ⊂ A# are called
symmetric.
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42 Operators in Hilbert spaces

Definition 2.34 Densely defined operators on H satisfying A# = A, resp.
A# = −A are called self-adjoint, resp. anti-self-adjoint. The set of bounded self-
adjoint, resp. anti-self-adjoint operators on H is denoted by Bs(H), resp. Ba(H).
The set of all self-adjoint, resp. anti-self-adjoint operators on H is denoted by
Cls(H), resp. Cla(H).

Self-adjoint and anti-self-adjoint operators are automatically closed.

2.2.4 Product of a closed and a bounded operator

Proposition 2.35 Let G ∈ Cl(H1 ,H2), H ∈ B(H2 ,H3). We define HG and
G∗H∗ with their natural domains, as in Def. 2.23. Then HG is densely defined,
so that we can define its adjoint, and we have

(HG)∗ = G∗H∗. (2.1)

Besides, G∗H∗ is closed.

Proof By Def. 2.23,

Dom HG = Dom G, (2.2)

Dom G∗H∗ = {Φ ∈ H3 : H∗Φ ∈ Dom G∗}. (2.3)

G is densely defined. By (2.2), so is HG. It immediately follows that

(HG)∗ ⊃ G∗H∗.

Suppose that Ψ ∈ Dom(HG)∗. This means that for some C

|(Ψ|HGΦ)| ≤ C‖Φ‖, Φ ∈ Dom G.

Thus

|(H∗Ψ|GΦ)| ≤ C‖Φ‖, Φ ∈ Dom G.

Hence, H∗Ψ ∈ Dom G∗. Thus

(HG)∗ ⊂ G∗H∗.

This ends the proof of (2.1). G∗H∗ is closed as the adjoint of a densely defined
operator. �

2.2.5 Compact operators

Let H1 ,H2 ,H be real or complex Hilbert spaces.

Definition 2.36 We denote by B∞(H1 ,H2) the space of compact operators from
H1 to H2 and set B∞(H) := B∞(H,H).

https://www.cambridge.org/core/terms. https://www.cambridge.org/core/product/3F2652F5759A09E8165EE08E3F91CC35
Downloaded from https://www.cambridge.org/core. IP address: 18.191.223.123, on 21 Jul 2024 at 04:58:56, subject to the Cambridge Core terms of use, available at

https://www.cambridge.org/core/terms
https://www.cambridge.org/core/product/3F2652F5759A09E8165EE08E3F91CC35
https://www.cambridge.org/core
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Proposition 2.37 If A ∈ B∞(H) is self-adjoint, then H has an o.n. basis
{ej}j∈I of eigenvectors of A for a family {λj}j∈I of real eigenvalues having
0 as its only possible accumulation point.

2.2.6 Hilbert–Schmidt and trace-class operators

Let H1 ,H2 ,H be real or complex Hilbert spaces.

Definition 2.38 A ∈ B(H1 ,H2) is called Hilbert–Schmidt if TrA∗A < ∞. The
space of Hilbert–Schmidt operators is denoted B2(H1 ,H2) and is a Hilbert space
for the scalar product Tr B∗A.

Definition 2.39 If A ∈ B(H1 ,H2), then |A| := √
A∗A is called the absolute

value of A. We say that A is trace class if Tr|A| <∞. The space of trace-class
operators is denoted B1(H1 ,H2).

Note the following proposition:

Proposition 2.40 Let A ∈ B1(H)and Bn ∈ B(H), with Bn → B weakly. Then
Tr BnA→ Tr BA.

Definition 2.41 Positive elements of B1(H) having trace 1 are called density
matrices.

Definition 2.42 If β > 0 is a number, H a self-adjoint operator and Tr e−βH <

∞, then the density matrix

e−βH /Tr e−βH

is called the Gibbs density matrix for the Hamiltonian H and inverse temperature
β.

Definition 2.43 For 1 ≤ p < ∞, the p-th Schatten ideal is

Bp(H1 ,H2) :=
{
A ∈ B(H1 ,H2) : Tr|A|p <∞}.

2.2.7 Fredholm determinant

Let H be a real or complex Hilbert space.

Definition 2.44 We denote by 1l + B1(H) the set of operators of the form 1l + A

with A ∈ B1(H). If H is a complex, resp. real Hilbert space, we set

U1(H) := U(H) ∩ (1l + B1(H)), resp. O1(H) := O(H) ∩ (1l + B1(H)).

Theorem 2.45 There exists a unique function 1l + B1(H) � R �→ det R ∈ C sat-
isfying the following properties:
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44 Operators in Hilbert spaces

(1) If H = H1 ⊕H2 with dimH1 < ∞ and R = R1 ⊕ 1l, then det R = det R1 ,
where det R1 is the usual determinant of the finite-dimensional operator R1 .

(2) B1(H) � A �→ det(1l + A) is continuous in the trace norm.

Definition 2.46 det R is called the Fredholm determinant of R.

The following properties follow easily from Thm. 2.45:

Proposition 2.47 (1) det R1R2 = det R1 det R2 , det R∗ = det R.
(2) Let A ∈ B1(H). Then 1l + A is invertible iff det(1l + A) �= 0.
(3) If H is a complex, resp. real Hilbert space, then

|det R| = 1, for R ∈ U1(H), resp. det R = ±1, for R ∈ O1(H).

Definition 2.48 Let A ∈ B2(H). The regularized determinant of 1l + A is

det2(1l + A) := det
(
(1l + A)e−A

)
. (2.4)

The regularized determinant can sometimes be used instead of the usual deter-
minant.

Proposition 2.49 Let A ∈ B2(H). Then 1l + A is invertible iff det2(1l + A) �= 0.

2.2.8 Derivatives

For functions on a vector space, one can distinguish several kinds of deriva-
tives. In the following definition we recall the directional derivative, the Gâteaux
derivative and the (most commonly used) Fréchet derivative.

Let Y be a real or complex vector space and G be a complex-valued function
defined on a subset U of Y. To define the directional derivative of G at a point
y0 ∈ U , U has to be finitely open, i.e. the intersection of U with any finite-
dimensional subspace of Y should be open (for its canonical topology).

Definition 2.50 Let Y be a real or complex normed space and G be a complex-
valued function defined on a subset U of Y.

(1) Assume that U is finitely open. We say that the derivative of G in the direc-
tion of y ∈ Y at y0 exists if

y · ∇G(y0) :=
d
dt

G(y0 + ty)
∣∣
t=0 exists.

(Here t is a real parameter if Y is real, and complex if Y is complex.)
We say that G is Gâteaux differentiable at y0 if

D :=
{
y ∈ Y : y · ∇G(y0) exists

}
is a dense linear subspace of Y and the map

D � y �→ y · ∇G(y0) ∈ C

is a bounded linear functional.
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(2) Assume that U is open. We say that G is Fréchet differentiable at y0 if there
exists a bounded linear functional v such that

lim
y→0

G(y0 + y)−G(y0)− v·y
‖y‖ = 0.

If such a functional exists, it is necessarily unique and is denoted ∇G(y0).

Note that if the Fréchet derivative exists, then so does the Gâteaux derivative,
and they are equal.

For example, consider the function DomH
1
2 � y �→ G(y) = (y|Hy), where H

is a positive self-adjoint operator. The set DomH
1
2 is obviously finitely open. G

is Gâteaux differentiable at y0 iff y0 ∈ Dom H. It is Fréchet differentiable iff H

is bounded.

2.3 Functional calculus

2.3.1 Holomorphic functional calculus

Let H be a Banach space and A ∈ B(H). The basic construction of the holomor-
phic functional calculus is described in the following definition:

Definition 2.51 Let f be a function on spec A that extends to a function holo-
morphic on an open neighborhood of spec A. Let γ be a closed curve encircling
spec A counterclockwise and contained in the domain of f . We set

f(A) :=
1

2πi

‰
γ

f(z)(z1l−A)−1dz. (2.5)

It is easy to see that (2.5) does not depend on the choice of the curve γ.
Let Θ be a subset of spec A.

Definition 2.52 The characteristic function of the set Θ is defined as

1lΘ(z) :=

{
1, z ∈ Θ,

0, z ∈ specA\Θ.

Suppose that Θ is a relatively open and closed subset of specA. Then
the function 1lΘ satisfies the assumptions of the holomorphic spectral
calculus.

Definition 2.53 1lΘ(A) is called the (Riesz) spectral projection of A onto Θ.

Clearly, if γ encircles Θ, staying outside of specA\Θ, then

1lΘ(A) =
1

2πi

‰
γ

(z1l−A)−1dz. (2.6)
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46 Operators in Hilbert spaces

2.3.2 Functional calculus for normal operators

In the case of Hilbert spaces, besides the holomorphic calculus, we have another
functional calculus based on the spectral theorem, which applies to normal oper-
ators.

Let us be more precise. Let H be a real or complex Hilbert space.

Definition 2.54 An operator A on H is called normal if Dom A = Dom A∗ and
(AΦ|AΨ) = (A∗Φ|A∗Ψ), Φ,Ψ ∈ Dom A.

Self-adjoint and unitary operators are normal. In the case of normal operators
the spectral theorem can be used to extend the functional calculus to a much
larger class of functions.

Let A be a normal operator on a complex Hilbert space.

Definition 2.55 If f : spec A→ C is Borel, we define f(A) by the functional
calculus for normal operators.

For normal operators we can extend the definition of spectral projections to a
much larger class of sets.

Definition 2.56 Let Θ be a Borel subset of spec A. The operator 1lΘ(A) is called
the spectral projection of A onto Θ.

Let us now consider the functional calculus on real Hilbert spaces. Let H
be a real Hilbert space and A a normal operator on H. Then we can apply
the functional calculus to the operator AC on CH. Note that spec AC satisfies
spec AC = spec AC. If a Borel function f on spec A satisfies

f(z) = f(z), (2.7)

then f(AC) preserves H, and the formula f(A) := f(AC)
∣∣
H defines an operator

on H.
These conditions are satisfied, for instance, if A is a self-adjoint operator on

H and f is a real Borel function. Note that in this case f(A) is a self-adjoint
operator on H.

Let us describe another application of functional calculus on real Hilbert spaces
that we will need. Let R ∈ O(H) be such that Ker(R + 1l) = {0}. Consider the
function f(z) = zt for t ∈ R, where if t �∈ Z we take the principal branch of zt ,
with a cut along the negative semi-axis. Note that zt is not defined for z = −1.
However, 1l{−1}(RC) = 0; therefore Rt

C
is well defined. Moreover zt satisfies (2.7),

so we can define Rt . Note that Rt ∈ O(H) and RtRs = Rt+s . For |t| ≤ 1, we have
Ker(Rt + 1l) = {0} and (Rt)s = Rts .

2.3.3 Spectrum of the product of operators

It is well known that if A,B ∈ B(H), then

spec (AB)\{0} = spec (BA)\{0}.
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2.3 Functional calculus 47

This is also true if AB and BA are closed with spec (AB), spec (BA) �= C;
see Hardt–Konstantinov–Mennicken (2000). We will need the following related
facts:

Proposition 2.57 (1) Let A,B be two linear operators on a Hilbert space H
such that AB and BA are closed. Let z ∈ C such that z �∈ spec (AB) ∪
spec (BA). Then

A(z1l−BA)−1 = (z1l−AB)−1A.

Moreover, if A,B ∈ B(H) and f is holomorphic near spec (AB) ∪ spec (BA),
then

Af(BA) = f(AB)A.

(2) If A ∈ Cl(H) and f is a bounded Borel function, then

Af(A∗A) = f(AA∗)A.

Proof Let Φ ∈ Dom A and (z1l−BA)Ψ = Φ. Then BAΨ = zΨ− Φ ∈ Dom A

and ABAΨ = zAΨ−AΦ hence AΨ ∈ Dom AB and (z1l−AB)AΨ = AΦ. This
proves (1).

To prove (2) we note that A∗A and AA∗ are self-adjoint, so the identity
A(z1l−A∗A)−1 = (z1l−AA∗)−1A for z ∈ C\R is true by (1). It extends by the
usual argument to all bounded Borel functions. �

2.3.4 Scale of Hilbert spaces associated with a positive operator

Let H be a real or complex Hilbert space.

Definition 2.58 For an operator B on H we will write B ≥ 0 if it is positive
self-adjoint. If in addition 0 is not an eigenvalue of B, then we will write B > 0.

Let B > 0. Let us introduce the scale of Hilbert spaces associated with B. The
Hilbert space H will play the role of a “pivot” space.

If H is real, we will identify H# with H, and if H is complex, we identify H∗

with H, using the scalar product.

Definition 2.59 We equip Dom B−s with the scalar product (Φ|Ψ)−s :=
(B−sΦ|B−sΨ) and the norm ‖B−sΦ‖. We set

BsH :=
(
Dom B−s

)cpl
.

Proposition 2.60 (1) B−sH = Dom Bs if s ≥ 0 and 0 �∈ spec B.
(2) Bt : Dom B−s ∩Dom Bt → Dom B−s−t extends continuously to a unitary

map from BsH to Bs+tH.
(3) (Bt)sH = BstH.
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48 Operators in Hilbert spaces

(4) If H is complex, the sesquilinear product (Ψ|Φ) on Dom Bs ×Dom B−s

extends continuously to B−sH×BsH and one can unitarily identify (BsH)∗

with B−sH.
(5) If H is real, the bilinear product 〈Ψ|Φ〉 on Dom Bs ×Dom B−s extends con-

tinuously to B−sH×BsH and one can isometrically identify (BsH)# with
B−sH.

Definition 2.61 If B1 , B2 are two positive self-adjoint operators, we write B1 ≤
B2 if Dom B

1
2
2 ⊂ Dom B

1
2
1 and

‖B 1
2
1 Φ‖2 ≤ ‖B 1

2
2 Φ‖2 , Φ ∈ Dom B

1
2
2 .

If 0 ≤ B1 ≤ B2 , then the Kato–Heinz theorem says that 0 ≤ Bα
1 ≤ Bα

2 for
α ∈ [0, 1]. If 0 < B1 ≤ B2 , then also 0 ≤ B−α

2 ≤ B−α
1 , for α ∈ [0, 1]. This implies

the following fact:

Proposition 2.62 Let 0 < B1 ≤ B2 and − 1
2 ≤ α ≤ 1

2 . Then the natural embed-
dings

Iα : Bα
1 H → Bα

2 H
are contractive and I∗α = I−α .

Note also the following useful fact, which follows from the three lines theorem.

Proposition 2.63 Let B > 0 be a self-adjoint operator. Let Ψ ∈ Dom B. Then

{z : 0 ≤ Re z ≤ 1} � z �→ BzΨ

is a continuous function holomorphic in the interior of the domain and satisfying
the bound

‖BzΨ‖ ≤ ‖Ψ‖1−Re z‖BΨ‖Re z .

2.3.5 C0-semi-groups

Let H be a real or complex Hilbert space.

Definition 2.64 A C0-semi-group is a one-parameter semi-group [0,∞[� t �→
U(t) ∈ B(H) continuous in the strong topology. Every C0-semi-group U(t) has
the generator A defined by

Dom A :=
{

Φ ∈ H : s − lim
t→0

t−1(U(t)Φ− Φ) =: AΦ exists
}

.

In such a case we will write U(t) =: etA .

The generator of a C0-semi-group is always closed and densely defined.
The set of generators of C0-groups in O(H) and U(H) coincides with the set

of anti-self-adjoint operators. This fact is known as Stone’s theorem.
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2.3 Functional calculus 49

Definition 2.65 If R � t �→ U(t) is a unitary C0-group, then the self-adjoint
generator of U(t) is the operator B defined as U(t) = eitB .

Definition 2.66 A is a maximal dissipative operator if it is a closed densely
defined operator such that Re(Φ|AΦ) ≤ 0 for Φ ∈ Dom A and Ran(−A + λ1l) =
H for some λ > 0.

The Hille–Yosida theorem says that the set of generators of C0-semi-groups
of contractions coincides with the set of maximal dissipative operators. A is
maximal accretive if −A is maximal dissipative.

2.3.6 Local Hermitian semi-groups

Let H be a real or complex Hilbert space. Clearly, if [0,∞[� t �→ U(t) ∈ B(H)
is a C0-semi-group of self-adjoint contractions, then U(t) = e−tA for A positive
self-adjoint.

The notion of local Hermitian semi-groups, due to Klein–Landau (1981a) and
Fröhlich (1980), allows us to extend this construction to the case of semi-groups
of unbounded Hermitian operators. It is particularly important in the Euclidean
approach to quantum field theory, especially at positive temperatures.

Definition 2.67 Let T > 0. A local Hermitian semi-group {P (t),Dt}t∈[0,T ] is
a family of linear operators P (t) on H and subspaces Dt of H such that

(1) D0 = H, Dt ⊃ Ds if 0 ≤ t ≤ s ≤ T and D = ∪
0<t≤T

Dt is dense in H;

(2) P (t) is a Hermitian linear operator with Dom P (t) = Dt such that P (0) =
1l, P (s)Dt ⊂ Dt−s for 0 ≤ s ≤ t ≤ T , and P (t)P (s) = P (t + s) on Dt+s for
t, s, t + s ∈ [0, T ];

(3) t �→ P (t) is weakly continuous, i.e. for Φ ∈ Ds the map [0, s] � t �→
(Φ, P (t)Φ) is continuous.

Remark 2.68 In the literature, local Hermitian semi-groups are often called
local symmetric semi-groups.

An example of a local Hermitian semi-group is P (t) = e−tH , Dt = Dom e−tH ,
with T = ∞, if H is a self-adjoint operator on H. The following theorem shows
that all local Hermitian semi-groups are restrictions of groups of unbounded
self-adjoint operators of this form.

Theorem 2.69 Let {P (t),Dt}t∈[0,T ] be a local Hermitian semi-group on H.
Then there exists a unique self-adjoint operator H on H such that

(1) Dt ⊂ Dom e−tH , e−tH
∣∣
Dt

= P (t) for 0 ≤ t ≤ T ;
(2) For any 0 < T ′ ≤ T , ∪

0<t≤T ′
∪

0<s<t
P (s)Dt is a core for H.

(The core of a Hermitian operator is defined in Subsect. 2.3.7). For the proof
one needs a definition and a lemma due to Widder (1934).
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50 Operators in Hilbert spaces

Definition 2.70 A continuous function r : [T1 , T2 ] → R is OS positive if for
any n ∈ N and t1 , . . . , tn ∈ R such that T1 ≤ ti + tj ≤ T2 the matrix [r(ti +
tj )]1≤i,j≤n is positive.

Lemma 2.71 The continuous function r : [T1 , T2 ] → R is OS positive iff there
exists a positive measure ν such that λ �→ e−tλ belongs to L1(R,dν) for each
t ∈ [T1 , T2 ] and

r(t) =
ˆ

R

e−tλdν(λ).

Proof of Thm. 2.69. We fix 0 < t < T and Φ ∈ Dt and set r(s) = ‖P (s/2)Φ‖2

for s ∈ [0, 2t]. The function r is continuous by the weak continuity of P (s). Using
the symmetry and semi-group property we see that r is OS positive on [0, 2t].
By Lemma 2.71, there exists a measure ν on R such that r(s) =

´
R

e−sλdν(λ),
s ∈ [0, 2t]. We note that

(P (s1)Φ|P (s2)Φ) = r(s1 + s2) =
ˆ

R

e−s1 λe−s2 λdν(λ), 0 ≤ s1 , s2 ≤ t. (2.8)

For z ∈ C, set gz (λ) := e−zλ . Since the span of {gs : 0 ≤ s ≤ t} is dense in
the Hilbert space L2(R,dν), we see that the map

J : L2(R,dν) � gs �→ P (s)Φ ∈ H
extends by linearity and density to a unitary map between L2(R,dν) and the
closed span of {P (s)Φ : s ∈ [0, t]}. The map

z �→ gz (λ) ∈ L2(R,dν)

is clearly holomorphic in the strip {0 < Re z < t} and continuous up to the
boundary. Applying J , we obtain that the map s→ P (s)Φ is the restriction
to [0, t] of a map z �→ Φ(z) with the same properties. We define now

U(y)Φ := Φ(iy), y ∈ R. (2.9)

Clearly, U(y) is defined on D. We claim that U(y) extends to H as a strongly
continuous unitary group. To prove that U(y) is isometric, we use the identity

(Φ(z1)|Φ(z2)) =
ˆ

R

e−(z1 −z2 )λdν(λ),

which follows from (2.8) by analytic continuation. The map U(y) is clearly linear
on D, if we note that U(y)Φ is independent of the space Dt to which Φ belongs
and use that two vectors Φ,Ψ ∈ D always belong to a common space Dt . The
strong continuity of y �→ U(y) follows from the norm continuity of Φ(z).

To prove the group property, we pick Φ ∈ Dt and set Φ(s1 , s2) =
P (s1)P (s2)Φ = P (s1 + s2)Φ for s1 , s2 , s1 + s2 ∈ [0, t]. We first analytically con-
tinue Φ(s1 , s2) in s1 to Φ(iy1 , s2) = U(y1)P (s1)Φ and then in s2 to Φ(iy1 , iy2) =
U(y1)U(y2)Φ. Since P (s)Φ analytically continues to Φ(z), we see that
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2.3 Functional calculus 51

P (s1 + s2)f analytically continues in (s1 , s2) to Φ(iy1 + iy2) = U(y1 + y2)f .
Therefore, U(y1)U(y2)Φ = U(y1 + y2)Φ.

We now uniquely define a self-adjoint operator H by U(y) =: e−iyH . We note
that if Φ ∈ Dt , then

(Φ|U(y)Φ) =
ˆ

R

e−iyλdν(λ),

hence dν(λ) = d(Φ|1l]−∞,λ ](H)Φ), which implies that Φ ∈ Dom e−tH . The two
functions e−iyH Φ and Φ(iy) coincide and are the boundary values of the functions
e−zH Φ and Φ(z), both holomorphic in the strip {0 < Re z < t} and continuous
up to the boundary. It follows that these two holomorphic functions coincide
everywhere and hence in particular

Φ(t) = P (t)Φ = e−tH Φ.

This shows the existence of a self-adjoint operator H satisfying (1). If H1 , H2

are two such operators, then the same analytic continuation argument shows
that e−iyH1 Φ = e−iyH2 Φ for Φ ∈ D, which implies that H1 = H2 . We refer to
Klein–Landau (1981a) for the proof of (2). �

2.3.7 Essential self-adjointness

Let A be a Hermitian linear operator on a Hilbert spaceH, i.e. such that A ⊂ A∗.

Definition 2.72 A is called essentially self-adjoint if Acl is self-adjoint. If the
domain D of A needs to be specified, one says that A is essentially self-adjoint
on D. If a self-adjoint operator A is the closure of A

∣∣
D, one says that D is a

core for A.

Definition 2.73 If A is any operator, vectors Φ ∈ ⋂n Dom An satisfying for
some t > 0

∞∑
n=0

tn‖AnΦ‖
n!

< ∞

are called analytic vectors of A.

Let us give three criteria for essential self-adjointness, all due to Nelson.

Theorem 2.74 (1) (Nelson’s commutator theorem) Let A be Hermitian and B

self-adjoint positive on H with Dom B ⊂ Dom A. Assume that

‖AΦ‖2 ≤ C‖(B + 1l)Φ‖2 , |(AΦ|BΦ)− (BΦ|AΦ)| ≤ C(Φ|(B + 1l)Φ),

Φ ∈ Dom B.

Then A is essentially self-adjoint on Dom B.
(2) (Nelson’s invariant domain theorem) Consider Ut = eitA , a strongly con-

tinuous unitary group on H. Let D be a dense subspace of H such that
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52 Operators in Hilbert spaces

D ⊂ Dom A and D is invariant under Ut . Then A is essentially self-adjoint
on D.

(3) (Nelson’s analytic vectors theorem) Let A be a Hermitian operator possessing
a dense space of analytic vectors. Then it is essentially self-adjoint on this
space.

A useful application of the notion of essential self-adjointness are the following
two versions of Trotter’s product formula:

Theorem 2.75 (1) Let A, B be two self-adjoint operators on H such that A + B

with domain Dom A ∩Dom B is essentially self-adjoint. Then

eit(A+B )c l
= s − lim

n→∞

(
eitA/neitB/n

)n

.

(2) Suppose in addition that A, B are bounded below. Then

e−t(A+B )c l
= s − lim

n→∞

(
e−tA/ne−tB/n

)n

, t ≥ 0.

2.3.8 Commuting self-adjoint operators

Let A1 , A2 be self-adjoint operators on H.

Definition 2.76 We say that A1 and A2 commute if all their bounded Borel
functions commute in the usual sense. (It is enough to demand e.g. that eit1 A 1

commutes with eit2 A 2 for any t1 , t2 ∈ R.)

If A1 , . . . , An are commuting self-adjoint operators, then for any Borel function
F on Rn we can define F (A1 , . . . , An ) by the self-adjoint calculus.

One can generalize this as follows. Let X be a real vector space.

Definition 2.77 We will say that

X � x �→ 〈x|A〉 ∈ Clh(H) (2.10)

is an X # -vector of commuting self-adjoint operators if there exists a unitary
representation X � x �→ U(x) ∈ U(H) such that, for all x ∈ X , R � t �→ U(tx)
is strongly continuous and U(tx) = eit〈x|A〉.

Consider a vector of commuting self-adjoint operators (2.10). Clearly, 〈x1 |A〉,
〈x2 |A〉 commute for any x1 , x2 ∈ X . If F is a Borel function that depends on
a finite-dimensional subspace of X # , we can define F (A) by the self-adjoint
functional calculus.

Definition 2.78 C∞ vectors for (2.10) are elements of

∞⋂
n=1

⋂
x1 ,...,xn ∈X

Dom (〈x1 |A〉 · · · 〈xn |A〉) .
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2.3.9 Conjugations adapted to a self-adjoint operator

Let H be a complex Hilbert space. Recall that τ is a conjugation on H if it is an
anti-unitary involution.

Proposition 2.79 Let A be a self-adjoint operator on a (complex) Hilbert space
H. Then there exists a conjugation τ such that τAτ = A. We then say that τ is
adapted to A.

Proof By the spectral theorem, there exists a collection {Qi, μi}i∈I of measure
spaces such that H = ⊕

i∈I
L2(Qi, μi) and A is unitarily equivalent to the multi-

plication by a real measurable function. Then we take the standard conjugation
on ⊕

i∈I
L2(Qi, μi). �

2.4 Polar decomposition

Every operator on a Hilbert space possesses a canonical decomposition into the
product of a positive operator and a partial isometry. It is called the polar decom-
position. In this section we discuss various forms and consequences of the polar
decomposition of an operator on a complex or real Hilbert space.

We will mostly consider the polar decomposition for operators that have a
trivial kernel and co-kernel. In this case the decomposition into a positive oper-
ator and a partial isometry (which in this case is a unitary, resp. orthogonal
operator) is unique, and not only canonical.

2.4.1 Polar decomposition

Let H,K be real or complex Hilbert spaces and A ∈ Cl(H,K).

Theorem 2.80 There exist a unique positive operator |A| ∈ Cl(H) and a unique
partial isometry U ∈ B(H,K) such that A = U |A| and Ker |A| = (Ran U)⊥. We
have |A| := (A∗A)

1
2 . Moreover one has A = |A∗|U for |A∗| = (AA∗)

1
2 .

Definition 2.81 The decomposition A = |U |A described in Thm. 2.80 is called
the polar decomposition of A.

We will actually mostly need a special case of the polar decomposition,
described in the following proposition:

Proposition 2.82 Assume that Ker A = {0} and Ran A is dense in K. Then
there exists a unique positive operator |A| and a unique orthogonal, resp. unitary
operator U such that

A = U |A| = |A∗|U. (2.11)
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54 Operators in Hilbert spaces

2.4.2 Polar decomposition of self-adjoint and

anti-self-adjoint operators

In the self-adjoint case the polar decomposition has additional properties:

Proposition 2.83 Let A be a self-adjoint operator on a real or complex Hilbert
space. Assume that Ker A = {0}. Let A = U |A| be the polar decomposition of A.
Then |A|U = U |A| and U 2 = 1l.

Next let us consider anti-self-adjoint operators. Only the real case is interest-
ing, because in the complex case the multiplication of anti-self-adjoint operators
by the imaginary unit makes them self-adjoint. Therefore, until the end of this
subsection H will be a real Hilbert space.

Proposition 2.84 (1) Let A be an anti-self-adjoint operator on H such that
Ker A = {0}. Let A = U |A| be its polar decomposition. Then U ∈ O(H),
U 2 = −1l (U is a Kähler anti-involution) and U |A| = |A|U .

(2) Let R ∈ O(H) such that Ker(R2 − 1l) = {0}. Define C = 1
2 (R + R∗). Then

−1l ≤ C ≤ 1l. Moreover, we have the polar decomposition 1
2 (R−R∗) =

V
√

1l− C2 , where V ∈ O(H), V 2 = −1l and [V,C] = 0. Finally, we have
R = C + V

√
1l− C2 .

Proof (1) The identity A = U |A| = |A∗|U implies that U = −U∗ since A =
−A∗. Since U ∈ O(H), we have U 2 = −1l.

(2) Since R ∈ O(H), we get that −1l ≤ C ≤ 1l. The operator 1
2 (R−R∗) is

anti-self-adjoint and has a zero kernel since Ker(R2 − 1l) = {0}. Moreover,

1
2
(R−R∗)∗

1
2
(R−R∗) =

1
4
(21l−R2 −R∗2) = 1l− C2 . (2.12)

Applying (1), we get that V 2 = −1l and [V,
√

1l− C2 ] = 0. Also
√

1l− C2 [V,C] =
[
√

1l− C2V,C] = [R,C] = 0. Since by (2.12) we know that Ker(1l− C2) = 0, this
implies that [V,C] = 0. �

Let R ∈ O(H). Set H± := Ker(R∓ 1l) and H1 := (H− +H+)⊥. Then H1 is a
subspace invariant w.r.t. R and (R2 − 1l)

∣∣
H1

has a trivial kernel. Thus Prop. 2.84
can be applied also in situations when KerA and Ker(R2 − 1l) are non-trivial.

Corollary 2.85 (1) Let A be an anti-self-adjoint compact operator. Then there
exists an o.n. basis {ei±, ej}i∈I ,j∈J and real numbers {λi}i∈I with λi > 0
such that

Aei+ = λiei−, Aei− = −λiei+ , Aej = 0.

(2) Let R ∈ O(H) ∩ (1l + B∞(H)). Then there exist an o.n. basis
{ei±, fj , gk}i∈I ,j∈J,k∈K and numbers {θi}i∈I with Im θi > 0 such that

Rei+ = θiei−, Rei− = θiei+ , Rfj = fj , Rgk = −gk .
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Proof Since A preserves (Ker A)⊥, we can assume that Ker A = {0}. Let
A = V |A| the polar decomposition of A. Let {λi}i∈I be the eigenvalues of |A|
and Hi = Ker(|A| − λi). Then Hi is invariant under V , so V is a Kähler anti-
involution of Hi . Let (e1 , · · · , en ) be an o.n. basis of the complex Hilbert space
CHi . We set ej+ = ej , ej− = V ej , so that (e1+ , · · · en+ , e1−, . . . , en−) is an o.n.
basis of the real Hilbert space Hi and Aej+ = λiej−, Aej− = −λiej+. Collecting
the above bases of Hi we obtain the first statement of the corollary. �

Proposition 2.86 Let (Y, ν, ω, j) be a complete Kähler space.

(1) Let A be a self-adjoint or anti-self-adjoint operator on (Y, ν) such that
Ker A = {0} and Aj = jA. Let |A|, U be as in Prop. 2.83 or Prop. 2.84
(1). Then j|A| = |A|j, U j = jU .

(2) Let R ∈ O(Y) such that Ker(R2 − 1l) = {0} and Rj = jR. Let C, V be as in
Prop. 2.84 (2). Then V j = jV and jC = Cj.

Proof To prove (1) we use that j∗ = −j, since (ν, j) is Kähler, and hence [A∗, j] =
0. This implies that [A∗A, j] = 0 and hence [|A|, j] = 0, [V, j] = 0. The proof of
(2) is similar. �

2.4.3 Polar decomposition of symmetric and

anti-symmetric operators

In this subsection H is a complex Hilbert space. We use the notation A# = A
∗

defined in Subsect. 2.2.3. Recall that Cls/a(H,H) stands for the set of operators
A from H to H satisfying A = A# , resp. A = −A# .

Proposition 2.87 Let A ∈ Cls/a(H,H) such that Ker A = {0}. Consider
the polar decomposition A = U |A|. Then we have

U ∈ U(H,H), U |A| = |A|U, UU = ±1l. (2.13)

Proof Consider the real Hilbert space HR, that is, the realification of H. It can
be identified with the realification ofH. Let AR denote the operator A understood
as an operator on HR. It is easy to see that

(A# )R = (AR)# ,

where the superscript # is defined in the complex sense on the left and in the
real sense on the right. Therefore, A#

R
= ±AR. By the real case of Prop. 2.83,

resp. Prop. 2.84 (1), we obtain AR = UR|AR| with UR ∈ O(HR):

UR ∈ O(HR), UR|AR| = |AR|UR, U 2
R = ±1l. (2.14)

Then we go back from HR to H and H, and (2.14) becomes (2.13). �
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56 Operators in Hilbert spaces

Corollary 2.88 (1) Let A ∈ Bs(H,H) be compact. Then there exists an o.n.
basis of (Ker A)⊥, {ei}i∈I , and positive numbers {λi}i∈I such that Aei =
λiei.

(2) Let A ∈ Ba(H,H) be compact. Then there exists an o.n. basis of (Ker A)⊥,
{ei+ , ei−}i∈I , and positive numbers {λi}i∈I such that Aei+ = λiei−, Aei− =
−λiei+ .

2.5 Notes

The standard reference for operators on Hilbert spaces is the four-volume mono-
graph by Reed–Simon (1975, 1978a,b, 1980), and also the books by Kato (1976)
and by Davies (1980).

The Fredholm and regularized determinants are discussed e.g. in Simon (1979).
Thm. 2.69 about local Hermitian semi-groups is shown in Klein–Landau

(1981a) and Fröhlich (1980).

https://www.cambridge.org/core/terms. https://www.cambridge.org/core/product/3F2652F5759A09E8165EE08E3F91CC35
Downloaded from https://www.cambridge.org/core. IP address: 18.191.223.123, on 21 Jul 2024 at 04:58:56, subject to the Cambridge Core terms of use, available at

https://www.cambridge.org/core/terms
https://www.cambridge.org/core/product/3F2652F5759A09E8165EE08E3F91CC35
https://www.cambridge.org/core


3

Tensor algebras

In this chapter we study various constructions related to the tensor product of
vector spaces. In particular, we introduce symmetric and anti-symmetric tensor
algebras, whose Hilbert space versions are called bosonic and fermionic Fock
spaces. Fock spaces are fundamental tools used to describe quantum field theories
in terms of particles.

We also discuss the notions of determinants, volume forms and Pfaffians, which
are closely related to anti-symmetric tensors.

3.1 Direct sums and tensor products

There are several non-equivalent versions of the tensor product of two infinite-
dimensional vector spaces. We will introduce two of them, which are especially
useful: the algebraic tensor product and the tensor product in the sense of Hilbert
spaces. The former will be denoted with

a l⊗ and the latter with ⊗.
There is a similar problem with the direct sum of an infinite number of vector

spaces, where we will introduce the algebraic direct sum
a l⊕ and the direct sum in

the sense of Hilbert spaces ⊕.

3.1.1 Direct sums

Recall that if Y1 , . . . ,Yn is a finite family of vector spaces, then

⊕
1≤i≤n

Yi

stands for the direct sum of the spaces Yi , i = 1, . . . , n; see Def. 1.2. It is equal
to the Cartesian product

∏
1≤i≤n

Yi with the obvious operations.

The notion of the direct sum can be generalized in several ways to the case of
an infinite family of vector spaces. One of the most useful is described below.

Let {Yi}i∈I be a family of vector spaces.

Definition 3.1 The algebraic direct sum of vector spaces {Yi}i∈I , denoted
a l⊕

i∈I
Yi , (3.1)

is the subspace of the Cartesian product
∏
i∈I

Yi consisting of families with all but

a finite number of terms equal to zero.
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58 Tensor algebras

Note that for a finite family of spaces the symbols ⊕ and
a l⊕ can be used

interchangeably.
If {Yi}i∈I is a family of Hilbert spaces, then

a l⊕
i∈I
Yi has a natural scalar product

({yi}i∈I |{wi}i∈I ) =
∑
i∈I

(yi |wi),

where {yi}i∈I , {wi}i∈I are elements of
a l⊕

i∈I
Yi .

Definition 3.2 The direct sum in the sense of Hilbert spaces is defined as

⊕
i∈I
Yi :=

(
a l⊕

i∈I
Yi

)cpl

.

3.1.2 Direct sums of operators

Let {Yi}i∈I , {Wi}i∈I be families of vector spaces.

Definition 3.3 If ai ∈ L(Yi ,Wi), i ∈ I, then their direct sum is defined as the

unique operator ⊕
i∈I

ai in L

(
a l⊕

i∈I
Yi ,

a l⊕
i∈I
Wi

)
satisfying

(
⊕
i∈I

ai

)
{yi}i∈I := {aiyi}i∈I .

Let {Yi}i∈I , {Wi}i∈I be families of Hilbert spaces, and ai , i ∈ I, be closable
operators from Yi to Wi with domains Dom ai . Then the operator ⊕

i∈I
ai with

the domain
a l⊕

i∈I
Dom ai is closable since

⊕
i∈I

a∗
i ⊂ (⊕

i∈I
ai)∗.

Definition 3.4 The closure of ⊕
i∈I

ai ∈ L

(
a l⊕

i∈I
Yi ,

a l⊕
i∈I
Wi

)
is denoted by the same

symbol ⊕
i∈I

ai ∈ Cl

(
⊕
i∈I
Yi , ⊕

i∈I
Wi

)
.

Clearly, ⊕
i∈I

ai is bounded iff ai are bounded and sup
i∈I
‖ai‖ <∞, and then

‖ ⊕
i∈I

ai‖ = sup
i∈I
‖ai‖.

Similarly, ⊕
i∈I

ai is essentially self-adjoint on
a l⊕

i∈I
Dom ai iff ai are essentially self-

adjoint.
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3.1.3 Algebraic tensor product

Let Y,W be vector spaces over K. Let Z = cc(Y ×W, K), that is, the space of
finite linear combinations of (y, w) ∈ Y ×W with coefficients in K (see Def 2.6).
Let Z0 be the subspace of Z spanned by elements of the form

(y, w1 + w2)− (y, w1)− (y, w2), (y1 + y2 , w)− (y1 , w)− (y2 , w),

(λy,w)− λ(y, w), (y, λw)− λ(y, w), λ ∈ K, y, y1 , y2 ∈ Y, w, w1 , w2 ∈ W.

Definition 3.5 The algebraic tensor product of Y and W is defined as

Y a l⊗W := Z/Z0 .

The formula y ⊗ w := (y, w) + Z0 defines the bilinear map

Y ×W � (y, w) �→ y ⊗ w ∈ Y a l⊗W,

called the tensor multiplication.

We have natural isomorphisms

Y � K
a l⊗Y � Y a l⊗K.

More generally, let Y1 , . . . ,Yn be a finite family of vector spaces. Let Z :=
cc (Y1 × · · · × Yn , K), that is, the vector space over K of finite linear combinations
of (y1 , . . . , yn ) ∈ Y1 × · · · × Yn . Let Z0 be the subspace of Z spanned by elements
of the form

(. . . , yj + y′
j , . . . )− (. . . , yj , . . . )− (. . . , y′

j , . . . ),

(. . . , λyj , . . . )− λ(. . . , yj , . . . ), λ ∈ K, yi , y
′
i ∈ Yi , i = 1, . . . , n.

Definition 3.6 The algebraic tensor product of Y1 , . . . ,Yn is defined as

Y1
a l⊗ · · · a l⊗Yn := Z/Z0 .

The formula y1 ⊗ · · · ⊗ yn := (y1 , . . . , yn ) + Z0 defines the n-linear map

Y1 × · · · × Yn � (y1 , . . . , yn ) �→ y1 ⊗ · · · ⊗ yn ∈ Y1
a l⊗ · · · a l⊗Yn ,

called the tensor multiplication.

We have a natural identification

Y1
a l⊗(Y2

a l⊗Y3) � (Y1
a l⊗Y2)

a l⊗Y3 � Y1
a l⊗Y2

a l⊗Y3 . (3.2)

The tensor multiplication ⊗ is associative.

Remark 3.7 Note that we can replace the set {1, . . . , n}, labeling the spaces Yi

in Def. 3.6, by any finite set I. Then we obtain the definition of
a l⊗

i∈I
Yi.

If Y, W are real vector spaces, then we have the identification

C(Y a l⊗W) � CY a l⊗CW. (3.3)
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60 Tensor algebras

Clearly, if Y and W are complex spaces, then Y a l⊗W can be identified with
Y a l⊗W.

If one of the spaces Y or W is finite-dimensional then we will often write
Y ⊗W instead of Y a l⊗W.

If Y and W are finite-dimensional, then (Y ⊗W)# will be identified with
W# ⊗ Y# using the following convention: if ξ ∈ Y# , θ ∈ W# then

〈θ ⊗ ξ|y ⊗ w〉 := 〈ξ|y〉〈θ|w〉. (3.4)

(Note the reversal of the order.)

3.1.4 Tensor product in the sense of Hilbert spaces

If Y, W are Hilbert spaces, then Y a l⊗W has a unique scalar product such that

(y1 ⊗ w1 |y2 ⊗ w2) := (y1 |y2)(w1 |w2), y1 , y2 ∈ Y, w1 , w2 ∈ W.

Definition 3.8 We set

Y ⊗W := (Y a l⊗W)cpl, (3.5)

and call it the tensor product of Y and W in the sense of Hilbert spaces.

If one of the spaces Y or W is finite-dimensional, then (3.5) coincides with
Y a l⊗W.

The remaining part of the basic theory of the tensor product in the sense of
Hilbert spaces is analogous to that of the algebraic tensor product described in
the previous subsection.

3.1.5 Bases of tensor products

Let Y,W be finite-dimensional vector spaces. If {ei}i∈I is a basis of Y and
{fj}j∈J is a basis of W, then

{ei ⊗ fj}(i,j )∈I×J

is a basis of Y ⊗W.
If {ei}i∈I is the dual basis in Y# and {fj}j∈J is the dual basis in W# then

{fj ⊗ ei}(j,i)∈J×I

is the dual basis in (Y ⊗W)# � W# ⊗ Y# .
Suppose now that Y and W are Hilbert spaces. If {ei}i∈I is an o.n. basis of

Y and {fj}j∈J is an o.n. basis of W, then {ei ⊗ fj}(i,j )∈I×J is an o.n. basis of
Y ⊗W.
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3.1 Direct sums and tensor products 61

3.1.6 Operators in tensor products

Let Y1 ,Y2 ,W1 ,W2 be vector spaces.

Definition 3.9 If a1 ∈ L(Y1 ,W1) and a2 ∈ L(Y2 ,W2), then a1 ⊗ a2 is defined
as the unique operator in L(Y1

a l⊗Y2 ,W1
a l⊗W2) such that

(a1 ⊗ a2)(y1 ⊗ y2) := a1y1 ⊗ a2y2 .

If Y1 ,Y2 ,W1 ,W2 are Hilbert spaces and a1 , resp. a2 , are closable opera-
tors from Y1 to W1 , resp. from Y2 to W2 , then a1 ⊗ a2 with the domain
Dom a1

a l⊗ Dom a2 is closable, since

a∗
1 ⊗ a∗

2 ⊂ (a1 ⊗ a2)∗.

Definition 3.10 The closure of a1 ⊗ a2 ∈ L(Y1 ⊗ Y2 ,W1 ⊗W2) will be denoted
by the same symbol a1 ⊗ a2 ∈ Cl(Y1 ⊗ Y2 ,W1 ⊗W2).

If both a1 and a2 are non-zero, then a1 ⊗ a2 is bounded iff both a1 and a2 are
bounded, and then ‖a1 ⊗ a2‖ = ‖a1‖‖a2‖.

If both a1 and a2 are essentially self-adjoint, then a1 ⊗ a2 is essentially self-
adjoint on Dom a1

a l⊗ Dom a2 .

3.1.7 Permutations

Let Y1 , . . . ,Yn be vector spaces.

Definition 3.11 Let Sn denote the permutation group of n elements and σ ∈ Sn .
Θ(σ) is defined as the unique operator in L(Y1

a l⊗ · · · a l⊗Yn ,Yσ−1 (1)
a l⊗ · · · a l⊗Yσ−1 (n))

such that

Θ(σ)y1 ⊗ · · · ⊗ yn = yσ−1 (1) ⊗ · · · ⊗ yσ−1 (n) .

If Y1 , . . . ,Yn are Hilbert spaces, then Θ(σ) is unitary.

3.1.8 Identifications

Let Y,W be vector spaces, withW finite-dimensional. Then there exists a unique
linear map L(W,Y) → Y ⊗W# such that

|y〉〈ξ| �→ y ⊗ ξ.

If Y,W are Hilbert spaces, then there exists a unique unitary map B2(W,Y) →
Y ⊗W such that

|y)(w| �→ y ⊗ w.
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62 Tensor algebras

Note the identity that uses the above identification, valid for y ∈ Y, w ∈ W,
B ∈ B2(W,Y):

(y|Bw) = (y ⊗ w|B).

3.1.9 Infinite tensor product of grounded Hilbert spaces

It is well known that there are problems with the definition of the tensor product
of an infinite family of Hilbert spaces. The most useful definition of such a tensor
product depends on the choice of a normalized vector in each of these spaces.

Definition 3.12 A pair (H,Ω) consisting of a Hilbert space and a vector Ω ∈ H
of norm 1 is called a grounded Hilbert space.

Let
{
(Hi ,Ωi)

}
i∈I

be a family of grounded Hilbert spaces. If J1 ⊂ J2 ⊂ I are
two finite sets, we introduce the isometric identification

⊗
i∈J1

Hi � Ψ �→ Ψ⊗ ⊗
i∈J2 \J1

Ωi ∈ ⊗
i∈J2

Hi .

Definition 3.13 The tensor product of grounded Hilbert spaces
{
(Hi ,Ωi)

}
i∈I

is defined as

⊗
i∈I

(Hi ,Ωi) :=

⎛⎝ ⋃
J∈2I

f in

⊗
i∈J
Hi

⎞⎠cpl

.

The image of Ψ ∈ ⊗
i∈J
Hi will be denoted by

Ψ⊗ ⊗
i∈I\J

Ωi .

Such vectors are called finite vectors. Similarly, if B ∈ B( ⊗
i∈J
Hi), we will use the

obvious notation

B ⊗ ⊗
i∈I\J

1lHi
∈ B

(
⊗
i∈I
Hi

)
.

Clearly, if I is a finite set, then ⊗
i∈I

(Hi ,Ωi) = ⊗
i∈I
Hi for any family of normal-

ized vectors Ωi . Moreover, for I1 ∩ I2 = ∅ we have

⊗
i∈I1

(Hi ,Ωi)⊗ ⊗
i∈I2

(Hi ,Ωi) � ⊗
i∈I1 ∪I2

(Hi ,Ωi).

3.1.10 Infinite tensor product of vectors and operators

Theorem 3.14 Let Φi ∈ Hi, i ∈ I, have norm 1. Set

ΨJ := ⊗
i∈J

Φi ⊗ ⊗
i∈I\J

Ωi (3.6)

for J ∈ 2I
fin . Then the net {ΨJ }J∈2I

f in
is convergent iff the infinite product∏

i∈I

(Ωi |Φi) is convergent.
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3.1 Direct sums and tensor products 63

Definition 3.15 The vector lim
J

ΨJ will be denoted by ⊗
i∈I

Φi.

Proof of Thm. 3.14. Assume first that the net {ΨJ }J∈2I
f in

is convergent in
⊗
i∈I

(Hi ,Ωi). If I0 =
{
i ∈ I : (Φi |Ωi) = 0

}
is infinite, then clearly lim

J
(ΨJ |Ψ) = 0

for all finite vectors Ψ. Since finite vectors are dense this is a contradiction, since
lim
J
‖ΨJ ‖ = 1. Therefore, I0 is finite.

It remains to prove that the net

{ ∏
i∈J\I0

(Φi |Ωi)

}
J∈2I

f in

has a non-zero limit.

Clearly,

lim
J

ΨJ = ⊗
i∈I0

Φi ⊗ ⊗
i∈I\I0

Φi . (3.7)

If I0 ⊂ J , then (
ΨJ

∣∣ ⊗
i∈I0

Φi ⊗ ⊗
i∈I\I0

Ωi

)
=
∏

i∈J\I0

(Φi |Ωi),

which proves that the net
{∏

i∈J\I0
(Φi |Ωi)

}
J∈2I

f in

is convergent in C. If the limit

is 0, then, since (Φi |Ωi) �= 0 for i ∈ I\I0 , we obtain that the vector ⊗
i∈I\I0

Φi

is orthogonal to all finite vectors in ⊗
i∈I\I0

(Hi ,Ωi), which using (3.7) yields a

contradiction, since lim
J
‖ΨJ ‖ = 1. Therefore, the infinite product

∏
i∈I

(Φi |Ωi) is

convergent.
Conversely, assume that the infinite product

∏
i∈I

(Φi |Ωi) is convergent. Then

∑
i∈I

|1− (Φi |Ωi)| < ∞.

Note that if J1 ⊂ J2 , then

‖ΨJ1 −ΨJ2 ‖2 = 2− 2Re
∏

i∈J2 \J2

(Φi |Ωi).

Therefore, the net {ΨJ }J∈2I
f in

is Cauchy, and hence converges in ⊗
i∈I

(Hi ,Ωi). �

Using Thm. 3.14, we immediately obtain the following theorem.

Theorem 3.16 Let Ai ∈ B(Hi) be contractions. Then there exists the strong
limit of

BJ := ⊗
i∈J

Ai ⊗ ⊗
i∈I\J

1lHi
(3.8)

iff the infinite product
∏
i∈I

(Ωi |AiΩi) is convergent.

Definition 3.17 The operator lim
J

BJ will be denoted by ⊗
i∈I

Ai.
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64 Tensor algebras

3.2 Tensor algebra

In this section we introduce the tensor algebra over a vector space. This concept
has two basic versions: we can consider the algebraic tensor algebra, or if the
vector space has the structure of a Hilbert space, the complete tensor algebra
(which is also a Hilbert space), called sometimes the full Fock space. Full Fock
spaces play the central role in the so-called free probability. For us, they are
mainly intermediate constructions to be used in the discussion of bosonic and
fermionic Fock spaces.

3.2.1 Full Fock space

Let Y be a vector space.

Definition 3.18 Let
a l⊗nY (or Y

a l⊗ n ) denote the n-th algebraic tensor power of

Y. We will write
a l⊗0 Y := K. The algebraic tensor algebra over Y is defined as

a l⊗Y :=
a l⊕

0≤n<∞
a l⊗nY.

The element 1 ∈ a l⊗0 Y is called the vacuum and denoted by Ω. If Y is a finite-
dimensional space, we will often write ⊗nY instead of

a l⊗n Y.
a l⊗Y is an associative algebra with the operation ⊗ and the identity Ω.
Assume now that Y is a Hilbert space,

Definition 3.19 We will write ⊗nY (or Y⊗n ) for the n-th tensor power of Y
in the sense of Hilbert spaces. Clearly, it is equal to

(
a l⊗nY

)cpl
. We set

⊗Y := ⊕
0≤n<∞

⊗nY =
(

a l⊗Y
)cpl

.

⊗Y is called the complete tensor algebra or the full Fock space.
We will also need notation for the finite particle full Fock space

⊗finY :=
a l⊕

0≤n<∞
⊗nY.

⊗Y and ⊗finY are associative algebras with the operation ⊗ and the identity
Ω.

3.2.2 Operators dΓ and Γ in full Fock spaces

The definitions of this subsection have obvious algebraic counterparts. For sim-
plicity, we restrict ourselves to the Hilbert space case and assume that Y,Y1 ,Y2

are Hilbert spaces.
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3.3 Symmetric and anti-symmetric tensors 65

Definition 3.20 Let p be a linear operator from Y1 to Y2 . Then we define
Γn (p) := p⊗n with domain

a l⊗nDom p, and the operator Γ(p) from ⊗Y1 to ⊗Y2

Γ(p) :=
∞⊕

n=0
Γn (p)

with domain
a l⊗Dom p.

By Subsects. 3.1.2 and 3.1.6 we see that if p is closable, resp. essentially self-
adjoint, then so is Γ(p). Γ(p) is bounded iff ‖p‖ ≤ 1. Γ(p) is unitary iff p is.

Definition 3.21 If h is a linear operator on Y, we set

dΓn (h) :=
n∑

j=1

1l⊗j−1
Y ⊗ h⊗ 1l⊗(n−j )

Y

with domain
a l⊗nDom h, and

dΓ(h) :=
∞⊕

n=0
dΓn (h)

with domain
a l⊗Dom h.

Again, if h is closable, resp. essentially self-adjoint, then so is dΓ(h).

Definition 3.22 The number operator and the parity operator are defined
respectively as

N := dΓ(1l), (3.9)

I := (−1)N = Γ(−1l). (3.10)

Proposition 3.23 (1) Let h, h1 , h2 ∈ B(Y), p1 ∈ B(Y,Y1), p2 ∈ B(Y1 ,Y2),
‖p1‖, ‖p2‖ ≤ 1. We then have

Γ(eh) = edΓ(h) ,

Γ(p2)Γ(p1) = Γ(p2p1),

[dΓ(h1),dΓ(h2)] = dΓ([h1 , h2 ]).

(2) Let Φ,Ψ ∈ ⊗finY, h ∈ B(Y), p ∈ B(Y,Y1). Then

Γ(p) Φ⊗Ψ = (Γ(p)Φ)⊗ (Γ(p)Ψ),

dΓ(h) Φ⊗Ψ = (dΓ(h)Φ)⊗Ψ + Φ⊗ (dΓ(h)Ψ).

3.3 Symmetric and anti-symmetric tensors

In this section we describe symmetric, resp. anti-symmetric tensor algebras. Their
Hilbert space versions are also called bosonic, resp. fermionic Fock spaces.
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66 Tensor algebras

Unfortunately, there seems to be no uniform terminology, and especially nota-
tion, in this context in the literature. We try to introduce a coherent nota-
tion, which in particular stresses parallel properties of the symmetric and anti-
symmetric cases.

3.3.1 Fock spaces

Let Y be a vector space. Recall that in Subsect. 3.1.7, for σ ∈ Sn we defined the
operators Θ(σ) ∈ L(

a l⊗n ). Clearly,

Sn � σ �→ Θ(σ) ∈ L(
a l⊗nY)

is a representation of the permutation group.

Definition 3.24 We define the following operators on
a l⊗nY:

Θn
s :=

1
n!

∑
σ∈Sn

Θ(σ),

Θn
a :=

1
n!

∑
σ∈Sn

sgn(σ)Θ(σ).

We will write s/a as a subscript which can mean either s or a.

It is easy to check that Θn
s/a is a projection.

Definition 3.25 Introduce the following projections acting on
a l⊗Y:

Θs/a := ⊕
0≤n<∞

Θn
s/a .

We set
a l
Γ

n

s/a(Y) := Θn
s/a

a l⊗nY,
a l
Γs/a(Y) :=

a l⊕
0≤n<∞

a l
Γ

n

s/a(Y) = Θs/a
a l⊗Y.

a l
Γs/a(Y) are called the algebraic symmetric, resp. anti-symmetric tensor algebras
or algebraic bosonic, resp. fermionic Fock spaces.

If Y is a finite-dimensional space, we can write Γn
s/a(Y) instead of

a l
Γ

n

s/a(Y).

Elements of
a l
Γ

n

s/a(Y) consist of symmetric, resp. anti-symmetric tensors, as
expressed in the following proposition:

Proposition 3.26 Let Ψ ∈ a l⊗nY. Then

(1) Ψ ∈ a l
Γ

n

s (Y) iff Θ(σ)Ψ = Ψ, σ ∈ Sn ;
(2) Ψ ∈ a l

Γ
n

a (Y) iff Θ(σ)Ψ = sgn(σ)Ψ, σ ∈ Sn .

Assume now that Y is a Hilbert space. Then Θn
s/a and Θs/a are orthogonal

projections.
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3.3 Symmetric and anti-symmetric tensors 67

Definition 3.27 We define

Γn
s/a(Y) := Θn

s/a ⊗n Y =
(

a l
Γ

n

s/a(Y)
)cpl

,

Γs/a(Y) :=
∞⊕

n=0
Γn

s/a(Y) = Θs/a ⊗ Y =
(

a l
Γs/a(Y)

)cpl
.

Γs/a(Y) is called the bosonic, resp. fermionic Fock space.

Note that Γs/a(Y) itself is a Hilbert space (as a closed subspace of ⊗Y).

Definition 3.28 We will need notation for the finite particle bosonic, resp.
fermionic Fock space:

Γfin
s/a(Y) :=

a l⊕
0≤n<∞

Γn
s/a(Y).

3.3.2 Symmetric and anti-symmetric tensor products

Let Ψ,Φ ∈ a l
Γs/a(Y).

Definition 3.29 We define the symmetric, resp. anti-symmetric tensor product
of Φ and Ψ:

Ψ⊗s/a Φ := Θs/aΨ⊗ Φ.

a l
Γs/a(Y) is an associative algebra with the operation ⊗s/a and the identity Ω.

Note that the set of vectors of the form

y ⊗ · · · ⊗ y
n times

= y ⊗s · · · ⊗s y
n times

, (3.11)

for y ∈ Y, spans
a l
Γ

n

s (Y).

Definition 3.30 For brevity we will denote (3.11) by y⊗n .

The notation ⊗a that we introduced is not common in the literature. Instead,
one usually prefers a different closely related operation:

Definition 3.31 The wedge product of vectors Φ and Ψ is defined as

Ψ ∧ Φ :=
(p + q)!

p!q!
Ψ⊗a Φ, for Ψ ∈ a l

Γ
p

a (Y), Φ ∈ a l
Γ

q

a(Y). (3.12)

The advantage of the wedge product over ⊗a is visible if we compare the
following identities:

y1 ∧ · · · ∧ yn =
∑

σ∈Sn

sgn(σ) yσ (1) ⊗ · · · ⊗ yσ (n) ,

y1 ⊗a · · · ⊗a yn = 1
n !

∑
σ∈Sn

sgn(σ) yσ (1) ⊗ · · · ⊗ yσ (n) , y1 , · · · , yn ∈ Y.

Note that ∧ is also associative.
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68 Tensor algebras

Definition 3.32 One often writes ∧nY and ∧Y for
a l
Γ

n

a (Y) and
a l
Γa(Y).

Definition 3.33 If Y is a Hilbert space, we can define ⊗s/a and ∧ in Γs/a(Y)
in the same way, with the same properties.

3.3.3 dΓ and Γ operators

For brevity we restrict ourselves to the case of Hilbert spaces.
Let p be a closable operator from Y to W. Then Γn (p) maps Γn

s/a(Y) into
Γn

s/a(W). Hence Γ(p) maps Γs/a(Y) into Γs/a(W).

Definition 3.34 We will use the same symbols Γn (p) and Γ(p) to denote the
corresponding restricted operators. Γ(p) is sometimes called the second quanti-
zation of p.

Let h be a closable operator on Y. Then dΓn (h) maps Γn
s/a(Y) into itself.

Hence, dΓ(h) maps Γs/a(Y) into itself.

Definition 3.35 We will use the same symbols dΓn (h) and dΓ(h) to denote the
corresponding restricted operators. Perhaps the correct name of dΓ(h) should be
the infinitesimal second quantization of h.

Note that in the context of bosonic, resp. fermionic Fock spaces the operators
Γ(·) and dΓ(·) still have the properties described in Prop. 3.23 (1). Prop. 3.23
(2) needs to be replaced by the following statement:

Proposition 3.36 Let p ∈ B(Y,Y1), h ∈ B(Y), Ψ,Φ ∈ Γfin
s/a(Y). Then

Γ(p) Ψ⊗s/a Φ = (Γ(p)Ψ)⊗s/a (Γ(p)Φ),

dΓ(h) Ψ⊗s/a Φ = (dΓ(h)Ψ)⊗s/a Φ + Ψ⊗s/a (dΓ(h)Φ).

3.3.4 Identifications

Let Y be a finite-dimensional vector space. Then Γ2
s/a(Y) can be identified with

Ls/a(Y# ,Y), which were defined in Defs. 1.18 and 1.29.
Let Y be a Hilbert space. Recall that B2(Y,W) denotes the space of Hilbert–

Schmidt operators from Y to W. We introduce the following symbols for the
spaces of symmetric and anti-symmetric Hilbert–Schmidt operators:

B2
s (Y,Y) :=

{
a ∈ B2(Y,Y) : a# = a

}
,

B2
a (Y,Y) :=

{
a ∈ B2(Y,Y) : a# = −a

}
,

where as usual one identifies Y# with Y using the Hilbert structure of Y. Then
the unitary map of Subsect. 3.1.8 allows us to unitarily identify Γ2

s/a(Y) with
B2

s/a(Y ,Y).
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3.3 Symmetric and anti-symmetric tensors 69

3.3.5 Bases in bosonic Fock spaces

Let Y be a finite-dimensional vector space and {ei : i = 1, . . . , d} a basis of Y.

Definition 3.37 For �k = (k1 , . . . , kd) ∈ Nd , we set

|�k| := k1 + · · · kd, �k! := k1 ! . . . kd !,

e�k := e⊗k1
1 ⊗s · · · ⊗s e⊗kd

d , e�0 := Ω.

Then

{e�k : �k ∈ Nd , |�k| = n} (3.13)

is a basis of Γn
s (Y).

The dual of Γn
s (Y) can be identified with Γn

s (Y# ). Let {ei : i = 1, . . . , d} be
the dual basis of Y# .

Definition 3.38 We set e
�k := (e1)⊗kd ⊗s · · · ⊗s (ed)⊗k1 , for k ∈ Nd .

Then {
|�k|!
�k!

e
�k : �k ∈ Nd , |�k| = n

}
is the basis of Γn

s (Y# ) dual to (3.13).
Let Y be now a Hilbert space with an o.n. basis {ei}i∈I .

Definition 3.39 Recall that cc(I, N) denotes the set of functions I → N with all
but a finite number of values equal to zero. If �k ∈ cc(I, N), then the definitions
of |�k|, �k! and e�k have obvious versions in the present context.

Then ⎧⎨⎩
√
|�k|!√
�k!

e�k : �k ∈ cc(I, N), |�k| = n

⎫⎬⎭
is an o.n. basis of Γn

s (Y).

3.3.6 Bases in fermionic Fock spaces

Let Y be a finite-dimensional vector space and {ei : i = 1, . . . , d} a basis of Y.

Definition 3.40 For J = {i1 , · · · , in} ⊂ {1, . . . , d} with 1 ≤ i1 < · · · < in ≤ d,
set

eJ := ei1 ⊗a · · · ⊗a ein
.

Then

{eJ : J ⊂ {1, . . . , d}, #J = n} (3.14)

is a basis of Γn
a (Y).
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The dual of Γn
a (Y) can be identified as above with Γn

a (Y# ).
Let {ei : i = 1, . . . , d} be the dual basis in Y# .

Definition 3.41 For J = {i1 , · · · , in} ⊂ {1, . . . , d} with 1 ≤ i1 < · · · < in ≤ d

put eJ := ein ⊗a · · · ⊗a ei1 .

Then {
#J !eJ : J ⊂ {1, . . . , d}, #J = n

}
is the basis of Γn

a (Y# ) dual to (3.14).
Let Y be now a Hilbert space with an o.n. basis {ei : i ∈ I}. Let us choose a

total order in the set I.

Definition 3.42 For a finite subset J of I, we define eJ in an obvious way.

Then {√
#J !eJ : J ⊂ I, ,#J = n

}
is an o.n. basis of Γn

a (Y).

3.3.7 Exponential law for Fock spaces

For brevity we restrict ourselves again to the case of Hilbert spaces. Let Y1 and
Y2 be Hilbert spaces and let ji : Yi → Y1 ⊕ Y2 be the canonical embeddings.

We introduce an identification

U : Γfin
s/a(Y1)

a l⊗Γfin
s/a(Y2) → Γfin

s/a(Y1 ⊕ Y2)

as follows. Let Ψ1 ∈ Γn1
s/a(Y1), Ψ2 ∈ Γn2

s/a(Y2). Then

UΨ1 ⊗Ψ2 :=
√

(n1 +n2 )!
n1 !n2 ! (Γ(j1)Ψ1)⊗s/a (Γ(j2)Ψ2). (3.15)

Theorem 3.43 (1) U extends to a unitary operator from Γs/a(Y1)⊗ Γs/a(Y2)
to Γs/a(Y1 ⊕ Y2).

(2) UΩ1 ⊗ Ω2 = Ω.
(3) If hi ∈ B(Yi), then

dΓ(h1 ⊕ h2)U = U
(
dΓ(h1)⊗ 1l + 1l⊗ dΓ(h2)

)
. (3.16)

(4) If pi ∈ B(Yi), then

Γ(p1 ⊕ p2)U = UΓ(p1)⊗ Γ(p2). (3.17)
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3.3 Symmetric and anti-symmetric tensors 71

Proof Let us prove (1). To simplify the notation let us restrict ourselves to the
symmetric case. Let Ψ1 ∈ Γn1

s (Y1), Ψ2 ∈ Γn2
s (Y2). Then

Γ(j1)Ψ1 ⊗s Γ(j2)Ψ2 = 1
(n1 +n2 )!

∑
σ∈Sn 1 + n 2

Θ(σ)Γ(j1)Ψ1 ⊗ Γ(j2)Ψ2

= n1 !n2 !
(n1 +n2 )!

∑
[σ ]∈Sn 1 + n 2 /Sn 1 ×Sn 2

Θ(σ)Γ(j1)Ψ1 ⊗ Γ(j2)Ψ2 .

Now the elements of the sum on the right are mutually orthogonal. Hence

‖Γ(j1)Ψ1 ⊗s Γ(j2)Ψ2‖2 =
(

n1 !n2 !
(n1 +n2 )!

)2 ∑
[σ ]∈Sn 1 + n 2 /Sn 1 ×Sn 2

‖Θ(σ)Ψ1 ⊗Ψ2‖2

= n1 !n2 !
(n1 +n2 )! ‖Ψ1 ⊗Ψ2‖2 . �

Using the concept of the tensor product of grounded Hilbert spaces, one can
easily generalize the exponential law to the case of an infinite number of Fock
spaces. In fact, let Yi , i ∈ I be a family of Hilbert spaces and denote by ji : Yi →
⊕
i∈I
Yi the canonical embeddings. Let Ωi denote the vacuum in Γs/a(Yi). Then

UΨi1 ⊗ · · · ⊗Ψin
⊗ ⊗

i∈I\{i1 ,...,in }
Ω

:=

√
(i1 + · · ·+ in )!√

i1 ! · · ·
√

in !
Γ(ji1 )Ψ1 ⊗s · · · ⊗s Γ(jin

)Ψin

extends to a unitary map

U : ⊗
i∈I

(
Γs/a(Yi),Ωi

)→ Γs/a

(
⊕
i∈I
Yi

)
.

3.3.8 Dimension of Fock spaces

Let dimY = d. Then it is easy to see that

dim Γn
s (Y) = (d+n−1)!

(d−1)!n ! ,

dim Γn
a (Y) = n !

d!(n−d)! .

We have the following generating functions for the above quantities:

(1− t)−d =
∞∑

n=0
tn (d+n−1)!

(d−1)!n ! ,

(1 + t)d =
d∑

n=0
tn n !

d!(n−d)! .

(3.18)

Recall that we have the identifications

Γn
s/a(Y1 ⊕ Y2) �

n⊕
m=0

Γm
s/a(Y1)⊗ Γn−m

s/a (Y2). (3.19)
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Assume that dimY1 = d1 , dimY2 = d2 . Then comparing the dimensions of
both sides of (3.19) we obtain the following identities:

(d1 +d2 +n−1)!
n !(d1 +d2 −1)! =

n∑
m=0

(d1 +m−1)!
m !(d1 −1)!

(d2 +n−m−1)!
(n−m )!(d2 −1)! ,

(d1 +d2 )!
n !(d1 +d2 −n)! =

n∑
m=0

d1 !
m !(d1 −m )!

d2 !
(n−m )!(d2 −n+m )! .

These identities can be easily shown using the generating functions (3.18) and
the identities

(1− t)−d1 (1− t)−d2 = (1− t)−(d1 +d2 ) ,

(1 + t)d1 (1 + t)d2 = (1 + t)(d1 +d2 ) .

3.3.9 Super-Fock spaces

Let (Y, ε) be a super-space (that is, a vector space equipped with an involution;
see Subsect. 1.1.15). Then we introduce the action of the permutation group in
L(

a l⊗n Y) as follows:

Definition 3.44 Let σ ∈ Sn . Then Θε(σ) will denote the unique linear operator
on

a l⊗n Y with the following property. Let y1 , . . . , yn ∈ Y be homogeneous. Then

Θε(σ)y1 ⊗ · · · ⊗ yn = sgnε(σ) yσ−1 (1) ⊗ · · · ⊗ yσ−1 (n) ,

where sgnε(σ) is the sign of the permutation σ restricted to the odd elements.

Definition 3.45 We define

Θn
ε :=

1
n!

∑
σ∈Sn

Θε(σ).

Clearly, Θn
ε is a projection on

a l⊗nY.

Definition 3.46 We set
a l
Γ

n

ε (Y) := Θn
ε

a l⊗nY,
a l
Γε(Y) :=

a l⊕
0≤n≤∞

a l
Γ

n

ε (Y).

If Y is a finite-dimensional space, we can write Γn
ε (Y) instead of

a l
Γ

n

ε (Y).

If Y is a Hilbert space, then Θn
ε are orthogonal projections.

Definition 3.47 We define the super-Fock spaces

Γn
ε (Y) := Θn

ε ⊗n Y,

Γε(Y) :=
∞⊕

n=0
Γn

ε (Y).
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3.4 Creation and annihilation operators 73

We extend various definitions from the context of bosonic, resp. fermionic Fock
spaces to super-spaces in an obvious way. In particular, we define the operation
⊗ε , creation, resp. annihilation operators (generalizing the definitions of Sect.
3.4 below) and the operators Γ(·) and dΓ(·).

Γn
ε (Y) is naturally a super-space with the involution Γ(ε).

Super-Fock spaces enjoy the exponential property analogous to that described
in Thm. 3.43 for bosonic and fermionic Fock spaces. Thus if (Y, ε), (W, ε) are
two super-Hilbert spaces, then

Γε⊕ε(Y ⊕W) � Γε(Y)⊗ Γε(W). (3.20)

In particular, if Y = Y0 ⊕ Y1 is the decomposition into the even and odd sub-
space, we then have

Γε(Y) � Γs(Y0)⊗ Γa(Y1), (3.21)

which can be treated as an alternative definition of a super-Fock space.
We will often drop the index ε in (3.21)
Note that if c ∈ L(Y) is odd, then dΓ(c)2 = dΓ(c2). In the matrix notation:

dΓ
([

0 c01

c10 0

])2

= dΓ
([

c01c10 0
0 c10c01

])
.

This identity plays an important role in super-symmetric quantum physics.

3.4 Creation and annihilation operators

Creation and annihilation operators belong to the most useful constructions of
quantum physics. This section is devoted to their basic properties, in both the
bosonic and the fermionic case.

Throughout this section we will use the standard convention for the scalar
product in the Fock spaces. Some of the properties of creation and annihilation
operators actually look simpler on modified Fock spaces, which will be discussed
in Subsect. 3.5.7.

Throughout the section, Z, Z1 and Z2 are Hilbert spaces.

3.4.1 Creation and annihilation operators: abstract approach

We prepare for the definitions of the creation and annihilation operators with
two lemmas in an attract setting. We start with the bosonic case.

Lemma 3.48 Let H be a Hilbert space, D ⊂ H a dense subspace, and c, a two
linear operators on D such that

(1) c, a : D → D;
(2) c ⊂ a∗, a ⊂ c∗;
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74 Tensor algebras

(3) ac− ca = 1l, as an operator identity on D;
(4) ca is essentially self-adjoint on D.

Then c, a are closable with acl = c∗, ccl = a∗. If we write a for acl, one has

aa∗ − a∗a = 1l, as a quadratic form identity on Dom(a) ∩Dom(a∗).

Proof Since c ⊂ a∗ and a ⊂ c∗, c∗ and a∗ are densely defined, and hence c and
a are closable. Moreover, since c ⊂ a∗ we have ccl ⊂ acl∗. From now on we will
denote acl , ccl simply by a, c.

Set N := (ca)cl . Using (4), we see that N is a positive self-adjoint operator
and D is a core for N . Since

‖aΦ‖2 = (Φ|caΦ), ‖cΦ‖2 = (Φ|caΦ) + (Φ|Φ) for Φ ∈ D,

we see that Dom a = Dom c = Dom N
1
2 . This implies that

a(N + 1l)−
1
2 , c(N + 1l)−

1
2 , (N + 1l)−

1
2 c, (N + 1l)−

1
2 a ∈ B(H). (3.22)

Next, for Φ,Ψ ∈ D, we have

|(cΦ|Ψ)| = |(Φ|aΨ)| = |((N + 1l)
1
2 Φ|(N + 1l)−

1
2 aΨ)| ≤ C‖(N + 1l)

1
2 Φ‖‖Ψ‖.

Since D is dense in Dom N
1
2 and in Dom a, we obtain that DomN

1
2 ⊂ Dom a∗,

and a∗∣∣
DomN

1
2

= c.

To prove that a∗ = c, it remains to prove that Dom a∗ = Dom N
1
2 . Note that

Φ ∈ Dom N
1
2 iff

‖N(εN + 1)−1Φ‖ ≤ Cε−
1
2 , ε > 0. (3.23)

From the identity a(N + 1l) = Na valid on D, we deduce first that (εN +
1l)−1a(εN + 1l− ε) = a on D and then on DomN , and then that

(εN + 1l)−1a = a(εN + 1l− ε)−1 on H, (3.24)

since both operators are bounded by (3.22). For Φ ∈ Dom a∗ and Ψ ∈ D, we have

|(Φ|N(εN + 1l)−1Ψ)| = |(Φ|(εN + 1l)−1caΨ)|
= |(Φ|(εN + 1l)−1acΨ)− (Φ|(εN + 1l)−1Ψ)|
= (Φ|a(εN + 1l− ε)−1cΨ)− (Φ|(εN + 1l)−1Ψ)|
≤ C‖(εN + 1l− ε)−1cΨ‖+ C‖Ψ‖
≤ C‖(N + 1l)

1
2 (εN + 1l− ε)−1‖‖(N + 1l)−

1
2 cΨ‖+ C‖Ψ‖

≤ Cε−
1
2 ‖Ψ‖,

where we have used (3.24) and the fact that Φ ∈ Dom a∗. Using (3.23), we obtain
that Φ ∈ Dom N

1
2 , which completes the proof that a∗ = c, and hence that c∗ = a.

The quadratic form identity on Dom a ∩Dom a∗ follows then by density from the
operator identity on D. �

The following lemma describes properties of fermionic creation and annihila-
tion operators in the abstract setting:
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3.4 Creation and annihilation operators 75

Lemma 3.49 Let H be a Hilbert space, D ⊂ H a dense subspace, and c, a two
linear operators on D such that

(1) c, a : D → D;
(2) c ⊂ a∗, a ⊂ c∗;
(3) a2 = c2 = 0, ac + ca = 1l as operator identities on D.

Then c, a extend as bounded operators on H, c = a∗ and ‖a‖ = ‖c‖ = 1.

Proof We obtain from (2) and (3) that

‖cΦ‖2 + ‖aΦ‖2 = ‖Φ‖2 , Φ ∈ D,

and hence c and a extend as bounded operators on H with a = c∗, c = a∗. Next
we use

a∗aa∗a = a∗a− (a∗)2a2 = a∗a,

and hence ‖a‖4 = ‖a∗aa∗a‖ = ‖a∗a‖ = ‖a‖2 . By [a, a∗]+ = 1l, ‖a‖ cannot be 0.
Therefore, ‖a‖ = ‖a∗‖ = 1l. �

3.4.2 Creation and annihilation operators on Fock spaces

We consider the bosonic or fermionic Fock space Γs/a(Z).

Definition 3.50 Let w ∈ Z. The creation operator of w, resp. the annihilation
operator of w, are defined as operators on Γfin

s/a(Z) by

c(w)Ψ :=
√

n + 1w ⊗s/a Ψ,

a(w)Ψ :=
√

n(w|⊗1l⊗(n−1)
Z Ψ, Ψ ∈ Γn

s/a(Z).

Theorem 3.51 (Bosonic case) In the bosonic case, the operators c(w) and a(w)
are densely defined and closable. We denote their closures by the same symbols.
They satisfy a(w)∗ = c(w). Therefore, we will write a∗(w) instead of c(w).

(1) The following quadratic form identities are valid:

[a∗(w1), a∗(w2)] = [a(w1), a(w2)] = 0,

[a(w1), a∗(w2)] = (w1 |w2)1l.

(2) For Ψ ∈ Γs(Z), w ∈ Z,

‖a(w)Ψ‖ ≤ ‖w‖‖N 1
2 Ψ‖, ‖a∗(w)Ψ‖ ≤ ‖w‖‖(N + 1l)

1
2 Ψ‖.

Proof We apply Lemma 3.48 to c(w), a(w) with D = Γfin
s (Z) (without loss of

generality we can assume that ‖w‖ = 1). Then c(w)a(w) = dΓ
(|w)(w|), which is

essentially self-adjoint on D.
We have

a∗(w)a(w) = dΓ
(|w)(w|), a(w)a∗(w) = dΓ (|w)(w|) + ‖w‖21l.
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Using that |w)(w| ≤ ‖w‖21l on Z, we get

dΓ
(|w)(w|) ≤ ‖w‖2N,

which implies (2). �

Theorem 3.52 (Fermionic case) In the fermionic case, the operators c(w) and
a(w) are densely defined and bounded. We denote their closures by the same
symbols. They satisfy a(w)∗ = c(w). Therefore, we will write a∗(w) instead of
c(w).

(1) The following operator identities are valid:

[a∗(w1), a∗(w2)]+ = [a(w1), a(w2)]+ = 0,

[a(w1), a∗(w2)]+ = (w1 |w2)1l.

(2) ‖a(w)‖ = ‖a∗(w)‖ = ‖w‖.
Proof We apply Lemma 3.49 to c(w), a(w) with D = Γfin

a (Z) (without loss of
generality we can assume that ‖w‖ = 1). �

Proposition 3.53 If p ∈ B(Z1 ,Z2) and h ∈ Cl(Z), one has

(1) a(w2)Γ(p) = Γ(p)a(p∗w2), Γ(p)a∗(w1) = a∗(pw1)Γ(p),
(2) [dΓ(h), a(w)] = −a(h∗w), [dΓ(h), a∗(w)] = a∗(hw),

the last two identities being quadratic form identities on
a l
Γs/a(Dom h).

For further reference we note the following obvious facts:{
Ψ ∈ Γs/a(Z) : a(w)Ψ = 0, w ∈ Z} = CΩ, (3.25)

Spancl
{

n

Π
i=0

a∗(wi)Ω, w1 , . . . , wn ∈ Z, n = 0, 1, . . .

}
= Γs/a(Z). (3.26)

Remark 3.54 The notation for creation and annihilation operators introduced
in this section is typical for the mathematically oriented literature. In the physical
literature it is common to assume that the one-particle space has a distinguished
o.n. basis {ej}j∈J . One writes a∗

j and aj instead of a∗(ej ) and a(ej ), j ∈ J .
Clearly, every vector w ∈ Z can then be written as

∑
i∈J wj ej , and we have

the following dictionary between “mathematician’s” and “physicist’s” notations:

a∗(w) =
∑
j∈J

wja
∗
j ,

a(w) =
∑
j∈J

wjaj . (3.27)

Note that the latter notation is heavier and depends on the choice of a basis,
but has a useful advantage: it does not hide the anti-linearity of the annihilation
operator.
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3.4 Creation and annihilation operators 77

Sometimes, instead of choosing an o.n. basis of Z it is more natural to assume
that Z = L2(Q,dq) for some measure space (Q,dq). Clearly, w ∈ Z can be rep-
resented as a function Q � q �→ w(q). One introduces “operator-valued distribu-
tions” Q � q �→ a∗

q , aq , which are then “smeared out” with test functions to obtain
creation and annihilation operators:

a∗(w) =
ˆ

w(q)a∗
q dq,

a(w) =
ˆ

w(q)aqdq. (3.28)

(3.28) can be viewed as a generalization of (3.27).

The following operator seems to have no name, but is useful, especially on
fermionic Fock spaces:

Definition 3.55 Set

Λ := (−1)N (N −1l)/2 . (3.29)

The following property is valid in both the bosonic and the fermionic case:

Λa∗(z)Λ = −Ia∗(z) = a∗(z)I,

Λa(z)Λ = Ia(z) = −a(z)I,
(3.30)

where I denotes the parity operator. In the fermionic case, (3.30) allows the
conversion of the anti-commutation relations into commutation relations:

[Λa∗(z1)Λ, a∗(z2)] = [Λa(z1)Λ, a(z2)] = 0,

[Λa∗(z1)Λ, a(z2)] = I(z2 |z1).

3.4.3 Exponential law for creation and annihilation operators

Let Ni , Ii , Λi be the operators on Γs/a(Zi) defined as in (3.9), (3.10) and (3.29).
Recall that the unitary operator U : Γs/a(Z1)⊗ Γs/a(Z2) → Γs/a(Z1 ⊕Z2) was
defined in Thm. 3.43.

The exponential law for creation and annihilation operators is slightly different
in the bosonic and fermionic cases:

Proposition 3.56 Let (w1 , w2) ∈ Z1 ⊕Z2 .

(1) In the bosonic case we have

a∗(w1 , w2)U = U(a∗(w1)⊗ 1l + 1l⊗ a∗(w2)),

a(w1 , w2)U = U(a(w1)⊗ 1l + 1l⊗ a(w2)).

(2) In the fermionic case, we have

a∗(w1 , w2)U = U(a∗(w1)⊗ 1l + I1 ⊗ a∗(w2)),

a(w1 , w2)U = U(a(w1)⊗ 1l + I1 ⊗ a(w2)).
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Proposition 3.57 (1) IU = UI1 ⊗ I2 ,
(2) ΛU = U(Λ1 ⊗ Λ2)(−1)N1 ⊗N2 .
(3) In the fermionic case,

Λa∗(w1 , w2)Λ U = U(a∗(w1)I1 ⊗ I2 + 1l⊗ a∗(w2)I2),

Λa(w1 , w2)Λ U = U(−a(w1)I1 ⊗ I2 − 1l⊗ a(w2)I2).

Proof We use

NU = U(N1 ⊗ 1l + 1l⊗N2),
1
2
N(N − 1l) =

1
2
N1(N1 − 1l) +

1
2
N2(N2 − 1l) + N1N2 ,

(−1)N1 ⊗N2 (a(w)⊗ 1l)(−1)N1 ⊗N2 = a(w)⊗ I2 . �

3.4.4 Multiple creation and annihilation operators

Let Φ ∈ Γm
s/a(Z).

Definition 3.58 We define the operator of creation of Φ with the domain
Γfin

s/a(Z) as

a∗(Φ)Ψ :=
√

(n + 1) · · · (n + m)Φ⊗s/a Ψ, Ψ ∈ Γn
s/a(Z).

a∗(Φ) is a densely defined closable operator. We denote its closure by the same
symbol.

Definition 3.59 We set

a(Φ) := (a∗(Φ))∗ .

a(Φ) is called the operator of annihilation of Φ.

For w1 , . . . , wm ∈ Z we have

a∗(w1 ⊗s/a · · · ⊗s/a wm ) = a∗(w1) · · · a∗(wm ),

a(w1 ⊗s/a · · · ⊗s/a wm ) = a(wm ) · · · a(w1).

Note that in the fermionic case we have

a(Λ w1 ⊗a · · · ⊗a wm ) = a(w1) · · · a(wm ),

where Λ was defined in (3.29).

3.5 Multi-linear symmetric and anti-symmetric forms

We continue to discuss symmetric and anti-symmetric tensors. In this section
we will look at them mostly as multi-linear functions. This leads to somewhat
different notational conventions.

Let Y be a real or complex vector space.

https://www.cambridge.org/core/terms. https://www.cambridge.org/core/product/3F2652F5759A09E8165EE08E3F91CC35
Downloaded from https://www.cambridge.org/core. IP address: 18.191.223.123, on 21 Jul 2024 at 04:58:56, subject to the Cambridge Core terms of use, available at

https://www.cambridge.org/core/terms
https://www.cambridge.org/core/product/3F2652F5759A09E8165EE08E3F91CC35
https://www.cambridge.org/core


3.5 Multi-linear symmetric and anti-symmetric forms 79

3.5.1 Polynomials

Let Ψ ∈ a l
Γ

n

s/a(Y). Then Ψ determines the function

Y# × · · · × Y# � (v1 , . . . , vn ) �→ Ψ(v1 , . . . , vn )

:= 〈v1 ⊗s/a · · · ⊗s/a vn |Ψ〉 ∈ K.
(3.31)

Definition 3.60 The space
a l
Γs/a(Y) will often be denoted by Pols/a(Y# ), if we

want to stress the interpretation of its elements given by (3.31). (Pol stands
for “poly-linear” or “a polynomial”.) It will be called the symmetric, resp. anti-
symmetric tensor algebra written in the polynomial notation.

More generally, if Y = Y0 ⊕ Y1 is a super-space, the super-tensor algebra
a l
Γε(Y)

will be also sometimes denoted by Polε(Y# ). Clearly,

Polε(Y# ) � Pols(Y#
0 )

a l⊗Pola(Y#
1 ). (3.32)

Thus an element of Polε(Y# ) is a polynomial in commuting variables from Y0

and in anti-commuting variables from Y1 .
We will often drop the subscript ε in (3.32).

In the symmetric case we can make yet another identification. Let Ψ =
∞∑

n=0
Ψn

with Ψn ∈ Polns (Y# ).

Definition 3.61 We introduce the function called the polynomial function asso-
ciated with Ψ:

Y# � v �→ Ψ(v) :=
∞∑

n=0

〈v⊗n |Ψn 〉. (3.33)

Note that if we know the function (3.33), we have full knowledge of Ψ ∈
Pols(Y# ).

In the following proposition Ψ,Φ ∈ Pols(Y# ) are interpreted as polynomial
functions and v ∈ Y# :

Proposition 3.62 (1) Γ(p)Ψ(v) = Ψ(p# v).
(2) Ψ⊗s Φ(v) = Ψ(v)Φ(v).

Motivated by Prop. 3.62, we will often replace Ψ⊗s Φ with Ψ · Φ. We will
often do the same in the anti-symmetric case as well.

In (3.31), v1 , . . . , vn are elements of Y# . In (3.33) and in Prop. 3.62, v has the
same meaning. Sometimes, however, we will write Ψ(v) without having in mind
a concrete v ∈ Y# . We will treat the symbol v as the “generic variable in Y# ”;
see Subsect. 2.1.2.

In the anti-symmetric case we do not have an analog of (3.33). Nevertheless,
following the common usage of theoretical physics, one often calls elements of
Polna (Y# ) “polynomials in non-commuting variables from Y# ”. This suggests
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80 Tensor algebras

the notation Ψ(v) instead of Ψ(v1 , . . . , vn ). In this context v is just the name
of the generic variable in Y# . Similarly, motivated by Prop. 3.62 (1), we will
write Ψ(p# v) instead of Γ(p)Ψ(v). This point of view will be further developed
in Chap. 7.

3.5.2 Multiplication and differentiation operators

As mentioned above, we will use the letter v as the name of the generic variable
in Y# . This symbol will appear in the multiplication and derivative operators
that we define below.

Definition 3.63 For y ∈ Y, the operator of multiplication by y is defined by

y(v)Ψ := y ⊗s/a Ψ, Ψ ∈ Pols/a(Y# ).

We will often write y·v instead of y(v).
More generally, if Φ ∈ Pols/a(Y# ), Φ(v) will denote the operator of multipli-

cation by Φ:

Φ(v)Ψ := Φ⊗s/a Ψ.

Definition 3.64 For w ∈ Y# , the derivative in the direction of w is defined by

w(∇v )Ψ := n〈w|⊗1l⊗(n−1)Ψ, Ψ ∈ Polns/a(Y# ). (3.34)

We will often write w·∇v instead of w(∇v ).
More generally, if Φ ∈ Pols/a(Y), we define the derivative Φ(∇v ). For Φ ∈

Polms/a(Y), it acts on Ψ ∈ Polns/a(Y# ) as

Φ(∇v )Ψ = n(n− 1) · · · (n−m + 1)〈Φ|⊗1l⊗(n−m )Ψ. (3.35)

Then we extend this definition by linearity.

Note that in the symmetric case the differentiation operator defined above is
the usual differentiation of polynomials. In particular, w(∇v ) in (3.34) coincides
with the directional derivative Def. 2.50.

The operators of multiplication and differentiation are essentially equivalent
to the creation and annihilation operators. We will discuss this equivalence in
Subsect. 3.5.7.

In the following propositions y, y1 , y2 ∈ Y, w,w1 , w2 ∈ Y# and Φ,Ψ ∈
Pols/a(Y# ).

Proposition 3.65 (Symmetric case)

(1) [y1(v), y2(v)] = 0, [w1(∇v ), w2(∇v )] = 0,
(2) [w(∇v ), y(v)] = 〈w|y〉1l,
(3) w(∇v )Ψ⊗s Φ = (w(∇v )Ψ)⊗s Φ + Ψ⊗s (w(∇v )Φ),

(4) w(∇v ) =
n∑

i=1
1l⊗(i−1) ⊗ 〈w| ⊗ 1l⊗(n−j ) on Polns (Y# ).
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3.5 Multi-linear symmetric and anti-symmetric forms 81

Proposition 3.66 (Anti-symmetric case)

(1) [y1(v), y2(v)]+ = 0, [w1(∇v ), w2(∇v )]+ = 0,
(2) [w(∇v ), y(v)]+ = 〈w|y〉1l,
(3) w(∇v )Ψ⊗a Φ = (w(∇v )Ψ)⊗a Φ + (IΨ)⊗a (w∇v )Φ),

(4) w(∇v ) =
n∑

i=1
(−1)i−11l(i−1)⊗ ⊗ 〈w| ⊗ 1l(n−j )⊗ on Polna (Y# ).

Proposition 3.67 Let p, h ∈ L(Y). In both the symmetric and the anti-
symmetric case we have

(1) Γ(p)y(v) = py(v)Γ(p), w(∇v )Γ(p) = Γ(p)p# w(∇v ),
(2) [dΓ(h), y(v)] = hy(v), [dΓ(h), w(∇v )] = −h# w(∇v ),
(3) Φ(∇v )Ψ(∇v ) = (Φ⊗s/a Ψ)(∇v ).

Ψ ∈ Polns/a(Y# ) can be treated as an n-linear function on (Y# )n . Let us denote
the generic variable of the j-th Y# by vj . We can write an identity

∇vΨ = (∇v1 + · · ·+∇vn
) Ψ, (3.36)

where on the left we use the functional notation, and on the right we treat Ψ as
a function depending on n separate variables. (3.36) should be compared with
(4) of Props. 3.65 and 3.66. Note that in the anti-symmetric case one has to
remember that ∇vi

anti-commutes with the operator of multiplication by vj ,
hence the alternating sign.

3.5.3 Right derivative

Definition 3.68 In the anti-symmetric case the derivative defined in Def. 3.64
should actually be called the left derivative. One can also introduce another oper-
ator with the name of the right derivative. For w ∈ Y# , the right derivative in
the direction of w acts on Ψ ∈ Polna (Y# ) as

w(
←−∇v )Ψ := n1l(n−1)⊗⊗〈w|Ψ.

More generally, if Φ ∈ Pola(Y), we can define the right derivative Φ(
←−∇v ). For

Φ ∈ Polma (Y) and Ψ ∈ Polna (Y# ), it is given by

Φ(
←−∇v )Ψ = n(n− 1) · · · (n−m + 1)1l(n−m )⊗⊗〈Φ|Ψ. (3.37)

Note that we need to invert the order (compare with Prop. 3.67 (3)):

Φ1(
←−∇v )Φ2(

←−∇v )Ψ = (Φ2 ⊗a Φ1)(
←−∇v )Ψ. (3.38)

Here is the relation between the left and right derivative:

Φ(∇v )Ψ = (−1)n(m−n)Φ(
←−∇v )Ψ, Φ ∈ Polma (Y),Ψ ∈ Polna (Y# ).
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82 Tensor algebras

3.5.4 Exponential law in the polynomial notation

The exponential law described in Subsect. 3.3.7 is not the only convention used
in the context of the tensor product of symmetric and anti-symmetric tensor
algebras. In fact, there exists another convention that avoids the complicated
multiplier involving the square roots of factorials. This convention is commonly
used in the “algebraic case” (when we are not interested in the Hilbert space
structure).

Let Y1 , Y2 be two vector spaces. Let ji : Yi → Y1 ⊕ Y2 , i = 1, 2, be the canon-
ical embeddings.

Definition 3.69

Umod : Pols/a(Y#
1 )

a l⊗Pols/a(Y#
2 ) → Pols/a ((Y1 ⊕ Y2)# )

is defined as the unique linear map such that if Ψ1 ∈ Poln1
s/a(Y#

1 ), Ψ2 ∈
Poln2

s/a(Y#
2 ), then (in the tensor notation)

UmodΨ1 ⊗Ψ2 := (Γ(j1)Ψ1)⊗s/a (Γ(j2)Ψ2) . (3.39)

We will use vi as the generic variables in Y#
i , i = 1, 2. In the “polynomial

notation”, Ψ := UmodΨ1 ⊗Ψ2 will be simply written as

Ψ(v) = Ψ1(v1)⊗s/a Ψ2(v2), v = (v1 , v2). (3.40)

Often, we will even omit ⊗s/a between the factors. Note that in the symmetric
case, if we use the “polynomial interpretation”, the exponential law is just the
usual multiplication of polynomials in two separate variables, which is consistent
with the notation (3.40).

Clearly, the identities (3.16) and (3.17) hold with U replaced with Umod.

Proposition 3.70 (1) (Symmetric case)

(y1 , y2)(v)Umod = Umod(y1(v1)⊗ 1l + 1l⊗ y2(v2)),

(w1 , w2)(∇v )Umod = Umod(w1(∇v1 )⊗ 1l + 1l⊗ w2(∇v2 )).

(2) (Anti-symmetric case)

(y1 , y2)(v)Umod = Umod(y1(v1)⊗ 1l + I1 ⊗ y2(v2)),

(w1 , w2)(∇v )Umod = Umod(w1(∇v1 )⊗ 1l + I1 ⊗ w2(∇v2 )).

3.5.5 Holomorphic continuation of polynomials

Let Y be a real vector space. The identification (3.3) leads to the following
isomorphism:

CΓs/a(Y) � Γs/a(CY). (3.41)
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3.5 Multi-linear symmetric and anti-symmetric forms 83

In the polynomial notation this isomorphism is written as

CPols/a(Y# ) � Pols/a(CY# ).

Note that in the polynomial interpretation Ψ ∈ CPolns/a(Y# ) is a complex
multi-linear function on Y# , whereas the corresponding ΨC ∈ Pols/a(CY# ) is
a multi-linear function on CY# , which restricted to Y# equals Ψ.

Definition 3.71 The polynomial ΨC will be called the holomorphic extension of
Ψ.

(Of course, instead of polynomials one can consider more general holomorphic
functions.)

3.5.6 Polynomials on complex spaces

Let Z be a complex vector space. Recall that ZR denotes its realification. We
can distinguish four basic families of polynomials related to Z:

Definition 3.72 (1) Elements of Pols/a(ZR) are called real-valued polynomials.
(2) Elements of CPols/a(ZR) are called complex-valued polynomials.
(3) Elements of Pols/a(Z) are called holomorphic polynomials.
(4) Elements of Pols/a(Z) are called anti-holomorphic polynomials.

As sets, ZR, Z and Z can be identified. With these identifications, CPols/a(ZR)
is the largest family – it contains the other three.

Let us use the notation and results from Subsect. 1.3.6. In particular, we
recall the space Re(Z ⊕ Z) =

{
(z, z) : z ∈ Z}, whose complexification can be

identified with Z ⊕ Z. We have the obvious map (which according to Def. 1.84
is called T−1

1 )

ZR � z �→ (z, z) ∈ Re(Z ⊕ Z). (3.42)

Its complexification is

CZR � z1 + iz2 �→ (z1 + iz2 , z1 + iz2) ∈ Z ⊕ Z. (3.43)

With these identifications, we have

Pols/a(ZR) � Pols/a
(
Re(Z ⊕ Z)

)
,

CPols/a(ZR) � Pols/a(CZR) � Pols/a(Z ⊕ Z) � Pols/a(Z)⊗ Pols/a(Z).

In the last line, we first used (3.41), then (3.43), and finally the exponential law.
In the symmetric case, the polynomial functions corresponding to all four

cases of Def. 3.72 can be viewed as functions on the same space ZR. By allowing
convergent series, we can also consider more general functions, in particular
holomorphic and anti-holomorphic functions on Z, with obvious definitions.
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84 Tensor algebras

3.5.7 Modified Fock spaces

Let Z be a Hilbert space. Recall that the scalar product in the Fock space Γs/a(Z)
is inherited from the scalar product in the tensor algebra ⊗Z. This choice has
some disadvantages. Instead, many authors adopt a different convention, which
we will describe in this subsection.

Recall that N denotes the number operator on Γs/a(Z).

Definition 3.73 Let us set Γmod
s/a (Z) := Dom

√
N ! equipped with the scalar prod-

uct (Ψ|Φ)mod := (Ψ|N !Φ). We introduce also the unitary operator

Γs/a(Z) � Ψ �→ TmodΨ :=
1√
N !

Ψ ∈ Γmod
s/a (Z). (3.44)

Sometimes we will write Ψmod for TmodΨ.

The operators dΓ(h) and Γ(p) keep the same form after conjugation by Tmod.
If {ei}i∈I is an o.n. basis of Z, then{

1√
�k!

e�k : �k ∈ (NI )fin

}

is an o.n. basis of Γmod
s (Z), and {

eJ : J ∈ 2I
fin
}

is an o.n. basis of Γmod
a (Z), where e�k and eJ are defined in Subsects. 3.3.5 and

3.3.6.
Often we will consider the “polynomial notation” for

a l
Γs/a(Z), where Z is a

Hilbert space. In this case, it is convenient to use elements of the topological
dual of Z, instead of the algebraic dual, as arguments of the polynomial. The
topological dual of Z is identified with Z. Thus the polynomial notation for
a l
Γs/a(Z) will be Pols/a(Z). Clearly, Pols/a(Z) is dense in Γmod

s/a (Z).
The generic variable of Z will be often denoted z. Thus an element of Pols/a(Z)

in the polynomial notation will be written as Ψ(z). If w ∈ Z, then the correspond-
ing multiplication and differentiation operators are w(z) and w(∇z ). They are
related to the creation and annihilation operators as

Tmoda(w)(Tmod)−1 = w(∇z ), Tmoda∗(w)(Tmod)−1 = w(z). (3.45)

If Z1 ,Z2 are Hilbert spaces, then the map Umod defined in Def. 3.69 extends
to a unitary map from Γmod

s/a (Z1)⊗ Γmod
s/a (Z2) to Γmod

s/a (Z1 ⊕Z2). It is related to
the map U : Γs/a(Z1)⊗ Γs/a(Z2) → Γs/a(Z1 ⊕Z2) defined in Subsect. 3.3.7 by

Umod = TmodU(Tmod
1 ⊗ Tmod

2 )−1 ,

where Tmod , Tmod
1 , Tmod

2 are the unitary identifications of the corresponding Fock
and modified Fock spaces; see (3.44).
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3.6 Volume forms, determinant and Pfaffian 85

3.6 Volume forms, determinant and Pfaffian

In this section we recall some well-known concepts related to anti-symmetric ten-
sors, such as volume forms, the determinant of a matrix and the Pfaffian of an
anti-symmetric matrix. They are usually introduced in a coordinate-dependent
fashion. In our presentation, we try to stress the coordinate-independent
approach based on the anti-symmetric tensor algebra.

3.6.1 Volume forms

Let X be a (real or complex) d-dimensional space. A special role is played by
the space ∧dX # of anti-symmetric d-forms on X , which is one-dimensional.

Definition 3.74 A non-zero element of ∧dX # will be called a volume form on
X . If the name of the generic variable in X is x, then a volume form on X will
be often denoted by dx.

Suppose that we choose a basis (e1 , . . . , ed) in X . Let (e1 , . . . , ed) be the dual
basis in X # . Then we have a distinguished volume form on X defined by

Ξ = ed ∧ · · · ∧ e1 . (3.46)

(Note the reverse order and the use of ∧ and not of ⊗a .) We have

〈Ξ|e1 ⊗a · · · ⊗a ed〉 = 1.

Definition 3.75 If X is a Euclidean, resp. unitary space of dimension d, then
we say that a volume form Ξ is compatible with its Euclidean, resp. unitary
structure if there exists an o.n. basis of X (e1 , . . . , ed) such that

Ξ = ed ∧ · · · ∧ e1 .

If Xi , i = 1, 2, are vector spaces with volume forms Ξi , then on X1 ⊕X2 we
take the volume form Ξ2 ∧ Ξ1. (Note again the reverse order and the use of ∧
and not of ⊗a .)

Definition 3.76 If we use the notation dxi for Ξi, we will often write dx2dx1

for dx2 ∧ dx1 .

Definition 3.77 If Ξ is a distinguished volume form on X , then we have a
distinguished volume form Ξdual on X # determined by

〈Ξ|Ξdual〉 = d!.

If in coordinates Ξ is given by (3.46), then

Ξdual = e1 ∧ · · · ∧ ed.

Note that (Ξdual)dual = Ξ. We will often use ξ as the generic variable of X # , and
then the dual volume form on X # will be denoted by dξ.
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86 Tensor algebras

3.6.2 Hodge star operator

Let d = dimX . Let us fix a volume form Ξ ∈ Γd
a (X # ) = Polda (X ) on X .

Definition 3.78 The Hodge star operator is defined as the map

θ : Pola(X # ) → Pola(X )

by

〈Φ|θΨ〉 :=
1

(d− n)!
〈Ψ⊗a Φ|Ξ〉, Ψ ∈ Polna (X # ), Φ ∈ Pold−n

a (X # ).

Note that θ maps Polna (X # ) onto Pold−n
a (X ). We will see in Subsect. 7.1.7 that

the Hodge star operator can be viewed as an analog of the Fourier transforma-
tion.

Let us fix a basis (e1 , . . . , ed) of X such that Ξ = ed ∧ · · · ∧ e1 . Let σ ∈ Sd be
a permutation and 0 ≤ n ≤ d. Then

θ eσ (1) ⊗a · · · ⊗a eσ (n) = sgn(σ) eσ (d) ⊗a · · · ⊗a eσ (n+1) .

3.6.3 Liouville volume forms

Let (Y, ω) be a symplectic space of dimension 2d. Note that ω ∈ La(Y,Y# ) �
Γ2

a(Y# ).

Definition 3.79 Y possesses a distinguished volume form called the Liouville
form,

ΞLiouv :=
1
d!
∧d ω. (3.47)

Recall that Y# is equipped with the symplectic form ω−1 . Thus it possesses
its own Liouville form 1

d! ∧d ω−1 . It is easy to see that it equals the volume form
dual to ΞLiouv .

3.6.4 Liouville volume forms on X # ⊕X
Assume that X is a vector space of dimension d. Consider Y = X # ⊕X with its
canonical symplectic form (1.9). If we choose an arbitrary basis e1 , . . . , ed of X
and e1 , . . . , ed is the dual basis, then one can use the wedge product to write the
canonical symplectic form as

ω =
d∑

i=1

ei ∧ ei. (3.48)

Hence the Liouville form on X # ⊕X is

e1 ∧ e1 ∧ · · · ed ∧ ed = e1 ∧ · · · ∧ ed ∧ ed ∧ · · · ∧ e1 . (3.49)
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3.6 Volume forms, determinant and Pfaffian 87

Proposition 3.80 Choose an arbitrary volume form Ξ on X . Then the Liouville
volume form on Y is equal to Ξdual ∧ Ξ.

Proof We choose a basis of X and the dual basis of X # as above. Now for any
volume form Ξ on X there exists λ �= 0 such that

Ξ = λed ∧ · · · ∧ e1 , Ξdual = λ−1e1 ∧ · · · ∧ ed. �

The symplectic form ω−1 on Y# = X ⊕ X # can be also written as (3.48).
Hence the Liouville form on Y# can be written as (3.49).

Recall that often the symbols dx is used for a fixed volume form on X , and its
dual form on X # is denoted by dξ. Then the symbol dxdξ denotes the Liouville
volume form on X # ⊕X and on X ⊕ X # .

3.6.5 Densities and Lebesgue measures

Let X be a real d-dimensional vector space.

Definition 3.81 An element of ∧dX # /{1,−1} will be called a density on X .
The density associated with a volume form Ξ will be denoted by |Ξ|. Thus |Ξ| =
{Ξ,−Ξ}. If |Ξ| is a density on X , we define the corresponding dual density on
X # by |Ξ|dual := |Ξdual|.

Clearly, the set of volume forms compatible with a Euclidean structure is a
density.

Recall from Def. 3.74 that if the generic variable of X is denoted x, then dx

denotes a fixed volume form on X . Thus, according to Def. 3.81, the correspond-
ing density should be denoted by |dx|.
Definition 3.82 By a Lebesgue measure on X we mean a non-zero translation
invariant Borel measure on X finite on compact sets.

If |Ξ| is a density on X , then |Ξ| induces a Lebesgue measure μ on X by setting

μ (V (e1 , . . . , ed)) := |〈Ξ|e1 ⊗a · · · ⊗a ed〉|,

where V (e1 , . . . , ed) :=
{∑d

i=1 tiei : ti ∈ [0, 1]
}

is the parallelepiped with edges
e1 , . . . , ed . Conversely a Lebesgue measure on X yields a unique density on X .
Therefore, we will often identify the concepts of a Lebesgue measure and a den-
sity.

The integral w.r.t. a Lebesgue measure is called a Lebesgue integral. If F is a
function on X , its Lebesgue integral is denoted

´
F (x)dx (although, according to

Def. 3.81, the notation
´

F (x)|dx| would be more appropriate, since a Lebesgue
integral depends only on the density |dx|, and not on the volume form dx). For
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88 Tensor algebras

further reference let us list elementary properties of a Lebesgue integral:ˆ
Φ(∇x)f(x)dx = 0, Φ ∈ CPol≥1

s (X # );
ˆ

f(x + y)dx =
ˆ

f(x)dx, y ∈ X ;
ˆ

f(mx)dx = (det m)−1
ˆ

f(x)dx, m ∈ L(X ). (3.50)

3.6.6 Determinants

Definition 3.83 If a = [aij ] is a d× d matrix, one defines its determinant as

det(a) :=
∑

σ∈Sd

sgn(σ)
d∏

i=1

aiσ (i) .

It is possible to give a manifestly coordinate-independent definition of the
determinant. Let X be a d-dimensional vector space over K.

Definition 3.84 For a ∈ L(X ), its determinant is defined as the unique number
det a satisfying

Γ(a)
∣∣
∧d X =: det a1l.

Clearly, this definition is possible, because Γ(a) sends ∧dX into itself. If
(e1 , . . . , ed) is a basis of X and (e1 , . . . , ed) its dual basis, then det a coincides
with the determinant of the matrix [〈ei |aej 〉].
Proposition 3.85 (1) If X is real and a ∈ L(X ), then det a = det aC.

(2) If a, b ∈ L(X ), then det ab = det adet b.

(3) If ai ∈ L(Xi), i = 1, 2, then det(a1 ⊕ a2) = det a1 det a2 .

(4) If a ∈ L(X ), then det a = det a# .

3.6.7 Determinant of a bilinear form

Now let X be a finite-dimensional vector space equipped with a density |Ξ|.
Definition 3.86 If ζ ∈ L(X ,X # ), we define the determinant of ζ w.r.t. the
density |Ξ| as the unique number det ζ satisfying

Γ(ζ# )Ξ = det ζ Ξdual. (3.51)

(Note that the above definition does not depend on the sign of Ξ.)
If (e1 , . . . , ed) is a basis of X such that Ξ = ed ∧ · · · ∧ e1 , then det ζ is equal to

the determinant of the matrix [〈ei, ζej 〉].
If |Ξ| is compatible with a Euclidean scalar product ν, then the determinant

of ζ w.r.t. |Ξ| is equal to the determinant of the operator ν−1ζ ∈ L(X ).
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3.6 Volume forms, determinant and Pfaffian 89

3.6.8 Orientations of vector spaces

Let X be a finite-dimensional real vector space.

Definition 3.87 Two bases of X are said to be equivalent if the determinant of
the matrix of the change of basis is positive. An orientation of X is the choice of
one of two equivalence classes of bases. Bases in this class are called compatible
with the orientation. A space equipped with an orientation is called oriented.

Sometimes it is useful to have the concept of an orientation also on a complex
vector space. Its definition is identical to that on the real vector space. The only
difference is that on a complex vector space the set of orientations is not made
of two elements but is homeomorphic to a circle.

3.6.9 Volume forms on complex spaces

Let Z be a complex space of dimension d equipped with a complex volume form
denoted by Ξ. On Z we have the volume form Ξ defined by 〈Ξ|Ψ〉 = 〈Ξ|Ψ〉,
Ψ ∈ Γd

a (Z). We will also need Ξ
rev

= (−1)
1
2 d(d−1)Ξ. We will usually denote Ξ

by dz and Ξ
rev

by dz. If e1 , . . . , ed is a basis of Z# and dz = ed ∧ · · · ∧ e1 then
dz = e1 ∧ · · · ∧ ed .

On Z ⊕ Z we have a distinguished volume form given by

i−dΞ
rev ∧ Ξ = i−ddz ∧ dz. (3.52)

We claim that the restriction of i−ddz ∧ dz to Re(Z ⊕ Z) is a real volume form.
This can be seen by noting that the canonical conjugation

Z ⊕ Z � (z1 , z2) �→ ε(z1 , z2) := (z2 , z1) ∈ Z ⊕ Z
fixes Re(Z ⊕ Z) and transforms i−ddz ∧ dz into its complex conjugate.

Recall that the realification of Z is denoted ZR. It is a real 2d-dimensional
space. ZR has a distinguished real volume form obtained by pulling back i−ddz ∧
dz from Re(Z ⊕ Z) to ZR by the transformation

ZR � z �→ (z, z) ∈ Re(Z ⊕ Z), (3.53)

(which we encountered before, e.g. in (3.42)). The Lebesgue measure obtained
from this volume form will be adopted as the standard measure on Z. Thus, a
typical notation for the Lebesgue integral of a function Z ∈ z �→ F (z) will beˆ

F (z)i−ddz ∧ dz. (3.54)

Let us give an argument for why i−ddz ∧ dz is a natural choice for the distin-
guished volume form on a complex vector space. Assume that Z is a unitary space
and that dz is compatible with its structure (see Subsect. 3.6.5). We have seen
in Subsect. 1.3.9 that Re(Z ⊕ Z) is equipped with a Euclidean scalar product
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90 Tensor algebras

and with a symplectic form. We claim that i−ddz ∧ dz is compatible with these
two structures. To see this, note that if (e1 , . . . , ed) is an o.n. basis in Z# � Z,
then

i−ddzdz = i−de1 ∧ · · · ∧ ed ∧ ed ∧ · · · ∧ e1

= e1 +e1√
2
∧ −ie1 +ie1√

2
∧ · · · ∧ ed +ed√

2
∧ −ied +ied√

2
,

and ( e1 +e1√
2

, −ie1 +ie1√
2

, · · · , ed +ed√
2

, −ied +ied√
2

) is both an o.n. and a symplectic basis

in Re(Z ⊕ Z).

Remark 3.88 The following remark may sound academic, but actually it is
related to a true computational nuisance – factors of

√
2 in various formulas,

which are often difficult to keep track of.
We saw that the volume form i−ddz ∧ dz is compatible with the natural

Euclidean structure on Re(Z ⊕ Z). Its pullback to ZR, however, is not com-
patible with the usual Euclidean structure on ZR, that is, with the real scalar
product Re z1 · z2 . To see this, note that the map (3.53) is not orthogonal. (3.53)
becomes orthogonal only after we multiply it by 1√

2
. A volume form compatible

with the Euclidean structure of ZR is (2i)−ddz ∧ dz.
One can say that when we consider integrals on Z, we actually view them

as integrals on Re(Z ⊕ Z), where the integrand has been pulled back from Z
onto Re(Z ⊕ Z) by (3.53). Therefore, when normalizing the Lebesgue measure
in (3.54), we prefer the convention adapted to Re(Z ⊕ Z) rather than to Z.

3.6.10 Pfaffians

Definition 3.89 Let d ∈ N. We denote by Pair2d the set of pairings of
{1, . . . , 2d}, i.e. the set of partitions of {1, . . . , 2d} into pairs.

A pairing can be uniquely written as(
(i1 , j1), (i2 , j2), . . . , (id , jd)

)
,

where ik < jk and i1 < i2 < · · · < id , and we can identify Pair2d with the subset
of permutations

Pair2d =
{
σ ∈ S2d : σ(2i− 1) < σ(2i), σ(2i− 1) < σ(2i + 1), 1 ≤ i ≤ d

}
.

It is easy to see that Pair2d has (2d)!
d!2d elements.

Definition 3.90 If ζ = [ζij ] is a 2d× 2d anti-symmetric matrix, one defines its
Pfaffian by

Pf(ζ) :=
∑

σ∈Pair2 d

sgn(σ)
d∏

i=1

ζσ (2i−1),σ (2i) .
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It is possible to give a manifestly coordinate-independent definition of the
Pfaffian. Now let Y be a (real or complex) vector space of dimension 2d, equipped
with the volume form Ξ.

Definition 3.91 For ζ ∈ La(Y# ,Y) � Γ2
a(Y), its Pfaffian w.r.t. Ξ is defined by

Pf(ζ) :=
1

2dd!
〈⊗d

aζ|Ξ〉. (3.55)

An alternative definition is

∧dζ =: d!Pf(ζ)Ξdual. (3.56)

If (e1 , . . . , e2d) is a basis of Y# such that Ξ = e2d ∧ · · · ∧ e1 , then Pf(ζ) coincides
with the Pfaffian of the matrix [〈ei |ζej 〉].
Proposition 3.92 (1) If ζ ∈ La(Y# ,Y), r ∈ L(Y), then

Pf(rζr# ) = Pf(ζ) det r.

(2) Let ζi ∈ La(Y#
i ,Yi), i = 1, 2. Then

Pf
([

ζ1 0
0 ζ2

])
= Pf(ζ1)Pf(ζ2),

where the Pfaffian on the l.h.s. is computed w.r.t. Ξ1 ∧ Ξ2 .
(3) For ζ ∈ La(Y# ,Y), one has

Pf(ζ)2 = det ζ,

where det a is computed w.r.t. the density |Ξdual|.
(4) Let X be a finite-dimensional vector space equipped with a volume form Ξ

and let us equip Y = X # ⊕X with the volume form Ξdual ∧ Ξ. Let a ∈ L(X ),

so that
[

0 a#

−a 0

]
∈ La(Y# ,Y). Then

Pf
([

0 a#

−a 0

])
= det a.

3.7 Notes

The tensor product of Hilbert spaces is studied e.g. in the monograph by Reed–
Simon (1980). The notions of Fock spaces and second quantization were originally
introduced by Fock (1932). Mathematical expressions can be found e.g. in Reed–
Simon (1980), Simon (1974), Bratteli–Robinson (1996) and Glimm–Jaffe (1987).
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4

Analysis in L2(Rd)

In this chapter we describe basic properties of operators acting on L2(Rd). After
a preliminary Sect. 4.1, we will study the Weyl commutation relations and prove
the famous Stone–von Neumann uniqueness theorem. Then we define the so-
called x,D-quantization, with position to the left and the momentum to the
right. We will compare it to the D,x-quantization, which uses the reverse order of
position and momentum. The Weyl–Wigner quantization, in some sense superior
to the x,D- and D,x-quantizations, will be introduced in Chap. 8, which can be
viewed as a continuation of the present chapter.

4.1 Distributions and the Fourier transformation

Throughout this section, X is a real vector space of dimension d with a Lebesgue
measure dx. As in Subsect. 3.6.5, the dual space X # is then equipped with a
canonical Lebesgue measure, which we denote dξ. If additionally X is equipped
with a Euclidean structure, we take dx to be the unique compatible Lebesgue
measure (see Subsect. 3.6.5).

4.1.1 Distributions

Let Ω be an open subset of X .

Definition 4.1 C∞
c (Ω) denotes the space of smooth functions compactly sup-

ported in Ω. We equip C∞
c (Ω) with the usual topology and rename it D(Ω).

D′(Ω) denotes its topological dual. Elements of D′(Ω) are called distributions.

A large class of distributions in D′(Ω) is given by functions f ∈ L1
loc(Ω) with

the action on Φ ∈ C∞
c (Ω) given by

〈f |Φ〉 :=
ˆ

f(x)Φ(x)dx. (4.1)

We will use the integral notation on the r.h.s. of (4.1) also in the case of distribu-
tions that do not belong to L1

loc(Ω). Here are some examples with Ω = X = R:ˆ
δ(t)Φ(t)dt := Φ(0),

ˆ
(t± i0)λΦ(t)dt := lim

ε↘0

ˆ
(t± iε)λΦ(t)dt.

https://www.cambridge.org/core/terms. https://www.cambridge.org/core/product/3F2652F5759A09E8165EE08E3F91CC35
Downloaded from https://www.cambridge.org/core. IP address: 18.191.223.123, on 21 Jul 2024 at 04:58:56, subject to the Cambridge Core terms of use, available at

https://www.cambridge.org/core/terms
https://www.cambridge.org/core/product/3F2652F5759A09E8165EE08E3F91CC35
https://www.cambridge.org/core


4.1 Distributions and the Fourier transformation 93

4.1.2 Pullback of distributions

Let χ : Ω1 → Ω2 be a diffeomorphism between two open sets Ωi ⊂ Rd , i = 1, 2.

Definition 4.2 One defines the pullback χ# : D′(Ω2) → D′(Ω1) byˆ
χ# f(x1)Φ(x1)dx1 :=

ˆ
f(x2)Φ ◦ χ−1(x2)|det∇χ−1(x2)|dx2 , Φ ∈ D(Ω1).

Clearly, if f ∈ L1
loc(Ω2), then χ# f(x1) = f ◦ χ(x1).

The pullback of distributions can be generalized to a large class of transforma-
tions between sets of different dimension. Let Ωi ⊂ Rdi , i = 1, 2, be two open sets
and τ : Ω1 → Ω2 a submersion, that is, a smooth map whose derivative is every-
where surjective. We can find an open set Ω3 ⊂ Rd1 −d2 and a diffeomorphism
χ : Ω1 → Ω2 × Ω3 such that

πΩ2 ◦ χ = τ, (4.2)

where πΩ2 is the projection onto Ω2. We then define the map τ# : D′(Ω2) →
D′(Ω1) as

τ# f := χ# (f ⊗ 1),

where we consider f ⊗ 1 as an element of D′(Ω2 × Ω3). One can show that τ# is
independent on the choice of χ satisfying (4.2).

Definition 4.3 The map τ# : D′(Ω2) → D′(Ω1) is also called the pullback of
distributions.

In particular, if f ∈ L1
loc(Ω2), then

ˆ
τ# f(x1)Φ(x1)dx1 =

ˆ
f ◦ τ(x1)Φ(x1)dx1 . (4.3)

We will use the notation of the r.h.s. of (4.3) also for the pullback of distributions
that do not belong to L1

loc(Ω). For instance,
ˆ

δ(τ(t))Φ(t)dt =
∑

τ (s)=0

|τ ′(s)|−1Φ(s).

4.1.3 Schwartz functions and distributions

Definition 4.4 The space of Schwartz functions on X is defined as

S(X ) :=
{
Ψ ∈ C∞(X ) :

´ |xα∇β
xΨ(x)|2dx <∞, α, β ∈ Nd

}
. (4.4)

(In the definition we use an identification of X with Rd . It is clear that S(X )
does not depend on this identification.)

Remark 4.5 The definition (4.4) is equivalent to

S(X ) =
{
Ψ ∈ C∞(X ) : |xα∇β

xΨ(x)| ≤ cα,β , α, β ∈ Nd
}
. (4.5)
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94 Analysis in L2(Rd)

The definition (4.5) is more common in the literature, even though one can argue
that (4.4) is more natural.

Definition 4.6 On S(X ) we introduce semi-norms

‖Ψ‖α,β :=
( ˆ

|xα∇β
xΨ(x)|2dx

) 1
2
,

which make it into a Fréchet space. S ′(X ) denotes its topological dual.

Note that we have continuous inclusions

D(X ) ⊂ S(X ) ⊂ L2(X ) ⊂ S ′(X ) ⊂ D′(X ).

4.1.4 Derivatives

Let f be a complex function on X . Recall from the real case of Def. 2.50 (1) that
the derivative of f at x0 ∈ X in the direction q ∈ X is defined by

q·∇xf(x0) :=
d
dt

f(x0 + tq)
∣∣
t=0 . (4.6)

Proposition 4.7 The derivative of a C1 function at a point is a complex linear
functional on X , that is, ∇xf(x0) ∈ CX # .

Definition 4.8 If f ∈ C2(X , R), its Hessian at x0 ∈ X is denoted ∇(2)
x f(x0) ∈

Ls(X ,X # ) and defined by

q2 ·∇(2)
x f(x0)q1 :=

d2

dt1dt2
f(x0 + t1q1 + t2q2)

∣∣
t1 =t2 =0 , q1 , q2 ∈ X .

If ζ ∈ Ls(X # ,X ), then ∇x ·ζ∇x denotes the corresponding differential operator:

∇x ·ζ∇xf(x0) := Tr ζ∇(2)
x f(x).

If X is a Euclidean space with the scalar product denoted by x1 · x2 , then
∇x · ∇x = ∇2

x = Δx stands for the Laplacian.

4.1.5 Complex derivatives

Let Z be a complex vector space. Let f be a complex function on Z.

Definition 4.9 The holomorphic, resp. anti-holomorphic derivative of f at z0 ∈
Z in the direction of w ∈ Z, resp. w ∈ Z is defined by

w·∇z f(z0) :=
1
2

d
dt

(f(z0 + tw)− if(z0 + itw))
∣∣
t=0 ,

w·∇z f(z0) :=
1
2

d
dt

(f(z0 + tw) + if(z0 + itw))
∣∣
t=0 .

Proposition 4.10 The holomorphic, resp. anti-holomorphic derivative of a
C1 function at a point is a linear, resp. anti-linear functional on Z, that is,
∇z f(z0) ∈ Z# , resp. ∇z f(z0) ∈ Z#

.
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4.1 Distributions and the Fourier transformation 95

Recall from the complex case of Def. 2.50 (1) that f possesses a (complex)
derivative at z0 in the direction of w if there exists the limit

lim
u→0

f(z0 + uw)− f(z0)
u

, (4.7)

where u is a complex parameter.

Definition 4.11 Assume that Z is finite-dimensional and let U ⊂ Z be an open
set. We say that f : U → C is holomorphic in U if it possesses a complex deriva-
tive at each z0 ∈ U .

Proposition 4.12 A function f : U → C is holomorphic iff f ∈ L1
loc(U) and

∇z f = 0 in U in the distribution sense. Then (4.7) equals w·∇z f(z0).

We consider also the realification of Z, denoted ZR, where the multiplication
by i is denoted by j.

Let ∇R
z denote the usual (real) derivative on ZR. We can express the holomor-

phic and anti-holomorphic derivative in terms of the real derivative:

w·∇z =
1
2
(
w·∇R

z − i(jw)·∇R

z

)
,

w·∇z =
1
2
(
w·∇R

z + i(jw)·∇R

z

)
,

w·∇z + w·∇z = w·∇R

z . (4.8)

(On the left w is treated as an element of Z and on the right w as a real vector
in ZR.)

Note that if we make the identification ZR � w �→ (w,w) ∈ Z ⊕ Z, as in (1.31),
then (4.8) can be written as ∇z +∇z = ∇R

z .

4.1.6 Position and momentum operators

Definition 4.13 For η ∈ X # and q ∈ X we set

(η·xΨ)(x) := η·xΨ(x), Dom η·x :=
{

Ψ ∈ L2(X ) :
ˆ
|η·x|2 |Ψ(x)|2dx <∞

}
,

(q·DΨ)(x) := −iq·∇Ψ(x), Dom q·D :=
{
Ψ ∈ L2(X ) :

ˆ
|q·∇xΨ(x)|2dx<∞

}
.

η·x and q·D are called respectively position and momentum operators and are
self-adjoint operators.

Remark 4.14 In the formulas above the symbol x is used with as many as three
different meanings:

(1) as an element of the space X , e.g. in Ψ(x) or in η·x on the right of :=;
(2) as the name of the “generic variable in X”; e.g. in dx or ∇x ;
(3) as a vector of self-adjoint operators, e.g. in η·x on the left of :=.
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96 Analysis in L2(Rd)

This ambiguous usage of the same symbol, although sometimes confusing, seems
to be difficult to avoid and is often employed. Sometimes one tries to differentiate
the third meaning by decorating x in some way, e.g. writing x̂.

Proposition 4.15 The Schwartz space S(X ) is the largest subspace of L2(X )
contained in the domain of position and momentum operators and preserved by
all the operators η·x and q·D.

The operator η·x and q·D, viewed as operators on S(X ), satisfy the so-called
Heisenberg commutation relations:

[η1 ·x, η2 ·x] = [q1 ·D, q2 ·D] = 0, [η·x, q·D] = iη·q1l. (4.9)

Definition 4.16 The algebra of differential operators with polynomial coeffi-
cients will be denoted CCRpol(X # ⊕X ).

Elements of CCRpol(X # ⊕X ) act naturally on S(X ). By duality, they also act
on S ′(X ).

Remark 4.17 In Subsect. 8.3.1 we will define a more general class of algebras,
denoted CCRpol(Y), where Y is a symplectic space.

Remark 4.18 The algebra CCRpol(X # ⊕X ) is sometimes called the Weyl alge-
bra. However, we prefer to use this name for a different class of algebras; see
Subsect. 8.3.5.

4.1.7 Fourier transformation

Definition 4.19 We denote by C∞(X ) the Banach space of continuous functions
on X tending to 0 at ∞.

Definition 4.20 For f ∈ L1(X ) the Fourier transform of f , denoted either Ff

or f̂ , is given by the formula

f̂(ξ) =
ˆ

f(x)e−ix·ξdx.

It is well known that F extends to a unique bounded operator from L2(X ,dx)
to L2(X # ,dξ), where dξ is the dual Lebesgue measure on X # .

The Riemann–Lebesgue lemma says that if f ∈ L1(X ), then f̂ ∈ C∞(X # ).
(2π)−

d
2 F is unitary, and we have the Fourier inversion formula

f(x) = (2π)−d

ˆ
f̂(ξ)eix·ξdξ.

The space S(X ) is mapped by F continuously onto S(X # ). F can be extended
to a unique continuous linear map from S ′(X ) onto S ′(X # ).
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4.1 Distributions and the Fourier transformation 97

4.1.8 Gaussian integrals

Let ν ∈ Ls(X ,X # ) be positive definite. Let η ∈ CX # . Then

(2π)−
d
2

ˆ
e−

1
2 x·νx+η ·xdx = (det ν)−

1
2 e

1
2 η ·ν−1 η . (4.10)

Note that the determinant det ν is defined w.r.t. the Lebesgue measure dx (see
Subsect. 3.6.6). In particular, if f(x) = e−

1
2 x·νx , then

f̂(ξ) = (2π)
d
2 (det ν)−

d
2 e−

1
2 ξ ·ν−1 ξ . (4.11)

If ν ∈ Ls(X ,X # ) is not necessarily positive definite and η ∈ X # , then

lim
R→∞

(2π)−
d
2

ˆ
|x|<R

e
i
2 x·νx+iη ·xdx = |det ν|− 1

2 e
i
4 π inert ν e−

i
2 η ·ν−1 η . (4.12)

In particular, if g(x) = e
i
2 x·νx , then

ĝ(ξ) = (2π)
d
2 e

i
4 π inert ν (det ν)−

d
2 e−

i
2 ξ ·ν−1 ξ .

We will sometimes abuse the notation and write det(−iν)−
1
2 for

|det ν|− 1
2 e

i
4 π inert ν .

4.1.9 Gaussian integrals for complex variables

Let Z be a complex space of dimension d. Recall from Subsect. 3.6.9 that the
integral of a function Z � z �→ F (z) over Z is interpreted as the integral of the
pullback of F by

Z � z �→ (z, z) ∈ Re(Z ⊕ Z)

on the space Re(Z ⊕Z), and i−ddzdz is used as the standard volume form.
Let us translate formula (4.10) into the context of complex variables. Let

β ∈ Lh(Z,Z∗) be positive definite, and w1 , w2 ∈ Z∗. Then

(2πi)−d

ˆ
e−z ·βz+w 1 ·z+w 2 ·zdzdz = (det β)−1ew 1 ·β−1 w 2 , (4.13)

where det β is computed w.r.t. the volume form dz.
Let us explain the proof of (4.13). As mentioned above, the integral in (4.13)

is interpreted as an integral on the real vector space Re(Z ⊕ Z). We choose
any scalar product on Z compatible with dz. Note from Subsect. 3.6.9 that
the volume form i−ddzdz is compatible with the Euclidean scalar product on
Re(Z ⊕ Z). We identify β with an element of L(Z) using the unitary structure
of Z. Then, setting

v = (z, z), m = 2d, dv = i−ddzdz,

ν :=
[

0 β

β 0

]
, ξ = (w1 , w2) ∈ CRe(Z ⊕ Z) � CRe(Z ⊕ Z)# ,
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98 Analysis in L2(Rd)

we see that (4.13) reduces to (4.10). To compute the determinant of ν as an
operator on Re(Z ⊕ Z), we use that

det ν = det νC = det β det β = det β det β# = det β2 ,

since β = β∗. Then (4.13) follows from (4.10).

4.1.10 Convolution operators

Definition 4.21 If f ∈ S ′(X ), Ψ ∈ S(X ), then their convolution product f � Ψ
is defined by

f � Ψ(x) :=
ˆ

f(x− x1)Ψ(x1)dx1 .

We have

F(f � Ψ) = (Ff)(FΨ).

Recall that D = 1
i∇x is a vector of commuting self-adjoint operators. Note that

FDF−1 = ξ where ξ is the operator of multiplication by ξ ∈ X # on L2(X # ).
Note the identities

f(D)Ψ(x) = (2π)−d

ˆ
ei(x−y )·ξ f(ξ)Ψ(y)dξdy

= (2π)−d

ˆ
f̂(y − x)Ψ(y)dy, f ∈ S(X # ).

If ν ∈ Ls(X # ,X ), then

e−
1
2 Dx ·νDx Ψ(x) = e

1
2 ∇x ·ν∇x Ψ(x) (4.14)

= (2π)−
d
2 (det ν)−

1
2

ˆ
e−

1
2 (x−x1 )·ν−1 (x−x1 )Ψ(x1)dx1 .

As a consequence, we obtain the following identity for Ψ ∈ CPols(X ):

(2π)−
d
2

ˆ
Ψ(x)e−

1
2 x·νxdx = |det ν|− 1

2

(
e

1
2 ∇x ·ν−1 ∇x Ψ

)
(0). (4.15)

As an example of (4.14) let us note

e−itDx ·Dξ Ψ(x, ξ) = (2πt)−d

ˆ
e

i
t (x−x1 )·(ξ−ξ1 )Ψ(x1 , ξ1)dx1dξ1 .

Let us write the analog of (4.14) on a complex space Z of dimension d, for
β ∈ L(Z,Z∗) and β > 0:

e∇z ·β∇z Ψ(z, z) = (2πi)−d(det β)−1
ˆ

e−(z−z 1 )·β−1 (z−z1 )Ψ(z1 , z1)dz1dz1 . (4.16)
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4.1 Distributions and the Fourier transformation 99

4.1.11 Sesquilinear forms on S(X )

Definition 4.22 A ∈ B
(
L2(X )

)
is called an S-type operator if it is given by an

integral kernel in S(X × X ), that is, there exists A(·, ·) ∈ S(X × X ) such that

AΨ(x) :=
ˆ

A(x, y)Ψ(y)dy.

The set of S-type operators is denoted CCRS(X # ⊕X ).

Definition 4.23 Continuous linear functionals on CCRS(X # ⊕X ) are called
S ′-type forms. Their space is denoted by CCRS′

(X # ⊕X ).

Clearly, elements of CCRS′
(X # ⊕X ) are represented by distributions in

S ′(X ⊕ X ). We have the obvious pairing for B ∈ CCRS′
(X # ⊕X ) and A ∈

CCRS(X # ⊕X ):

B(A) =
ˆ ˆ

B(x, y)A(x, y)dxdy.

Let

CCRS(X # ⊕X ) � A �→ B(A) ∈ C (4.17)

be an S ′-type form. Clearly, for any Ψ1 ,Ψ2 ∈ S(X ), the operator |Ψ2)(Ψ1 |
belongs to CCRS(X # ⊕X ). Thus we obtain a sesquilinear form

S(X )× S(X ) � (Ψ1 ,Ψ2) �→ B
(|Ψ2)(Ψ1 |

) ∈ C. (4.18)

We can interpret (4.18) as the action of BΨ2 on Ψ1, where B is a continuous
linear map from S(X ) to S ′(X ). Thus (4.18) can be written as (Ψ1 |BΨ2). We
call it the “operator notation for (4.18)”, and we will use it henceforth.

We can write

CCRS(X # ⊕X ) ⊂ B
(
L2(X )

) ⊂ CCRS′
(X # ⊕X ).

Theorem 4.24 (The Schwartz kernel theorem) B is a continuous linear trans-
formation from S(X ) to S ′(X ) iff B belongs to CCRS′

(X # ⊕X ), that is, iff there
exists a distribution B(·, ·) ∈ S ′(X ⊕ X ) such that

(Ψ1 |BΨ2) =
ˆ

Ψ1(x1)B(x1 , x2)Ψ2(x2)dx1dx2 , Ψ1 ,Ψ2 ∈ S(X ).

Definition 4.25 The distribution B(·, ·) ∈ S ′(X ⊕ X ) is called the distributional
kernel of the transformation B.

Definition 4.26 We define the adjoint form B∗ by (Ψ1 |B∗Ψ2) = (Ψ2 |BΨ1). If
B1 or B∗

2 are continuous operators on S(X ), then we can define B2 ◦B1 as an
element of CCRS′

(X # ⊕X ) by

(Ψ1 |B2 ◦B1Ψ2) := (Ψ1 |B2(B1Ψ)), or (Ψ1 |B2 ◦B1Ψ2) := (B∗
2 Ψ|B1Ψ).

In particular this is possible if B1 or B2 ∈ CCRpol(X # ⊕X ).
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100 Analysis in L2(Rd)

4.1.12 Hilbert–Schmidt and trace-class operators on L2(X )

Note that B ∈ B2(L2(X )) iff the distributional kernel of B belongs to L2(X ⊕
X ). Moreover, if B1 , B2 ∈ B2(L2(X )), then

Tr B∗
1 B2 =

ˆ
B1(x2 , x1)B2(x1 , x2)dx1dx2 .

Consider a trace-class operator B ∈ B1(L2(X )). On the formal level we have
the formula

TrB =
ˆ

B(x, x)dx.

The following theorem gives some of many possible rigorous versions of the above
identity:

Theorem 4.27 (1) If B ∈ CCRS(X # ⊕X ), then

Tr B =
ˆ

B(x, x)dx.

(2) Fix an arbitrary Euclidean structure on X . If B ∈ B1(L2(X )) then

Tr B = lim
ε↘0

(2π/ε)
d
2

ˆ
e−

1
2 ε (x1 −x2 )2

B(x1 , x2)dx1dx2 .

Proof (1) is left to the reader. To prove (2) we set Pε := e−
ε
2 D 2

. Note that
0 ≤ Pε ≤ 1l and w − lim

ε→0
Pε = 1l. By Subsect. 2.2.6, we know that TrB =

lim
ε→0

Tr(PεB) = lim
ε→0

Tr(Pε/2BPε/2). By (4.14), Pε has the kernel

(2πε)−
d
2 e−

1
2 ε (xx −x2 )2

,

and Pε/2BPε/2 has kernel B � Tε , where Tε(x1 , x2) = (πε)−de−
1
ε (x2

1 +x2
2 ) . Now B �

Tε ∈ S(X ⊕ X ), and by (1) we get

Tr(Pε/2BPε/2) = (πε)−d

ˆ
e−

1
ε (x−x1 )2 − 1

ε (x−x2 )2
B(x1 , x2)dx1dx2dx.

Next we use (4.14) and the fact that e−
ε
4 D 2

e−
ε
4 D 2

= e−
ε
2 D 2

to perform the inte-
gral in x, which yields

Tr(Pε/2BPε/2) = (2πε)−
d
2

ˆ
e−

1
2 ε (x1 −x2 )2

B(x1 , x2)dx1dx2 . �

4.2 Weyl operators

As in the previous section, X is a finite-dimensional real vector space with the
Lebesgue measure dx.

The Heisenberg commutation relations (4.9) involve two unbounded operators:
position and momentum. This makes them problematic as rigorous statements.
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4.2 Weyl operators 101

In the early period of quantum mechanics Weyl noticed that for many purposes it
is preferable to replace the Heisenberg commutation relations by relations involv-
ing the unitary groups generated by the position and momentum, since then
called the Weyl commutation relations. These relations involve only bounded
operators, hence their meaning is clear. On the formal level they are equivalent
to the Heisenberg relations.

Linear combinations of the position and the momentum are self-adjoint. Their
exponentials are often called Weyl operators. They are very useful in quantum
mechanics.

One of the central results of mathematical foundations of quantum mechanics
is the Stone–von Neumann theorem, which says that the properties of the position
and momentum, up to a unitary equivalence, are essentially determined by the
Weyl relations.

4.2.1 Definition of Weyl operators

Let us consider the one-parameter unitary groups on L2(X)

X # � η �→ eiη ·x ∈ U
(
L2(X )

)
,

X � q �→ eiq ·D ∈ U
(
L2(X )

)
generated by the position and the momentum operators.

Theorem 4.28 Let η ∈ X # , q ∈ X . We have the so-called Weyl commutation
relations,

eiη ·xeiq ·D = e−iη ·qeiq ·D eiη ·x . (4.19)

The operator η·x + q·D is essentially self-adjoint on S(X ). For Ψ ∈ L2(X ) we
have

ei(η ·x+q ·D )Ψ(x) = e
i
2 η ·q+iη ·xΨ(x + q). (4.20)

Moreover, the following identities are true:

ei(η ·x+q ·D ) = e
i
2 η ·qeiη ·xeiq ·D = e−

i
2 η ·qeiq ·D eiη ·x

= e
i
2 η ·xeiq ·D e

i
2 η ·x = e

i
2 q ·D eiη ·xe

i
2 q ·D .

(4.21)

Proof Clearly, we have

eiq ·D Ψ(x) = Ψ(x + q).

This easily implies (4.19).
Define

U(t) := e
i
2 t2 η ·qeitη ·xeitq ·D ,

or

U(t)Ψ(x) := e
i
2 t2 η ·q+itη ·xΨ(x + tq).
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102 Analysis in L2(Rd)

We compute

∂tU(t)Ψ = i(ηx + qD)U(t)Ψ, Ψ ∈ S(X ).

Clearly, if Ψ ∈ S(X ), then U(t)Ψ ∈ S(X ) for all t. Therefore, by Nelson’s invari-
ant domain theorem, Thm. 2.74 (2),

U(t) = eit(η ·x+q ·D )

and S(X ) is a core of η·x + q·D. This implies (4.20).
The identities (4.21) follow from (4.20). �

Theorem 4.29 If B ∈ B
(
L2(X )

)
commutes with all operators in{

eiη ·x , eiq ·D : η ∈ X # , q ∈ X}, (4.22)

then B is proportional to identity. In other words, the set (4.22) is irreducible in
B
(
L2(X )

)
.

Proof L∞(X ), identified with multiplication operators in L2(X ), is a maximal
Abelian algebra in B

(
L2(X )

)
. By the Fourier transformation, linear combina-

tions of operators of the form eiη ·x are #-weakly dense in L∞(X ). Hence if B

commutes with all operators eiη ·x , it has to be of the form f(x) with f ∈ L∞(X ).
We have eiq ·D f(x)e−iq ·D = f(x + q). Hence if f(x) commutes with eiq ·D , then

f(x + q) = f(x). If this is the case for all q ∈ X , f has to be constant. �

Theorem 4.30 Let Ψ ∈ L2(X ). Then Ψ ∈ S(X ) iff

X # ⊕X � (η, q) �→ (Ψ|eiη ·xeiq ·D Ψ) (4.23)

belongs to S(X # ⊕X ).

Proof (4.23) is a partial Fourier transform of the function X ⊕ X � (x, q) �→
Ψ(x)Ψ(x + q). Thus (4.23) belongs to S(X # ⊕X ) iff Ψ(x)Ψ(x + q) belongs to
S(X ⊕ X ), which is equivalent to Ψ ∈ S(X ). �

4.2.2 Quantum Fourier transform

Operators can be represented as an integral of eiη ·xeiq ·D . This fact resembles the
Fourier transformation; therefore we call it the quantum Fourier transformation.

The following proposition will be used in our analysis of the x,D and Weyl
quantizations:

Proposition 4.31 (1) Let w ∈ L1(X # ⊕X ). Then the operator

(2π)−d

ˆ
w(η, q)eiη ·xeiq ·D dηdq (4.24)

belongs to B∞(L2(X )) and is bounded by (2π)−d‖w‖1 .
(2) Let B ∈ B1(L2(X )). Then the function

w(η, q) := TrBe−iq ·D e−iη ·x (4.25)

belongs to C∞(X # ⊕X ) and is bounded by Tr|B|.
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4.2 Weyl operators 103

(3) If B ∈ B1(L2(X )) and w is defined by (4.25), then

B = (2π)−d

ˆ
w(η, q)eiη ·xeiq ·D dηdq, (4.26)

as a quadratic form identity on S(X ).
(4) If, moreover, w ∈ L1(X # ⊕X ), then (4.26) is an operator identity on L2(X ).

Remark 4.32 Note that (4.26) follows from the following formal identity:

Tr eiη ·xeiq ·D = (2π)dδ(η)δ(q).

Proof (1) Let wn ∈ S(X # ⊕X ) be a sequence such that wn → w in L1(X # ⊕X )
and

Bn = (2π)−d

ˆ
wn (η, q)eiη ·xeiq ·D dηdq.

Then the integral kernel of Bn belongs to S(X ), hence Bn is Hilbert–Schmidt.
Besides, Bn → B in B

(
L2(X )

)
; therefore B is compact as the norm limit of

compact operators.
(2) The map X # ⊕X � (η, q) �→ e−iq ·D e−iη ·x ∈ B

(
L2(X )

)
is continuous for the

weak topology and e−iq ·D e−iη ·x tends weakly to 0 when (η, q) →∞. This easily
implies that w ∈ C∞(X # ⊕X ).

(3) Let us fix Ψ ∈ S(X ). It is enough to show that

(Ψ|BΨ) = (2π)−d

ˆ
w(η, q)(Ψ|eiη ·xeiq ·D Ψ)dηdq. (4.27)

For B of finite rank, (4.27) follows by a direct computation. Let us extend it
to B of trace class.

From (2) we know that the map

B1(L2(X )) � B �→ w ∈ C∞(X # ⊕X )

is continuous. Clearly, (η, q) �→ (Ψ|eiη ·xeiq ·D Ψ) belongs to S(X # ⊕X ). The
maps

B1(L2(X )) � B �→ (Ψ|BΨ),

C∞(X # ⊕X ) � w �→ (2π)−d

ˆ
w(η, q)(Ψ|eiη ·xeiq ·D Ψ)dηdq

are continuous. Hence we can extend (4.27) to an arbitrary B ∈ B1(L2(X )) by
density.

(4) Clearly, if w ∈ L1(X # ⊕X ), the r.h.s. of (4.26) is a norm convergent
integral. �

Proposition 4.33 Let us equip X with a Euclidean structure. Let P0 :=
|Φ0)(Φ0 |, where Φ0 ∈ L2(X ) is given by

Φ0(x) := π− d
4 e−

1
2 x2

.
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104 Analysis in L2(Rd)

Then

(1) P0 = P ∗
0 = P 2

0 ,
(2) π

d
2 P0ex2

f(x)P0 = P0
´

f(x)dx, for f ∈ L1(X ),
(3) P0 = (2π)−d

´
e−

1
4 η 2 − 1

4 q 2 +i 1
2 q ·η eiη ·xeiq ·D dηdq,

(4) Spancl{eiη ·xeiq ·D Φ0 , η ∈ X # , q ∈ X} = L2(X ).

Proof (1) is immediate, since ‖Φ0‖ = 1. To prove (3), we note that
e−iη ·xP0e−iq ·D has the kernel π− d

2 e−
1
2 x2

e−iηxe−
1
2 (y+q)2

, which belongs to
S(X ⊕ X ). Hence, by Thm. 4.27,

Tr(P0e−iη ·xe−iq ·D ) = π− d
2

ˆ
e−

1
2 x2

e−iη ·xe−
1
2 (x+q)2

dx = e−
1
4 η 2 − 1

4 q 2 + i
2 η ·q .

Then we apply Prop. 4.31. (2) and (4) are left to the reader. �

4.2.3 Stone–von Neumann theorem

Theorem 4.34 (Stone–von Neumann theorem) Suppose that X is a finite-
dimensional vector space and we are given a pair of strongly continuous unitary
representations of the Abelian groups X # and X on a Hilbert space H,

X # � η �→ V (η) ∈ U(H),

X � q �→ T (q) ∈ U(H),

satisfying the Weyl commutation relations

V (η)T (q) = e−iη ·qT (q)V (η).

Then there exists a Hilbert space K and a unitary operator

U : L2(X )⊗K → H
such that

V (η)U = Ueiη ·x ⊗ 1lK,

T (q)U = Ueiq ·D ⊗ 1lK.

Proof Step 1. Clearly, the groups V (η) and T (q) can be written as

V (η) = eiη ·x̃ , T (q) = eiq ·D̃ ,

for some vectors of self-adjoint operators on H, x̃ and D̃. We can define

P0 := (2π)−d

ˆ
e−

1
4 η 2 − 1

4 q 2 + i
2 η ·qeiη x̃eiqD̃ dηdq

= (2π)−d

ˆ
e−

1
4 η 2 − 1

4 q 2 − i
2 η ·qeiq ·D̃ eiη ·x̃dηdq, (4.28)
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4.2 Weyl operators 105

and K := RanP0 . The definition of P0 is suggested by Prop. 4.33. The identities
of Prop. 4.33 are true for P0 defined in (4.28), since they only rely on the Weyl
commutation relations. Hence we get

P0 = P ∗
0 = P 2

0 ,

π
d
2 P0ex̃2

f(x̃)P0 = P0

ˆ
f(x)dx, f ∈ L1(X ). (4.29)

Step 2. Let

UΦ⊗Ψ := π
d
4 e

1
2 x̃2

Φ(x̃)Ψ, for Φ ∈ S(X ), Ψ ∈ K.

(Note that, by (4.29), f ∈ L2(X ) implies e
1
2 x̃2

f(x̃)P0 ∈ B(H).) We have

(UΦ1 ⊗Ψ1 |UΦ2 ⊗Ψ2) = π
d
2 (Ψ1 |ex̃2

Φ1(x̃)Φ2(x̃)Ψ2)

= π
d
2 (Ψ1 |P0ex̃2

Φ1(x̃)Φ2(x̃)P0Ψ2)

= (Ψ1 |Ψ2)
ˆ

Φ1(x)Φ2(x)dx,

by (4.29). Hence U uniquely extends to an isometry from L2(X )⊗K into H.
Step 3. We prove that U intertwines the Weyl commutation relations. To this
end, using (4.29), we first obtain

eiqD̃ P0 = e−q x̃− 1
2 q 2

P0 . (4.30)

Thus, for Ψ ∈ K,

eiq ·D̃ Ψ = e−q ·x̃− 1
2 q 2

Ψ.

Hence

eiq ·D̃ UΦ⊗Ψ = π
d
4 eiq ·D̃ e

1
2 x̃2

Φ(x̃)Ψ

= π
d
4 e

1
2 (x̃+q)2

Φ(x̃ + q)eiq ·D̃ Ψ

= π
d
4 e

1
2 x̃2

Φ(x̃ + q)Ψ = U eiq ·D Ψ⊗Φ.

It is easier to check that U intertwines the position operators:

eiη ·x̃UΦ⊗Ψ = π
d
4 eiη ·x̃e

1
2 x̃2

Ψ(x̃)Φ = Ueiη ·x̃Φ⊗Ψ.

Step 4. Finally, let us show that U is surjective. Clearly, if Ψ ∈ K, then UΦ0 ⊗
Ψ = Ψ, where we recall that Φ0 = π− d

4 e−
1
2 x2

. Hence K ⊂ RanU . Thus, using
Prop. 4.33 (3) and the intertwining property of U , it is enough to show that the
span of {

eiη ·x̃eiq ·D̃ Ψ : η ∈ X # , q ∈ X , Ψ ∈ K} (4.31)

is dense in H.
Let Ξ ∈ H and f(η, q) := (Ξ|eiη ·x̃eiq ·D̃ Ξ). Assume that Ξ is orthogonal to

(4.31). Then

0 = (Ξ|eiη ·x̃eiq ·D̃ P0e−iη ·x̃e−iq ·D̃ Ξ)
= (2π)−d

´
dq1dη1f(η1 , q1)e−

1
4 η 2 − 1

4 q 2 − i
2 η1 ·q1 +i(q ·η1 −η ·q1 )−iq ·η .
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106 Analysis in L2(Rd)

By the properties of the Fourier transformation, f(η, q) = 0 a.e. (almost every-
where). But (η, q) �→ f(η, q) is a continuous function and f(0, 0) = ‖Ξ‖2 . So
Ξ = 0. �

4.3 x,D-quantization

As in both previous sections, X is a finite-dimensional real vector space with the
Lebesgue measure dx.

Looking at operators on L2(X ) as a quantization of classical symbols, that is,
of functions on the classical phase space X ⊗ X # , has a long tradition in quantum
physics. In mathematics the usefulness of this point of view seems to have been
discovered much later. Apparently, among pure mathematicians this started with
a paper of Kohn–Nirenberg (1965). The calculus of pseudo-differential operators
introduced in that paper proved to be very successful in the study of partial
differential equations and originated a branch of mathematics called microlocal
analysis.

In this section we discuss the two most naive kinds of quantizations, com-
monly used in the context of partial differential equations – the x,D, and D,x-
quantizations. Other kinds of quantization, in particular the Weyl quantization,
will be discussed later in Chap. 8.

We will start with a discussion of quantization of polynomial symbols, where
certain properties have elementary algebraic proofs. (Actually, these proofs
generalize to the case where the symbols depend polynomially only on, say,
momenta.) The definition of the x,D- and D,x-quantizations has a natural gen-
eralization to a much larger class of symbols, that of tempered distributions,
which we will consider in the following subsection.

4.3.1 Quantization of polynomial symbols

Recall that CCRpol(X # ⊕X ) denotes the algebra of operators on S(X ) generated
by x and D.

Clearly, if f ∈ CPols(X ), then f(x) is well defined as an operator on S(X ).
Such operators form a commutative sub-algebra in CCRpol(X # ⊕X ).

Likewise, if g ∈ CPols(X # ), then g(D) is well defined as an operator on S(X ).
Such operators form another commutative algebra in CCRpol(X # ⊕X ).
Definition 4.35 We define the x,D-quantization, resp. the D,x-quantization
as the maps

CPols(X ⊕ X # ) � b �→ Opx,D (b) ∈ CCRpol(X # ⊕X ),

CPols(X ⊕ X # ) � b �→ OpD,x(b) ∈ CCRpol(X # ⊕X ),

as follows: if b(x, ξ) = f(x)g(ξ), f ∈ CPols(X ), g ∈ CPols(X # ), we set

Opx,D (b) := f(x)g(D), (4.32)

OpD,x(b) := g(D)f(x). (4.33)
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4.3 x,D-quantization 107

We extend the definition to CPols(X ⊕ X # ) by linearity.

We will treat the ordering x,D as the standard one. Instead of Opx,D (b) one
often uses the notation b(x,D).

Remark 4.36 The x,D-quantization is sometimes called the Kohn–Nirenberg
quantization.

Definition 4.37 The maps inverse to (4.32) and (4.33) are denoted

CCRpol(X # ⊕X ) � B �→ sx,D
B ∈ CPols(X ⊕ X # ), (4.34)

CCRpol(X # ⊕X ) � B �→ sD,x
B ∈ CPols(X ⊕ X # ), (4.35)

and the polynomials sx,D
B and sD,x

B are called the x,D- and D,x-symbols of the
operator B.

Theorem 4.38 (1) If b ∈ CPols(X ⊕ X # ), then

Opx,D (b)∗ = OpD,x(b). (4.36)

(2) If b−, b+ ∈ CPols(X ⊕ X # ), and OpD,x(b−) = Opx,D (b+), then

b+(x, ξ) = eiDx ·Dξ b−(x, ξ)

= (2π)−d

ˆ
e−i(x−x1 )·(ξ−ξ1 )b−(x1 , ξ1)dx1dξ1 . (4.37)

(3) If b1 , b2 ∈ CPols(X ⊕ X # ) then Opx,D (b1)Opx,D (b2) = Opx,D (b), for

b(x, ξ) = eiDξ 1 ·Dx 2 b1(x1 , ξ1)b2(x2 , ξ2)
∣∣∣
x1 = x2 = x,

ξ1 = ξ2 = ξ

= (2π)−d

ˆ
e−i(x−x1 )·(ξ−ξ1 )b1(x, ξ1)b2(x1 , ξ)dx1dξ1 . (4.38)

The operator eiDx ·Dξ in (4.37) and the similar operator in (4.38) are under-
stood as the sums of differential operators. In the case of this theorem, the
sum is finite, because we deal with polynomial symbols.

The integral formulas in (4.37) and (4.38) should be understood in the
sense of oscillatory integrals.
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108 Analysis in L2(Rd)

Proof To prove (4.37) it is sufficient to consider monomials. By a simple com-
binatorial argument,

(η1 ·x) · · · (ηn ·x)(q1 ·D) · · · (qm ·D)

=
min(n,m )∑

k=0

∑
i1 < ···<ik

∑
distinct j1 ,...,jk

(ηi1 ·qj1 ) · · · (ηik
·qjk

)

×
∏

i∈{1,...,m}\{j1 ,...,jk }
(qi ·D)

∏
i∈{1,...,n}\{i1 ,...,ik }

(ηi ·x)

= OpD,x
(min(n,m )∑

k=0

1
k!

(−i∇x ·∇ξ )k (q1 ·ξ) · · · (qm ·ξ)(η1 ·x) · · · (ηn ·x)
)
.

(4.38) follows easily from (4.37). In fact, it is enough to assume that bi(x, ξ) =
fi(x)gi(ξ). Set a(x, ξ) = f2(x)g1(ξ). Then

Opx,D (b1)Opx,D (b2) = f1(x)OpD,x(a)g2(D)

= f1(x)Opx,D (b̃)g2(D) = b(x,D),

where

b̃(x, ξ) = e−i∇x ·∇ξ a(x, ξ), b(x, ξ) = f1(x)b̃(x, ξ)g2(ξ).

�

Formulas (4.37) and (4.38) follow also (in a much larger generality) from inte-
gral formulas considered in the next subsection.

The following formula is a version of Wick’s theorem. It follows from (4.38).
We will see similar theorems later on for other quantizations.

Theorem 4.39 Let b1 , . . . , bn , b ∈ CPols(X ⊕ X # ) and

b(x,D) = b1(x,D) · · · bn (x,D).

Then

b(x, ξ) = exp
(
i
∑
i<j

Dξi
·Dxj

)
b1(x1 , ξ1) · · · bn (xn , ξn )

∣∣
x = x1 = · · · = xn ,

ξ = ξ1 = · · · = ξn .

4.3.2 Quantization of distributional symbols

Recall that CCRS′
(X # ⊕X ) denotes the family of operators (or, actually,

quadratic forms on S(X )) whose distributional kernels belong to S ′(X × X ).
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4.3 x,D-quantization 109

Definition 4.40 If b ∈ S ′(X ⊕ X # ), then we define Opx,D (b) and OpD,x(b) as
the elements of CCRS′

(X # ⊕X ) whose distributional kernels are

Opx,D (b)(x1 , x2) = (2π)−d

ˆ
X#

b(x1 , ξ)ei(x1 −x2 )·ξdξ,

OpD,x(b)(x1 , x2) = (2π)−d

ˆ
X#

b(x2 , ξ)ei(x1 −x2 )·ξdξ. (4.39)

Theorem 4.41 (1) For b ∈ CPols(X ⊕ X # ) ⊂ S ′(X ⊕ X # ), the above defin-
ition coincides with (4.32) and (4.33).

(2) The maps

S ′(X ⊕ X # ) � b �→ Opx,D (b) ∈ CCRS′
(X # ⊕X ),

S ′(X ⊕ X # ) � b �→ OpD,x(b) ∈ CCRS′
(X # ⊕X )

are bijective. Denote their inverses (symbols) as in (4.34) and (4.35). Then
for B ∈ Op(S ′(X ⊕ X # )) we have

sx,D
B (x, ξ) =

ˆ
X

B(x, x− y)e−iξ ·ydy,

sD,x
B (x, ξ) =

ˆ
X

B(x + y, x)e−iξ ·ydy. (4.40)

(3) The formulas (4.36) and (4.37) are true.
(4) The formula (4.38) is true, for instance, if either b1 ∈ S ′(X ⊕ X # ) and b2 ∈

CPols(X ⊕ X # ), or the other way around.
(5) (4.38) is also true if the Fourier transforms of b1 and b2 belong to

L1(X # ⊕X ).
(6) We have b(x,D) ∈ B2(L2(X )) iff b ∈ L2(X ⊕ X # ). Moreover,

Tr b(x,D)∗a(x,D) = (2π)−d

ˆ
X⊕X#

b(x, ξ)a(x, ξ)dxdξ, a, b ∈ L2(X ⊕ X # ).

Proof (2) follows from (4.39) by the inversion of the Fourier transform. (4.37)
follows by combining the first formula of (4.39) with the second formula of
(4.40). �

Example 4.42 Fix a Euclidean structure in X . Let P0 be the orthogonal projec-
tion onto the normalized vector Φ0 = π− d

4 e−
1
2 x2

(as in Prop. 4.33). The integral
kernel of P0 is

P0(x, y) = π− d
2 e−

1
2 x2 − 1

2 y 2
.

Its x,D- and D,x-symbols are

sx,D
P0

(x, ξ) = 2
d
2 e−

1
2 x2 − 1

2 ξ 2 −ix·ξ ,

sD,x
P0

(x, ξ) = 2
d
2 e−

1
2 x2 − 1

2 ξ 2 +ix·ξ .
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110 Analysis in L2(Rd)

4.4 Notes

An exposition of the theory of distributions can be found e.g. in Schwartz (1966)
and Gelfand–Vilenkin (1964).

The Stone–von Neumann theorem was announced by Stone in 1930, but the
first published proof was given by von Neumann (1931). Proofs can be found in
Emch (1972) and Bratteli–Robinson (1996).

The x,D− and D,x− quantization goes back to a paper by Kohn–Nirenberg
(1965).
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5

Measures

The first section of this chapter is devoted to a review of basic definitions of meas-
ure theory. Among other topics, we recall basic properties of positivity preserving
operators, which provide tools useful in constructive quantum field theory.

The rest of this chapter is devoted to measures on infinite-dimensional Hilbert
spaces. It is well known that there are no Borel translation invariant measures
on infinite-dimensional vector spaces. However, one can define useful measures
on such spaces which are not translation invariant. In particular, the notion
of a Gaussian measure has a natural generalization to the infinite-dimensional
case.

Measures on an infinite-dimensional Hilbert space X is quite a subtle topic. A
naive approach to this subject leads to the notion of a weak distribution, which
is a family of measures on finite-dimensional subspaces satisfying a natural com-
patibility condition. It is natural to ask whether a weak distribution is generated
by a measure on X . In general, the answer is negative. In order to obtain such a
measure, one has to consider a larger measure space containing X . Many choices
of such a larger space are possible. A class of such choices that we describe
in detail are Hilbert spaces BX for a self-adjoint operator B satisfying certain
conditions.

Measures on Hilbert spaces play an important role in probability theory and
quantum field theory. One of them is the Wiener measure, used to describe
Brownian motion. There are also natural representations of the Fock space as
the L2 space with respect to a Gaussian measure: the so-called real-wave and
complex-wave CCR representations, which we will consider in Chap. 9.

Note that for most practical purposes many subtleties of measures in infinite
dimensions can be ignored. In applications, an important role is played by such
concepts as Lp spaces, the integral, the positivity a.e., etc. It is important that
there exists an underlying measure space, so that we can use tools of measure
theory. However, which measure space we actually take is irrelevant. Therefore,
the choice of the operator B mentioned above is usually not important for appli-
cations.

5.1 General measure theory

In this section we recall basic concepts and facts of measure and integration
theory.

https://www.cambridge.org/core/terms. https://www.cambridge.org/core/product/3F2652F5759A09E8165EE08E3F91CC35
Downloaded from https://www.cambridge.org/core. IP address: 18.191.223.123, on 21 Jul 2024 at 04:58:56, subject to the Cambridge Core terms of use, available at

https://www.cambridge.org/core/terms
https://www.cambridge.org/core/product/3F2652F5759A09E8165EE08E3F91CC35
https://www.cambridge.org/core


112 Measures

5.1.1 σ-algebras

Let Q be a set. Let 2Q denote the family of its subsets. Let us introduce some
useful kinds of subfamilies of 2Q .

Definition 5.1 Let R ⊂ 2Q .

(1) We say that R is a ring if A,B ∈ R ⇒ A\B, A ∪B ∈ R.

(2) R is a σ-ring if it is a ring and A1 , A2 , ... ∈ R ⇒
∞⋃

n=1
An ∈ R.

Definition 5.2 Let S ⊂ 2Q .

(1) S is an algebra if it is a ring and Q ∈ S.
(2) S is a σ-algebra if it is a σ-ring and an algebra.

Definition 5.3 If T ⊂ 2Q , then there exists the smallest ring, σ-ring, algebra
and σ-algebra containing T. It is called the ring, σ-ring, algebra, resp. σ-algebra
generated by T.

Definition 5.4 If (Qi,Si), i = 1, 2, are spaces equipped with σ-algebras, we say
that F : Q1 → Q2 is measurable if for any A ∈ S2 , F−1(A) ∈ S1 .

5.1.2 Measures

Let (Q,S) be a space equipped with a σ-algebra.

Definition 5.5 A finite complex measure is a function

S � A �→ μ(A) ∈ C

such that μ(∅) = 0 and for any A1 , A2 , ... ∈ S, Ai ∩Aj = ∅, i �= j,
∞⋃

j=1

Aj = A ⇒ μ(A) =
∞∑

j=1

μ(Aj ), (5.1)

where the above sum is absolutely convergent. A finite real, resp. finite positive
measure on (Q,S) has the same definition, except that we replace C with R,
resp. [0,∞[. In the case of a positive measure we usually drop the word positive.
(In this case the requirement of the absolute convergence of the series in (5.1) is
automatically satisfied, and hence can be dropped from the definition).

We say that a positive finite measure μ is a probability measure if μ(Q) = 1.

In the positive case Def. 5.5 has a well-known generalization that allows the
measure to take infinite values.

Definition 5.6 A (positive) measure, is a function

S � A �→ μ(A) ∈ [0,∞]
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5.1 General measure theory 113

such that μ(∅) = 0 and for any A1 , A2 , ... ∈ S, Ai ∩Aj = ∅, i �= j,

∞⋃
j=1

Aj = A ⇒ μ(A) =
∞∑

j=1

μ(Aj ). (5.2)

Such a triple (Q,S, μ) is often called a measure space. If in addition μ is a
probability measure, (Q,S, μ) is called a probability space.

A measure space (Q,S, μ) is complete if B ⊂ A with A ∈ S and μ(A) = 0
implies B ∈ S. If (Q,S, μ) is a measure space, one sets

Scpl :=
{
B ∈ 2Q : ∃A1 , A2 ∈ S with A1 ⊂ B ⊂ A2 , μ(A2\A1) = 0

}
,

μcpl(B) := μ(A1).

Then (Q,Scpl, μcpl) is a complete measure space called the completion of
(Q,S, μ). It admits more measurable sets and functions and therefore is more
convenient for the theory of integration.

5.1.3 Pre-measures

Generalizing Def. 5.6 to the real or complex case poses problems because the
series in (5.1) could be divergent. In this case, one of the possible solutions is to
use the concept of a pre-measure, which is defined only on a ring, takes finite
values and is conditionally σ-additive.

Let (Q,R) be a space equipped with a ring.

Definition 5.7 A complex pre-measure on (Q,R) is a function

R � A �→ ν(A) ∈ C

such that ν(∅) = 0 and for any A1 , A2 , ... ∈ S, Ai ∩Aj = ∅, i �= j,

∞⋃
j=1

Aj = A ∈ R ⇒ μ(A) =
∞∑

j=1

μ(Aj ). (5.3)

where the above sum is absolutely convergent. A real, resp. positive pre-measure
on (Q,R) has the same definition, except that we replace C with R, resp. [0,∞[.

The following well-known theorem allows us to extend in a canonical way a
positive pre-measure to a positive measure.

Theorem 5.8 Suppose that (Q,R) is a space with a ring and ν : R → [0,∞[ is
a positive pre-measure. Let S be a σ-algebra containing R. Then

μ(A) := sup
{
ν(B) : B ∈ R, B ⊂ A

}
, A ∈ S, (5.4)

is a measure on S extending ν. If S coincides with the σ-algebra generated by
R, then μ is the unique measure on S extending ν.
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114 Measures

5.1.4 Borel measures and pre-measures

Let Q be a topological space. The following two families of subsets of Q play a
distinguished role in measure theory:

Definition 5.9 (1) The σ-algebra generated by the family of open sets of Q will
be called the Borel σ-algebra of Q and denoted B(Q).

(2) The ring that consists of pre-compact Borel sets in Q will be denoted K(Q).
(We say that a set is pre-compact if its closure is compact).

Definition 5.10 A complex, real, resp. positive Borel pre-measure on Q is a
complex, real resp. positive pre-measure on (Q,K(Q)). Meas(Q) will denote the
space of complex Borel pre-measures.

Definition 5.11 μ is a positive Borel measure on Q if it is a measure on
(Q,B(Q)) that is finite on K(Q) and

μ(A) = sup
{
μ(B) : B ∈ K(Q), B ⊂ A

}
, A ∈ B(Q). (5.5)

Meas+(Q) will denote the space of positive Borel measures on Q.

Note that every positive Borel pre-measure possesses a unique extension to a
Borel measure. Conversely, every positive Borel measure restricted to K(Q) is a
positive Borel pre-measure.

Definition 5.12 Let μ be a complex Borel pre-measure on Q. The total variation
of μ is the positive Borel measure |μ| defined for A ∈ B(Q) by

|μ|(A) := sup
∞∑

i=1

|μ(Ai)|,

where the supremum is taken over all families A1 , A2 , · · · ∈ K(Q) such that Ai ∩
Aj = ∅, i �= j and Ai ⊂ A. Meas1(Q) will denote the space of finite complex Borel
pre-measures on Q equipped with the norm |μ|(Q), which makes it into a Banach
space.

5.1.5 Integral

Let (Q,S) be a space with a σ-algebra.

Definition 5.13 Let M+(Q,S), resp. M(Q,S) denote the set of S-measurable
functions with values in [0,∞[, resp. C.

Let (Q,S, μ) be a measure space.
We will often abbreviate (Q,S) to Q and (Q,S, μ) to (Q,μ).

Definition 5.14 Let N (Q,μ), denote the subset ofM(Q) consisting of functions
vanishing outside of a set of measure zero. We set M+(Q,μ) := M+(Q)/N (Q,μ)
and M(Q,μ) := M(Q)/N (Q,μ).
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5.1 General measure theory 115

Definition 5.15 For f ∈M+(Q), in a standard way we define its integral,
which is an element of [0,∞] and is denoted

ˆ
fdμ. (5.6)

Clearly, (5.6) does not change if we add to f a function vanishing outside a set
of measure zero, hence it makes sense to write

´
fdμ also for f ∈M+(Q,μ).

5.1.6 Lp spaces

Definition 5.16 For f ∈M+(Q) we define

ess sup f := inf
{

sup f
∣∣
Q\N

: N ∈ S, μ(N) = 0
}

. (5.7)

Clearly, (5.7) does not change if we add to f a function vanishing outside a set
of measure zero, hence it makes sense to write ess sup f also for f ∈M+(Q,μ).

Definition 5.17 For 1 ≤ p ≤ ∞ and f ∈ M(Q,μ), we set

‖f‖p :=
(ˆ

Q

|f |pdμ
)1/p

,

‖f‖∞ := ess sup|f |.

We also introduce in the standard way the Banach spaces Lp(Q,μ) ⊂M(Q,μ).
For f ∈ L1(Q,μ), we define its integral, denoted by

´
fdμ.

If q is used as the generic variable in Q, then instead of (5.6) one can write´
f(q)dμ(q). Often, especially if Q is a finite-dimensional vector space and μ is

a Lebesgue measure on Q, we will write
´

f(q)dq for (5.6).
If the measure μ is obvious from the context, we will often drop μ from our

notation and we will write Lp(Q), M(Q) etc. for Lp(Q,μ), M(Q,μ),
Let 1 ≤ p, q ≤ ∞, p−1 + q−1 = 1. If f, g ∈ M(Q), the Hölder’s inequality says

‖fg‖1 ≤ ‖f‖p‖g‖q ,

Definition 5.18 We will write Lp
+(Q) for Lp(Q) ∩M+(Q).

Definition 5.19 Let g ∈ M(Q). We say that g is strictly positive (w.r.t. μ),
and we write g > 0, if g ≥ 0 and μ

({
q : g(q) = 0

})
= 0.

Proposition 5.20 Let g ∈ Lp(Q), 1 ≤ p, q ≤ ∞, p−1 + q−1 = 1.

(1) g ≥ 0 iff
ˆ

Q

fgdμ ≥ 0, f ∈ Lq
+(Q). (5.8)
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(2) g > 0 iff
ˆ

Q

fgdμ > 0, f ∈ Lq
+(Q), f �= 0.

If the measure is finite, then q ≥ p implies Lq (Q) ⊂ Lp(Q).

5.1.7 Operators on Lp spaces

In this subsection we recall properties of linear operators on Lp spaces.
Let μi be a measure on (Qi,Si), i = 1, 2.

Definition 5.21 T ∈ B
(
L2(Q1), L2(Q2)

)
is called

(1) positivity preserving if f ≥ 0 ⇒ Tf ≥ 0,
(2) positivity improving if f ≥ 0, f �= 0 ⇒ Tf > 0.

Note that T is positivity preserving (resp. improving) iff T ∗ is.
Let us assume in addition that μi , i = 1, 2, are probability measures.

Definition 5.22 T ∈ B
(
L2(Q1), L2(Q2)

)
is called hyper-contractive if T is a

contraction and there exists p > 2 such that T is bounded from L2(Q1) into
Lp(Q2).

Let μ be a probability measure on (Q,S). Clearly, the constant function 1
belongs to L2(Q).

Definition 5.23 T ∈ B
(
L2(Q)

)
is doubly Markovian if T is positivity preserving

and T1 = T ∗1 = 1.

We recall some classic results.

Proposition 5.24 A doubly Markovian map T extends to a contraction on
Lp(Q) for all 1 ≤ p ≤ ∞.

Theorem 5.25 (Perron-Frobenius) Let H be a bounded below self-adjoint
operator on L2(Q), such that e−tH is positivity preserving for t ≥ 0 and E =
inf spec(H) is an eigenvalue. Then the following are equivalent:

(1) inf spec(H) is a simple eigenvalue with a strictly positive eigenvector.
(2) e−tH is positivity improving for all t > 0.

5.1.8 Conditional expectations

Let μ be a measure on (Q,S). Let S0 be a sub-σ-algebra of S. Let μ0 denote
the restriction of the measure μ to S0 .

For 1 ≤ p ≤ ∞, elements of Lp(Q,μ) that are S0-measurable form a closed
subspace of Lp(Q,μ) that can be identified with Lp(Q,μ0).
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5.1 General measure theory 117

Definition 5.26 We denote by ES0 the orthogonal projection from L2(Q,μ)
onto the subspace L2(Q,μ0). ES0 is called the conditional expectation w.r.t. S0 .

The following properties are well known.

Proposition 5.27 Let μ be a probability measure.

(1) ES0 extends to a contraction on Lp(Q,μ) for all 1 ≤ p ≤ ∞.
(2) ES0 extends to an operator from M+(Q,S) to M+(Q,S0).
(3) If g ∈ L∞(Q,μ) is S0-measurable, then ES0 (gf) = gES0 (f) whenever both

sides are defined.
(4) If ϕ : R → R is convex and positive, then

ϕ(ES0 f) ≤ ES0 (ϕ(f)) a.e.

(5) If S0 ⊂ S1 are two sub-σ-algebras of S, then ES0 ≤ ES1 .
(6) Let {Sn}n∈N be an increasing sequence of sub-σ-algebras of S such that S

is generated by
⋃

n∈N

Sn . Then

s − lim
n→∞ESn

= 1l, in Lp(Q,μ), 1 ≤ p <∞.

(7) Let F ∈ L1(Q,μ) with F > 0 a.e. and set dμF =
(´

Q
Fdμ
)−1

Fdμ. Denote
by EF

S0
the conditional expectation for the measure μF . Then

EF
S0

(f) =
ES0 (Ff)
ES0 (F )

.

5.1.9 Convergence in measure

Let (Q,μ) be a probability space. In this subsection we review various notions
of convergence for nets of functions on a probability space.

Definition 5.28 The topology of convergence in measure on M(Q) is defined by
the following family V (ε, δ) of neighborhoods of 0:

V (ε, δ) :=
{

f ∈ M(Q) : μ({q : |f(q)| > ε}) < δ
}
.

It is a metric topology for the distance

d(f, g) =
∞∑

n=0

2−nμ
({

q : |f(q)− g(q)| ≥ 2−n
})

.

The following proposition is immediate:

Proposition 5.29 If fn → f a.e. then fn → f in measure.

We also recall the useful notion of the equi-integrability.
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Definition 5.30 A family {fi}i∈I in M(Q) is equi-integrable if

lim
n→+∞ sup

i∈I

ˆ
Q

|fi |1l[n,∞[(fi)dμ = 0.

The following two results are well-known:

Proposition 5.31 Let {fi}i∈I belong to M(Q). Then the following hold:

(1) If f := sup
i∈I
|fi | is in L1(Q), then {fi}i∈I is equi-integrable.

(2) If sup
i∈I
‖fi‖p <∞ for some p > 1, then {fi}i∈I is equi-integrable.

Theorem 5.32 (Lebesgue–Vitali theorem) Let 1 ≤ p <∞, (fn )n∈N belong to
Lp(Q) and f ∈M(Q). Then the following are equivalent:

(1) f ∈ Lp(Q) and fn → f in Lp(Q).
(2)
(|fn |p

)
n∈N

is equi-integrable and fn → f in measure.

5.1.10 Measure preserving transformations

Let μ be a probability measure on (Q,S). Clearly, L∞(Q) is a commutative
W ∗-algebra equipped with a faithful normal state, which we also denote by μ,
that is,

μ(f) :=
ˆ

fdμ, f ∈ L∞(Q).

(See Subsect. 6.2.7 for the terminology on W ∗-algebras.) Conversely, every com-
mutative W ∗-algebra equipped with a faithful normal state can be represented
as L∞(Q) for some probability space (Q,S, μ). However, in general there may
be many non-isomorphic choices of probability spaces that lead to the same
W ∗-algebra and state.

Clearly, if r is a measure preserving bijection on Q, then r# f := f ◦ r−1 defines
an isometry on Lp(Q) for all 1 ≤ p ≤ ∞. In the case of p =∞, it is in addition a
σ-continuous ∗-automorphism of the commutative W ∗-algebra L∞(Q) preserving
the state μ. However, if we are given a σ-continuous ∗-automorphism of L∞(Q),
we have no guarantee that there exists an underlying bijection of Q. Therefore,
in the following proposition we do not insist on the existence of an underlying
bijection for ∗-automorphisms of L∞(Q).

Proposition 5.33 (1) A ∗-automorphism of L∞(Q) that preserves the state μ

extends to an isometry of Lp(Q) for all 1 ≤ p ≤ +∞.
(2) Let R � t �→ U(t) be a group of ∗-automorphisms of L∞(Q) preserving the

state μ. Then the following statements are equivalent:

(i) For some 1 ≤ p < ∞ and all f ∈ Lp(Q), R � t �→ U(t)f ∈ Lp(Q) is
norm continuous.

https://www.cambridge.org/core/terms. https://www.cambridge.org/core/product/3F2652F5759A09E8165EE08E3F91CC35
Downloaded from https://www.cambridge.org/core. IP address: 18.191.223.123, on 21 Jul 2024 at 04:58:56, subject to the Cambridge Core terms of use, available at

https://www.cambridge.org/core/terms
https://www.cambridge.org/core/product/3F2652F5759A09E8165EE08E3F91CC35
https://www.cambridge.org/core


5.1 General measure theory 119

(ii) For all f ∈ L∞(Q), R � t �→ U(t)f is continuous in measure.
(iii) For all 1 ≤ p < ∞ and f ∈ Lp(Q), R � t �→ U(t)f ∈ Lp(Q) is norm

continuous.
(iv) For all f ∈ L∞(Q), R � t �→ U(t)f is σ-weakly continuous.

Proof Let T be a ∗-automorphism of M(Q) as in (1). Clearly, T preserves the
Lp norm of simple functions for all 1 ≤ p <∞. Therefore, T is an isometry of Lp

for 1 ≤ p < ∞. Then using that ‖f‖∞ = ‖m(f)‖B (L2 (Q)) if m(f) is the operator
of multiplication by f , we obtain also that T is an isometry of L∞(Q).

We now prove (2). Since
´ |f |pdμ ≥ εpμ({|f | ≥ ε}), we obtain that (i)⇒(ii).

Let us prove that (ii)⇒(iii). Using (1) it suffices by density to show that

lim
t→0

ˆ
|U(t)f − f |pdμ = 0, for f ∈ L∞. (5.9)

We write ˆ
|U(t)f − f |pdμ ≤ μ

({|U(t)f − f | ≥ ε
})

2p‖f‖p
∞ + εp .

Choosing first ε and then t small enough we obtain (5.9). To complete the proof
of the lemma it suffices to prove that (iii) ⇒ (iv) ⇒ (i). Since

´
Q

fU(t)gdμ =´
Q

U(−t)fgdμ for g ∈ L∞, f ∈ L1 , we see that (iii) ⇒ (iv). Using that ‖U(t)g −
g‖2

2 = 2‖g‖2 − 2Re
´

Q
U(t)ggdμ for g ∈ L∞, we obtain by a density argument

that (iv) ⇒ (i). �

5.1.11 Relative continuity

Let μ be a measure on (Q,S).

Proposition 5.34 Let F ∈M+(Q). Then

S � A �→ ν(A) :=
ˆ

1lAFdμ (5.10)

is a measure.

Definition 5.35 The measure (5.10) is called the measure with the density F

w.r.t. the measure μ and is denoted ν = Fμ. We will also write dν
dμ := F .

Proposition 5.36 (1) For F,G measurable functions we have

F = G μ-a.e.⇒ Fμ = Gμ.

(2) If Fμ is σ-finite, then the converse implication is also true.

Definition 5.37 Let ν be a measure on (Q,S). ν is called continuous w.r.t. μ

(or μ-continuous), if

μ(N) = 0 ⇒ ν(N) = 0, N ∈ F .

Theorem 5.38 (Radon–Nikodym theorem) Let μ be σ-finite. Let ν be a measure
on (Q,S). Then the following conditions are equivalent:
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(1) there exists a positive measurable function F such that ν = Fμ.
(2) ν is μ-continuous. The function F is called the Radon–Nikodym derivative

of ν w.r.t. μ and denoted by dν
dμ .

Note that, in the notation of Def. 5.35, the map

L2(Q, ν) � f �→
(

dν

dμ

) 1
2

f ∈ L2(Q,μ)

is unitary.

5.1.12 Moments of a measure

Let μ be a probability measure on (Q,S).

Proposition 5.39 Let f : Q → R be a measurable function. Let

C(t) =
ˆ

eitf dμ, t ∈ R.

(1) f ∈ ⋂
p∈N

Lp(Q) iff C(t) ∈ C∞(R), and then

ˆ
fpdμ = (−i)p dp

dtp
C(0).

(2) Assume that C(t) extends holomorphically to {|Im z| < R0}. Then for all
|Im z| < R0 , eizf ∈ L1(Q) and

C(z) =
ˆ

eizf dμ.

Proof Let us first prove (1). The ⇒ part is immediate by differentiating under
the integral sign. It remains to prove ⇐. It suffices to prove that f ∈ L2n (Q)
for all n ∈ N by induction on n. For Φ ∈ L2(Q), fΦ ∈ L2(Q) iff Φ ∈ Dom m(f),
where m(f) denotes the operator of multiplication by f on L2(Q). This is equiv-
alent to ‖(eitf − 1l)Φ‖2 ≤ Ct2 for |t| ≤ 1. If Φ = 1, we get

‖(eitf − 1l)Φ‖2 =
ˆ

Q

(2− eitf − e−itf )dμ

= 2C(0)− C(t)− C(−t) = O(t2),

since C(t) is C2 , and hence f ∈ L2(Q). Assume now that f ∈ L2n (Q). We then
have

d2n

dt2n
C(t) = i2n

ˆ
f 2neitf dμ.

https://www.cambridge.org/core/terms. https://www.cambridge.org/core/product/3F2652F5759A09E8165EE08E3F91CC35
Downloaded from https://www.cambridge.org/core. IP address: 18.191.223.123, on 21 Jul 2024 at 04:58:56, subject to the Cambridge Core terms of use, available at

https://www.cambridge.org/core/terms
https://www.cambridge.org/core/product/3F2652F5759A09E8165EE08E3F91CC35
https://www.cambridge.org/core


5.2 Finite measures on real Hilbert spaces 121

Applying the above remark to Φ = f 2n , we get

‖(eitf − 1l)f 2n‖2 =
ˆ

(2− eitf − e−itf )f 2ndμ

= 2C(2n)(0)− C(2n)(t)− C(2n)(−t) = O(t2),

since C(t) is C2n+2. Hence f ∈ L2n+2(Q).
To prove (2), it clearly suffices to show that e±Rf ∈ L1(Q) for all 0 < R < R0 .

By Cauchy’s inequalities, we get for all 0 < R < R0

|C(n)(0)| ≤ CRR−nn!,

and henceˆ
f 2ndμ ≤ CRR−2n (2n)!,

ˆ
|f |2n+1dμ ≤

(ˆ
f 2ndμ

) 1
2
(ˆ

f 2n+2dμ
) 1

2 ≤ CRR−(2n+1)
√

2n!
√

(2n + 2)!.

Using Stirling’s formula, we see that
√

2n!
√

(2n + 2)! ∼ (2n + 1)!, and henceˆ
|f |2n+1dμ ≤ C ′

RR−(2n+1)(2n + 1)!.

From these bounds, by expanding the exponential, we deduce that e±Rf ∈ L1(Q)
for all R < R0 �

5.2 Finite measures on real Hilbert spaces

In this section we describe the basic theory of probability measures on real
Hilbert spaces.

Throughout this section, X will be a real separable Hilbert space. For x1 , x2 ∈
X we denote their scalar product by x1 · x2 .

5.2.1 Cylinder sets and cylinder functions

Let Y be a closed subspace of X . Recall that PY denotes the orthogonal projec-
tion on Y. Recall also that B(Y) stands for the σ-algebra of Borel sets in Y. We
will write B for B(X ).

Definition 5.40 Fin(X ) will denote the family of finite-dimensional subspaces
of X . For Y ∈ Fin(X ) and A ⊂ Y, the set

P−1
Y (A) := {x ∈ X : PYx ∈ A}

is called the cylinder set of base A. Denote by BY the σ-algebra of cylinder sets
of bases in B(Y).

Bcyl :=
⋃

Y∈Fin(X )

BY

is the algebra of all cylinder sets.

Clearly, BY1 ⊂ BY2 if Y1 ⊂ Y2 .
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Proposition 5.41 B is the σ-algebra generated by Bcyl.

Definition 5.42 We say that F : X → C is based on Y ∈ Fin(X ) if it is meas-
urable w.r.t. BY . F is called a cylinder function if it is based on Y for some
Y ∈ Fin(X ).

Each cylinder function is of the form F (x) = FY(PYx) for some measurable
function FY on Y.

5.2.2 Finite-dimensional distributions of a measure

Until the end of this section we fix a probability measure μ on (X ,B).

Definition 5.43 If Y ∈ Fin(X ), we define the probability measure μY on(Y,B(Y)
)

by

μY(A) := μ
(
P−1
Y (A)

)
, A ∈ B(Y).

The collection
{
μY : Y ∈ Fin(X )

}
is called the set of finite-dimensional distri-

butions of the measure μ.

Finite-dimensional distributions satisfy the following compatibility condition:

μY1 (A) = μY2

(
P−1
Y1

(A) ∩ Y2
)
, A ∈ B(Y1), Y1 ⊂ Y2 . (5.11)

Proposition 5.44 The set of finite-dimensional distributions uniquely deter-
mines the measure μ on the whole B.

Proof Finite-dimensional distributions uniquely determine μ on Bcyl. But Bcyl

generates B. �

5.2.3 Characteristic functional of a measure

Recall that X # denotes the space dual to X . Even though there exists a canonical
identification of X and X # , it is sometimes convenient to distinguish between X
and X # .

Definition 5.45 For ξ ∈ X # , we set

μ̂(ξ) :=
ˆ
X

e−iξ ·xdμ(x).

The function μ̂ : X # → C is called the characteristic functional of μ, or the
Fourier transform of μ.

Proposition 5.46 The characteristic functional of μ satisfies the following three
conditions:

(1) μ̂(0) = 1,

(2)
N∑

i,j=1
μ̂(ξi − ξj )zizj ≥ 0, ξi ∈ X # , zi ∈ C,

(3) X # � ξ �→ μ̂(ξ) ∈ C is sequentially continuous for the weak topology of X # .
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5.2 Finite measures on real Hilbert spaces 123

The condition (2) above is called positive definiteness.

Proposition 5.47 The characteristic functional μ̂ uniquely determines the
measure μ.

Proof The restriction of μ̂ to Y# for Y ∈ Fin(X ) is the Fourier transform of
μY , so μ̂ determines the finite-dimensional distributions of μ. By Prop. 5.44 this
determines μ. �

5.2.4 Moment functions

Proposition 5.48 Let p0 ≥ 0. Assume that for all ξ ∈ X # , the function x �→
ξ · x belongs to Lp0 (X ,dμ). Then, for 0 ≤ p ≤ p0 , there exists C such that

γp(ξ) :=
ˆ
X
|ξ · x|pdμ(x) ≤ C‖ξ‖p . (5.12)

Proof For ε > 0, set

γp,ε(ξ) :=
ˆ
X
|ξ · x|pe−ε‖x‖2

dμ(x).

For n ∈ N, set

An :=
{
ξ ∈ X # : γp(ξ) ≤ n

}
,

An,ε :=
{
ξ ∈ X # : γp,ε(ξ) ≤ n

}
.

Clearly, γp,ε(ξ) ↗ γp(ξ) when ε → 0, hence An =
⋂

ε>0 An,ε . Since ξ �→ γp,ε(ξ)
is norm continuous, An,ε is closed and so is An as an intersection of closed sets.
Finally X # =

⋃
n∈N

An .
Since X # has a non-empty interior, there exists by the Baire property a set

Am with a non-empty interior. Let ξ0 ∈ X # , δ > 0 such that B(ξ0 , δ) ⊂ Am . If
‖ξ‖ ≤ δ, we write ξ = ξ0 + ξ1 , ξ1 = ξ − ξ0 ∈ Am . Using that

|ξ · x|p ≤ C
∑

p1 +p2 =p

|ξ0 · x|p1 |ξ1 · x|p2

and the Hölder inequality, we obtain that

γp(ξ) ≤ C, ‖ξ‖ ≤ δ,

which proves (5.12). �

Definition 5.49 Assume that the conditions of Prop. 5.48 are satisfied. The
moment functions of order 1 ≤ p ≤ p0 of the measure μ are the maps

(ξ1 , . . . , ξp) �→ σp(ξ1 , . . . , ξp) :=
ˆ
X

(ξ1 · x) · · · (ξp · x)dμ(x).
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Moment functions are well defined by the Hölder inequality.
The following proposition follows directly from Props. 5.39 and 5.48:

Proposition 5.50 (1) The moment functions σp are multi-linear symmetric
functionals on X # .

(2)

|σp(ξ1 , . . . , ξp)| ≤ C‖ξ1‖ · · · ‖ξp‖. (5.13)

(3) μ admits moments of all orders iff its characteristic functional μ̂ is weakly
infinitely differentiable. We then have

σp(ξ1 , . . . , ξp) = (−i)p ∂p

∂t1 · · · ∂tp
μ̂
( p∑

i=1

tiξi

)∣∣∣
t1 =···=tp =0

.

By Prop. 5.50 and the Riesz theorem, if the assumptions of Prop. 5.48 hold
with n = 1, then there exists q ∈ X such that

ξ · q =
ˆ
X

(ξ · x)dμ(x), ξ ∈ X # .

Definition 5.51 The vector q is called the mean of the measure μ.

Again by Prop. 5.50, if assumptions of Prop. 5.48 hold with n = 2 and q is the
mean of μ, there exists a bounded positive A ∈ Bs(X ) such that

ξ1 ·Aξ2 =
ˆ
X

(
ξ1 · (x− q)

)(
ξ2 · (x− q)

)
dμ(x), ξ1 , ξ2 ∈ X # .

Definition 5.52 The operator A is called the covariance of the measure μ.

Proposition 5.53 Assume that the measure μ has mean zero and
ˆ
X
‖x‖2dμ(x) <∞.

Then the covariance A of μ is trace-class and

Tr A =
ˆ
X
‖x‖2dμ(x).

Proof It suffices to let n →∞ in the equality

n∑
i=1

ei ·Aei =
ˆ
X

n∑
i=1

(x · ei)2dμ(x),

where (ei)i∈N is an o.n. basis of X . �
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5.2 Finite measures on real Hilbert spaces 125

5.2.5 Density of exponentials

Theorem 5.54 Let D be a dense subspace of X # . Then the space

Span{eiξ ·x : ξ ∈ D}
is dense in L2(X ).

Proof Let G ∈ L2(X ) such thatˆ
X

eiξ ·xG(x)dμ(x) = 0, ξ ∈ D. (5.14)

Without loss of generality we can assume that G is real-valued. Let

B1 =
{
x ∈ X : G(x) ≥ 0

}
, B2 =

{
x ∈ X : G(x) < 0

}
.

We can define the finite measures

μ1(A) :=
ˆ

A

1lB1 (x)G(x)dμ(x), μ2(A) = −
ˆ

A

1lB2 (x)G(x)dμ(x),

where A ∈ B. From (5.14), we deduce thatˆ
X

eiξ ·xdμ1(x) =
ˆ
X

eiξ ·xdμ2(x), ξ ∈ D. (5.15)

D is a dense subspace of X # . Hence it is weakly sequentially dense in X # .
Since the characteristic functional of a measure is sequentially continuous for
the weak topology, (5.15) extends to all ξ ∈ X # . So μ1 and μ2 have the same
characteristic functionals, and hence are identical, i.e. μ1(A) = μ2(A) for all A ∈
B. But μi(A) = μi(A ∩Bi), i = 1, 2, and B1 ∩B2 = ∅. Hence, μ1 = μ2 = 0. This
implies that G(x) = 0 μ-a.e., and hence G = 0. �

5.2.6 Density of continuous polynomials

Let D be a subspace of X # .

Definition 5.55 Functions on X of the form (ξ1 · x) · · · (ξp · x), for ξ1 , . . . , ξn ∈
D, are called monomials based on D. Finite linear combinations (with complex
coefficients) of monomials based on D are called polynomials based on D.

Note that polynomials based on X # are continuous functions. Therefore, they
are sometimes called continuous polynomials.

If the measure μ admits moments of all orders, then all continuous polyno-
mials belong to L2(X ). The following theorem gives a sufficient condition for the
density of continuous polynomials in L2(X ).

Theorem 5.56 Let D ⊂ X # be a dense subspace of X # . Assume that for all
ξ ∈ D there exists R(ξ) > 0 such that the function

R � t �→ μ̂(tξ) ∈ C
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extends holomorphically to |Im t| < R(ξ). Then polynomials based on D are dense
in L2(X ).

Proof Let G ∈ L2(X ) be a vector orthogonal to all polynomials based on D.
Without loss of generality we can assume that G is real-valued. We then haveˆ

X
G(x)(ξ · x)ndμ(x) = 0, ξ ∈ D, n ∈ N.

Let us fix ξ ∈ D and let 2R < R(ξ). Then by Prop. 5.39 we know that e2R |ξ ·x| ∈
L1(Q) and

ˆ
G(x)eiRξ ·xdμ(x) = lim

n→∞

ˆ
G(x)

n∑
k=1

(iRξ · x)k

k!
dμ(x).

We can exchange sum and integral, since the integrand in the r.h.s. is less than

|G(x)|eR |ξ ·x| ≤ 1
2
(|G(x)|2 + e2R |ξ ·x|) ∈ L1(X ).

We obtain hence that ˆ
G(x)eiRξ ·xdμ(x) = 0,

and, by differentiating w.r.t. R,ˆ
G(x)eiRξ ·x(ξ · x)ndμ(x) = 0, n ∈ N.

Arguing as above with G(x) replaced by G(x)eiRξ ·x , we obtainˆ
G(x)eiRξ ·xeiRξ ·xdμ(x) = 0.

Hence, repeating this argument, we obtainˆ
G(x)eimRξ ·xdμ(x) = 0, m ∈ N.

If we choose m ∈ N and 2R < R(ξ) such that mR = 1, we finally obtainˆ
G(x)eiξ ·xdμ(x) = 0, ξ ∈ D.

Applying Thm. 5.54, we obtain that G = 0. �

5.3 Weak distributions and the Minlos–Sazonov theorem

Throughout this section, X is a separable real Hilbert space.
Suppose that we have a compatible family of measures on finite-dimensional

subspaces of X . We can ask whether this family comes from a measure on a
certain measure space. Often, there is no such a measure on X itself. However,
if we enlarge X , usually in a non-unique way, then such a measure may exist.
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5.3 Weak distributions and the Minlos–Sazonov theorem 127

5.3.1 Weak distributions

Definition 5.57 A collection μ∗ =
{
μY : Y ∈ Fin(X )

}
is called a weak distri-

bution or a generalized measure if, for each Y ∈ Fin(X ), μY is a Borel probability
measure on Y, and these measures satisfy the compatibility condition (5.11).

Note that cylinder functions can be “integrated” w.r.t. a weak distribution μ∗.
In fact, we can set

ˆ
X

Fdμ∗ :=
ˆ
Y

FYdμY , (5.16)

where F (x) = FY(PYx). Because of the compatibility condition (5.11), the r.h.s.
of (5.16) is independent of the choice of Y on which F is based.

For each Y ∈ Fin(X ) and 1 ≤ p < ∞, we can define the space Lp(Y, μY). For
Y1 ⊂ Y2 , we have natural isometric embeddings

Lp(Y1 , μY1 ) ⊂ Lp(Y2 , μY2 ).

Definition 5.58 The generalized Lp space associated with a generalized measure
μ∗ is defined as the inductive limit of the spaces Lp(Y, μY), that is,

Lp(X , μ∗) :=

( ⋃
Y∈Fin(X )

Lp(Y, μY)

)cpl

.

5.3.2 Weak distributions generated by a measure

Definition 5.59 Let μ be a measure on (X ,B). A weak distribution μ∗ =
{
μY :

Y ∈ Fin(X )
}

is said to be generated by μ if it is the set of finite-dimensional
distributions of μ.

The following necessary and sufficient condition for this to happen is given in
Skorokhod (1974):

Theorem 5.60 A weak distribution μ∗ is generated by a probability measure
iff

lim
R→∞

(
sup

Y∈Fin(X )

ˆ
Y

1l[R,∞[(‖y‖)dμY(y)
)

= 0. (5.17)

5.3.3 Characteristic functionals of weak distributions

The following proposition coincides with the famous Bochner theorem if X is
finite-dimensional:

Proposition 5.61 Let F : X → C be a function satisfying the following condi-
tions:
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(1) F (0) = 1,

(2)
n∑

i,j=1
F (ξi − ξj )zizj ≥ 0, ξ1 , . . . , ξn ∈ X , z1 , . . . , zn ∈ C,

(3) Y � ξ �→ F (ξ) ∈ C is continuous for all Y ∈ Fin(X ).

Then there exists a weak distribution
{
μY : Y ∈ Fin(X )

}
such that, for any

Y ∈ Fin(X ),

F (ξ) =
ˆ
Y

e−iξ ·ydμY(y), ξ ∈ Y. (5.18)

Note that the functions X � x �→ eiξ ·x are cylinder functions, hence the integral
in the r.h.s. of (5.18) is well defined.

Definition 5.62 A function F satisfying (1), (2) and (3) of Prop. 5.61 will be
called a weak characteristic functional.

Proof of Prop. 5.61. For any Y ∈ Fin(X ), the restriction of F to Y satisfies the
hypotheses of Bochner’s theorem (see Reed–Simon (1978b)). Hence there exists
a probability measure μY on Y such that (5.18) holds. It remains to check the
compatibility condition (5.11). To check this, it suffices to show that, if Y1 ⊂ Y2 ,
for each bounded continuous function G on Y1 one has

ˆ
Y2

G ◦ PY1 dμY2 =
ˆ
Y1

GdμY1 . (5.19)

This is clearly satisfied for G(y) = eiξ ·y for ξ ∈ Y1 . Next we can find a bounded
sequence (Gn ) of finite linear combinations of eiξ ·x for ξ ∈ Y1 which converges
a.e. to G, from which (5.19) follows. �

5.3.4 Minlos–Sazonov theorem

Theorem 5.63 (Minlos–Sazonov theorem) Let F : X # → C be a weak charac-
teristic functional. Then the following are equivalent:

(1) F is the characteristic functional of a probability measure μ on (X ,B).
(2) There exists a positive trace-class operator S on X such that X � ξ �→ F (ξ) ∈

C is continuous if we equip X with the norm ‖ξ‖S := (ξ|Sξ)
1
2 .

Proof (1)⇒(2). Assume that F is the characteristic functional of a measure μ.
Note that

|F (ξ1)− F (ξ2)|2 = 2Re
(
1− F (ξ1 − ξ2)

)
. (5.20)
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5.3 Weak distributions and the Minlos–Sazonov theorem 129

Now, for R > 0,

Re(1− F (ξ)) =
ˆ
X

(1− cos(ξ · x)) dμ(x)

≤ 1
2

ˆ
‖x‖≤R

(ξ · x)2dμ(x) + 2
ˆ
‖x‖≥R

dμ(x),

where we used 1− cos θ ≤ inf( θ2

2 , 2). Since
´
‖x‖≤R

‖x‖2dμ(x) < ∞, we obtain
from Prop. 5.53 that there exists a trace-class operator AR such thatˆ

‖x‖≤R

(ξ · x)2dμ(x) = ξ ·ARξ.

This yields

Re(1− F (ξ)) ≤ ξ ·ARξ + 2μ
({‖x‖ ≥ R}).

Now let ε > 0. Fixing Rε > 0 such that 2μ
({‖x‖ ≥ Rε}

) ≤ 1
2 ε, and then taking

Sε = 2ε−1ARε
, we prove that for any ε > 0 there exists a trace class Sε such that

(ξ|Sεξ) ≤ 1 implies

Re
(
1− F (ξ)

) ≤ ε.

Now let εk → 0. Let Sk be positive trace-class operators such that Re(1−
F (ξ)) ≤ εk if (ξ|Skξ) ≤ 1. We pick a sequence (λk ) > 0 such that

∑
k λkTr Sk <

∞. Then S =
∑

k λkSk is trace-class. Moreover, if (ξ|Sξ) ≤ λk , then (ξ|Skξ) ≤ 1,
and hence Re

(
1− F (ξ)

) ≤ εk .
(1)⇐(2). Since F satisfies the conditions of Prop. 5.61, we can construct from

F a weak distribution
{
μY : Y ∈ Fin(X )

}
. To construct a measure from the

weak distribution, we will use Thm. 5.60.
Let us fix δ > 0. Let ε be such that (ξ|Sξ) ≤ ε implies Re

(
1− F (ξ)

) ≤ δ. Since
Re
(
1− F (ξ)

) ≤ 2, we clearly have

Re
(
1− F (ξ)

) ≤ δ +
2
ε
(ξ|Sξ).

Let Y ∈ Fin(X ), α > 0, dimY = d. By (4.10), for y ∈ Y we have

e−
1
2 α‖y‖2

= (2πα)−
1
2 d

ˆ
Y

eiy ·ξe−
1

2 α ‖ξ‖2
dξ,

and henceˆ (
1− e−

1
2 α‖y‖2

)
dμY(y) = (2πα)−

1
2 d

ˆ
Y

e−
1

2 α ‖ξ‖2 (
1− F (ξ)

)
dξ

= (2πα)−
1
2 d

ˆ
Y

e−
1

2 α ‖ξ‖2
Re
(
1− F (ξ)

)
dξ

≤ (2πα)−
1
2 d

ˆ
Y

e−
1

2 α ‖ξ‖2
(
δ +

2
ε
ξ · Sξ

)
dξ

= δ + 2
α

ε
Tr PYSPY

≤ δ + 2
α

ε
Tr S,
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using (4.15). Next we have

1− e−
1
2 α‖y‖2 ≥ (1− e−

1
2 αR2

)1l[R,∞[(‖y‖),
which yieldsˆ

Y
1l[R,∞[(‖y‖)dμY(y) ≤ (1− e−

1
2 αR2

)−1
ˆ
Y
(1− e−

1
2 α‖y‖2

)dμY(y)

≤ (1− e−
1
2 αR2

)−1
(
δ + 2

α

ε
Tr S
)

.

Fixing first δ > 0, then α > 0, and then letting R →∞, we see that condition
(5.17) is satisfied. This completes the proof of the theorem. �

5.3.5 Measures on enlarged spaces

Using the Minlos–Sazonov theorem, it is possible to realize many weak charac-
teristic functionals on X (and even on a dense subspace of X ) as characteristic
functionals of measures on a larger Hilbert space.

In the theorem below the Hilbert space B
1
2 X is defined as in Subsect. 2.3.4.

We follow the usual convention for scales of real Hilbert spaces: X # is identified
with X , but (B

1
2 X )# is identified with B− 1

2 X using the scalar product on X .

Theorem 5.64 Let F : X → C be a weak characteristic functional continuous
for the norm of X . Let B > 0 be a self-adjoint operator on X such that B−1 is
trace-class. Then there exists a Borel probability measure μB on the Hilbert space
B

1
2 X such that

F (ξ) =
ˆ

B
1
2 X

eiξ ·xdμB (x), ξ ∈ B− 1
2 X .

Proof Since B−1 is trace-class, B is bounded away from zero, and hence
B− 1

2 X = Dom B
1
2 ⊂ X . Let FB be the restriction of the functional F to B− 1

2 X .
Clearly, FB is continuous if we equip B− 1

2 X with the norm (ξ|B−1ξ)
1
2

B− 1
2 X

=

(ξ|ξ) 1
2
X . Hence FB is a weak characteristic functional on B− 1

2 X .
B−1 can be restricted to B− 1

2 X . Interpreted in this way, it will be denoted
B−1
∣∣
B− 1

2 X . It is then unitarily equivalent to B−1 as an operator on X . Indeed,

B− 1
2 : X → B− 1

2 X , B
1
2 : B− 1

2 X → X are unitary and

B−1
∣∣
B− 1

2 X = B− 1
2 B−1B

1
2 .

Hence, if B−1 is trace-class, then so is B−1
∣∣
B− 1

2 X . Therefore, we can apply now
Thm. 5.63, which implies that FB is the characteristic functional of a Borel
probability measure μB on the dual (B− 1

2 X )# . By Prop. 2.60, (B− 1
2 X )# can be

identified with B
1
2 X . This completes the proof of the theorem. �

Remark 5.65 Sometimes the functional F is not continuous for the topology of
X , but for a certain norm (ξ|Aξ)

1
2 , where A > 0 is a self-adjoint operator on X .
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This case can be easily reduced to the case A = 1l by replacing X by A− 1
2 X . The

condition on B becomes that B− 1
2 AB− 1

2 is trace-class on X .

Remark 5.66 Note that we still use the notation x for the generic variable in
the enlarged space B

1
2 X .

5.3.6 Comparison of enlarged spaces

Proposition 5.67 Let F be as in Thm. 5.64 and let Bi > 0, i = 1, 2, be two
self-adjoint operators on X . Assume that B−1

1 is trace-class and B1 ≤ B2 . Then

B−1
2 is trace-class. Let μi be the associated probability measures on B

1
2
i X . Then

B
1
2
1 X is a Borel subset of B

1
2
2 X and

μ2(C) = μ1(C ∩B
1
2
1 X ), C ∈ B(B

1
2
2 X ).

For the proof we will use the following lemma:

Lemma 5.68 Let X be a real Hilbert space and A ∈ B(X ). Then Ran A ∈ B(X ).

Proof We use the polar decomposition A = U |A| of A, where U is a partial isom-
etry. It is clear that partial isometries map Borel sets onto Borel sets. Therefore,
it suffices to show that Ran |A| is Borel. By the spectral theorem,

Ran |A| =
{

x ∈ X , supn∈N

∥∥∥(|A|+ n−1
)−1

x
∥∥∥
X

<∞
}

=
⋃

m∈N

⋂
n∈N

{
x ∈ X ,

∥∥∥(|A|+ n−1
)−1

x
∥∥∥
X

< m
}

.

This proves that Ran|A| ∈ B(X ). �

Proof of Prop. 5.67. B
1
2
1 X equals AB

1
2
2 X , where A = B

1
2
1 B

− 1
2

2 ∈ B(B
1
2
2 X ).

Hence, by Lemma 5.68, B
1
2
1 X ∈ B(B

1
2
2 X ).

Recall from Subsect. 2.3.4 that we have a natural embedding I : B
1
2
1 X → B

1
2
2 X .

Its adjoint is an embedding I# : B
− 1

2
2 X → B

− 1
2

1 X . Both B
− 1

2
2 X and B

− 1
2

1 X are

embedded in X . Thus, for ξ ∈ B
− 1

2
2 X treated as an element of X , we can write

I# ξ = ξ.
Define a measure μ̃2 on B(B

1
2
2 X ) by

μ̃2(C) = μ1(I−1C) = μ1(C ∩B
1
2
1 X ), C ∈ B(B

1
2
2 X ).

For ξ ∈ B
− 1

2
2 X , we haveˆ

B
1
2
2 X

e−iξ ·x2 dμ̃2(x2) =
ˆ

B
1
2
1 X

e−iξ ·Ix1 dμ1(x1) =
ˆ

B
1
2
1 X

e−iI # ξ ·x1 dμ1(x1)

= F (I# ξ) = F (ξ) =
ˆ

B
1
2
2 X

e−iξ ·x2 dμ2(x2).
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This implies that the characteristic functionals of μ̃2 and μ2 are equal. Hence
μ2 = μ̃2 . This completes the proof of the proposition. �

5.4 Gaussian measures on real Hilbert spaces

Let X be a real Hilbert space. We would like to discuss Gaussian measures on
real Hilbert spaces and the corresponding L2 spaces. This section has a natural
continuation in Sect. 9.3, where we discuss the real-wave representation of CCR.

5.4.1 Gaussian measures

Proposition 5.69 Let A be a positive self-adjoint operator on X and q be a
bounded linear functional on A− 1

2 X .

(1) The function

Dom A � ξ �→ F (ξ) = eiq ·ξ− 1
2 ξ ·Aξ (5.21)

is a weak characteristic functional.
(2) It is the characteristic functional of a probability measure μ on X iff A is

trace-class.

Proof (1) To prove the conditions of Prop. 5.61 we can assume that X is finite-
dimensional. Setting X1 = Ker A, we decompose X as X1 ⊕X2 and q = (q1 , q2).
Let A2 be A restricted to X2 . Using (4.10) we see that F is the Fourier transform
of the probability measure dμ = dμ1 ⊗ dμ2 for

dμ1(x1) = δ(x1 − q1)dx1 ,

dμ2(x2) = (2π)−
1
2 dim Y2 det A

− 1
2

2 e−
1
2 (x2 −q2 )·A−1

2 (x2 −q2 )dx2 .

(2) Let us prove ⇐. We have

Re(1− F (ξ)) = (1− e−
1
2 ξ ·Aξ ) + e−

1
2 ξ ·Aξ (1− cos(q · ξ))

≤ 1
2 ξ ·Aξ + c|q · ξ|2 .

Since q is bounded on A− 1
2 X we obtain that |Re(1− F (ξ))| ≤ Cξ ·Aξ. By (5.20)

this proves the continuity of F for the norm given by A, which is trace-class. So
we can apply the Minlos–Sazonov theorem.

Let us now prove ⇒. Let us assume that F is the characteristic functional of a
measure μ. By translating the measure μ we can assume that q = 0. Splitting X
as Ker A⊕Ker A⊥, we may assume that A is non-degenerate. If A is not compact,
we can find a sequence (ξn )n∈N such that w − lim

n→∞ ξn = 0 and lim
n→∞ ξn ·Aξn =

λ �= 0. This contradicts the weak continuity of F . Hence A is a compact operator.
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5.4 Gaussian measures on real Hilbert spaces 133

Now let (ej )j∈N be an o.n. basis of eigenvectors of A for the eigenvalues (λj )j∈N.
Let Yn = Span{e1 , . . . , en}, Pn be the orthogonal projection on Yn and An =
PnAPn . Let μn denote the measure μYn

on Yn , yn the generic variable on Yn

and dyn the Lebesgue measure on Yn . By (4.10), we know that

dμn (yn ) = (2π)−
n
2 det A

− 1
2

n e−
1
2 yn ·A−1 yn dyn .

Hence, for ε > 0,
ˆ
X

e−
ε
2 ‖Pn x‖2

dμ(x) =
ˆ
Yn

e−
ε
2 ‖yn ‖2

dμn (yn ) =
n∏

j=1

(1 + ελj )−
1
2 .

Now

1 = lim
ε↘0

lim
n→∞

ˆ
X

e−
ε
2 ‖Pn x‖2

dμ(x) = lim
ε↘0

∞∏
j=1

(1 + ελj )−
1
2 .

This implies that
∏∞

j=1(1 + ελj ) < ∞ for small enough ε > 0, and hence the
series

∑∞
j=1 λj is convergent and A is trace-class. �

Definition 5.70 The measure defined in Prop. 5.69 will be called the Gaussian
measure on X of mean q and covariance A and will be denoted by

Cδ(x1 − a1)e−
1
2 (x2 −q2 )·A−1

2 (x2 −q2 )dx1dx2 , (5.22)

or, if Ker A = 0, by

Ce−
1
2 (x−q)·A−1 (x−q)dx. (5.23)

Note that C in (5.22) and (5.23) has the meaning of the “normalizing constant”
that makes (5.22) a probability measure.

Remark 5.71 Prop. 5.69 provides an example of a weak distribution on X which
is not generated by a probability measure on X .

5.4.2 Gaussian measures on enlarged spaces

In this subsection we consider the case of a covariance for which (5.21) is only a
weak characteristic functional.

Let A be a positive self-adjoint operator on X . Consider the function

X � ξ �→ e−
1
2 ξ ·Aξ . (5.24)

It is a weak characteristic functional. It is not a characteristic functional of a
measure unless A is trace-class.

Definition 5.72 The generalized measure given by the weak characteristic
functional (5.24) will be called the generalized Gaussian measure on X with
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134 Measures

covariance A. We will denote by

L2(X , e−
1
2 x·A−1 xdx)

the corresponding L2 space. We will call it the Gaussian L2 space over X with
covariance A.

If B is a positive self-adjoint operator B on X such that B− 1
2 AB− 1

2 is trace-
class, then L2(X , e

1
2 xA−1 xdx) is naturally isomorphic to L2(B

1
2 X ,dμB ), where

ˆ
B

1
2 X

eiξ ·xdμB (x) = e−
1
2 ξ ·Aξ , ξ ∈ B− 1

2 X .

Note that there is no canonical choice of the operator B.

Definition 5.73 Following (5.23), the measure μB will often be denoted

Ce−
1
2 x·A−1 xdx.

(Note that this notation hides the dependence on B, which plays only an
auxiliary technical role.)

Consider in particular the case of covariance 1l. L2(X , e−
1
2 x2

dx) can be realized
as an L2 space over X iff X is finite-dimensional. L2(X , e−

1
2 x2

dx) is then equal
to L2(X , (2π)−

1
2 de−

1
2 x2

dx), where d = dimX and dx is the Lebesgue measure
on X compatible with the Euclidean structure.

Remark 5.74 (5.24) is a weak characteristic functional even if the positive
operator A has a non-zero kernel. If this is the case, then the corresponding
Gaussian L2 space can be identified with L2(X1 , e−

1
2 x1 ·A−1

1 x1 dx1), where X1 :=
(Ker A)⊥, A1 is the restriction of A to X1 and x1 is the generic variable of X1 .

5.4.3 Exponential law for Gaussian spaces

In this subsection, for simplicity we restrict ourselves to covariance 1l.

Proposition 5.75 Let X1 , X2 be two real Hilbert spaces. Set X := X1 ⊕X2 .
Then the map

U : CPol(X1)⊗ CPol(X2) → CPol(X )
P1(x1)⊗ P2(x2) �→ P (x1)P (x2)

extends to a unitary map

U : L2(X1 , e−
1
2 x2

1 dx1)⊗ L2(X2 , e−
1
2 x2

2 dx2) → L2(X , e−
1
2 x2

dx).

Proof Let us choose two operators B1 , B2 such that B−1
i is trace-class on

Xi , and use L2(B
1
2
i Xi ,dμBi

) as representatives for L2(Xi , e−
1
2 x2

i dxi). Then the

map U extends to a unitary map from L2(B
1
2
1 X1 ,dμB1 )⊗ L2(B

1
2
2 X2 ,dμB2 ) into

https://www.cambridge.org/core/terms. https://www.cambridge.org/core/product/3F2652F5759A09E8165EE08E3F91CC35
Downloaded from https://www.cambridge.org/core. IP address: 18.191.223.123, on 21 Jul 2024 at 04:58:56, subject to the Cambridge Core terms of use, available at

https://www.cambridge.org/core/terms
https://www.cambridge.org/core/product/3F2652F5759A09E8165EE08E3F91CC35
https://www.cambridge.org/core


5.4 Gaussian measures on real Hilbert spaces 135

L2(B
1
2 X ,dμB ) for B = B1 ⊕B2 . We have

ˆ
B

1
2 X

eiξ ·xdμB (x) = e−
1
2 ξ 2

1 − 1
2 ξ 2

2 = e−
1
2 ξ 2

,

which shows that L2(B
1
2 X ,dμB ) is a representative of L2(X , e−

1
2 x2

dx). �

5.4.4 Polynomials in Gaussian spaces

Let A, B be positive operators with B− 1
2 AB− 1

2 trace-class. We identify
L2(X , e−

1
2 x·A−1 xdx) with L2(B

1
2 X ,dμB ).

Proposition 5.76 Polynomials based on B− 1
2 X are dense in L2(X , e−

1
2 x2

dx).

Proof Clearly, for ξ ∈ B− 1
2 X , the function

C � t �→ μ̂B (tξ) =
ˆ

B
1
2 X

e−itξ ·xdμB (x) = e−
t 2
2 ξ ·Aξ

is entire. Hence the statement follows from Thm. 5.56. �

Clearly, we have the inclusion B− 1
2 X ⊂ A− 1

2 X . If we regard B
1
2 X as the under-

lying space, then only polynomials based on B− 1
2 X are continuous functions.

Those based on A− 1
2 X do not have to be continuous. However, they are Lp

integrable, as the following proposition shows.

Proposition 5.77 Polynomials based on A− 1
2 X belong to

⋂
1≤p<∞

Lp(B
1
2 X ,dμB )

and, for ξ ∈ A− 1
2 X , we have
ˆ

B
1
2 X

(ξ · x)2n+1dμB (x) = 0,
ˆ

B
1
2 X

(ξ · x)2ndμB (x) =
2n!
2nn!

(ξ ·Aξ)n . (5.25)

Proof Using Prop. 5.50, we obtain (5.25) for ξ ∈ B− 1
2 X .

Using (5.25), we see that if (ξn )n∈N is a sequence in B− 1
2 X converg-

ing to some ξ ∈ X , then the sequence of functions (ξn · x)m is Cauchy in⋂
1≤p<∞

Lp(B
1
2 X ,dμB ). Hence we can define the function

(ξ · x)m := lim
n→∞(ξn · x)m ,

which belongs to
⋂

1≤p<∞
Lp(B

1
2 X ,dμB ). �
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136 Measures

5.4.5 Relative continuity of Gaussian measures

Let Ai , i = 1, 2, be two bounded positive operators on X . For simplicity we
assume that Ai > 0, i.e. KerAi = {0}. Let B−1 be trace-class. Consider the
Gaussian measures μi with the covariances Ai , i = 1, 2, on the space B

1
2 X .

Theorem 5.78 (Feldmann–Hajek theorem) The measures μ1 and μ2 are abso-

lutely continuous w.r.t. one another iff A
− 1

2
1 A2A

− 1
2

1 − 1l ∈ B2(X ).

Let us now discuss the Radon–Nikodym derivative dμ2
dμ1

(x) under the hypoth-
eses of Thm. 5.78. For simplicity we assume that A1 = 1l and denote A2 by A,
μ1 by μ and μ2 by μ̃. It is easy to obtain the corresponding statements in the
general case by replacing X by A

− 1
2

1 X (see Subsect. 11.4.6).

Proposition 5.79 Assume that 1l−A ∈ B2(X ). Then the following hold:

(1) Let {πn}n∈N be an increasing sequence of finite rank orthogonal projections
in X with s − lim πn = 1l. Set

Fn (x) := (det πnAπn )−
1
2 e

1
2 x·πn (1l−A−1 )πn x , n ∈ N.

Then {Fn}n∈N converges in L1(B
1
2 X ,dμ) to a positive function F with´

Fdμ = 1.
(2) If 1l−A ∈ B1(X ), then

F (x) = (detA)−
1
2 e

1
2 x·(1l−A−1 )x .

(3) One has dμ̃
dμ (x) = F (x).

Remark 5.80 Statement (3) of Prop. 5.79 shows that F is independent
on the choice of {πn}. Note also that x �→ x · (1l−A−1)x is continuous on
B

1
2 X , hence x �→ e

1
2 x·(1l−A−1 )x is measurable on B

1
2 X , although not integrable if

1l−A �∈ B1(X ). Therefore, a convenient notation for F is

F (x) = Ce
1
2 x·(1l−A−1 )x ,

where C is the “normalizing constant”, as in Def. 5.70.

The proof of this theorem will be given later on; see Subsect. 11.4.6.

5.5 Gaussian measures on complex Hilbert spaces

Let Z be a separable (complex) Hilbert space. We denote by z1 · z2 the scalar
product of z1 , z2 ∈ Z.

We will discuss Gaussian L2 spaces of anti-holomorphic functions on Z. This
section has a natural continuation in Sect. 9.2, where we discuss the complex-
wave representation of CCR.

https://www.cambridge.org/core/terms. https://www.cambridge.org/core/product/3F2652F5759A09E8165EE08E3F91CC35
Downloaded from https://www.cambridge.org/core. IP address: 18.191.223.123, on 21 Jul 2024 at 04:58:56, subject to the Cambridge Core terms of use, available at

https://www.cambridge.org/core/terms
https://www.cambridge.org/core/product/3F2652F5759A09E8165EE08E3F91CC35
https://www.cambridge.org/core


5.5 Gaussian measures on complex Hilbert spaces 137

5.5.1 Holomorphic and anti-holomorphic functions

Recall from Subsect. 3.5.6 that inside the space of all complex polynomials
CPol(ZR) we have the subspace Pol(Z), resp. Pol(Z) of holomorphic, resp. anti-

holomorphic polynomials spanned by
p

Π
i=1

wi · z, resp.
p

Π
i=1

wi · z, for wi ∈ Z.

The following definition generalizes the notion of a holomorphic function to
an arbitrary dimension.

Definition 5.81 A function F : Z → C is holomorphic, resp. anti-holomorphic
if its restriction to any finite-dimensional complex subspace of Z is holomorphic,
resp. anti-holomorphic.

5.5.2 Measures on complex Hilbert spaces

Recall from Subsect. 3.6.9 that, in the context of the integration, a complex space
Z is often identified with Re(Z ⊕ Z) by the map

Z � z �→ (z, z) ∈ Re(Z ⊕ Z). (5.26)

This suggests adoption of the following convention for characteristic functionals
on complex spaces:

Definition 5.82 If μ is a Borel probability measure on Z, its characteristic
functional is defined by

Z � w �→ μ̂(w) :=
ˆ
Z

e−2iRew ·zdμ(z) =
ˆ
Z

e−iw ·z−iw ·zdμ(z).

5.5.3 Gaussian measures on complex spaces

Now let A > 0 be a trace-class self-adjoint operator on Z. There exists a unique
measure μ on Z such that

μ̂(w) = e−w ·Aw , w ∈ Z. (5.27)

This follows from Prop. 5.69, if we consider Z as the real Hilbert space ZR

equipped with the scalar product Re z1 · z2 .

Definition 5.83 The measure μ defined by (5.27) will be denoted Ce−z ·A−1 zdzdz

and called the Gaussian measure of covariance A.

Let Z be finite-dimensional of complex dimension d with a fixed (complex)
volume form dz. By Subsect. 4.1.9, we then have

Ce−z ·A−1 zdzdz = det A−1(2πi)−de−z ·A−1 zdzdz. (5.28)

(The notation i−ddzdz is explained in Subsect. 3.6.9.)
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Definition 5.84 We denote by L2
C
(Z, Ce−z ·A−1 zdzdz), resp.

L2
C
(Z, Ce−z ·A−1 z dzdz) the closure in L2(ZR, Ce−z ·A−1 zdzdz) of Pol(Z),

resp. Pol(Z).

Theorem 5.85 The space L2
C
(Z, Ce−z ·A−1 zdzdz), resp. L2

C
(Z, Ce−z ·A−1 zdzdz)

coincides with the space of holomorphic, resp. anti-holomorphic functions in
L2(ZR, Ce−z ·A−1 zdzdz).

Proof It suffices to consider the holomorphic case.
Let Y ⊂ Z be a finite-dimensional complex subspace. If G is a function on

Z, let G|Y be its restriction to Y. Let F ∈ L2
C
(Z, Ce−z ·A−1 zdzdz), and (Pn ) a

sequence in Pol(Z) converging to F in L2(ZR, Ce−z ·A−1 zdzdz). If Y is finite-
dimensional then (Pn )|Y converges to F|Y in L2(YR, Ce−z ·A−1 zdzdz), hence in
D′(YR). By Prop. 4.12 it follows that F|Y is holomorphic.

Conversely, let F ∈ L2(ZR, Ce−z ·A−1 zdzdz) be a holomorphic function, and
assume that F is orthogonal to all holomorphic polynomials. Let (ej )j∈N be an
o.n. basis of eigenvectors of A for the eigenvalues (λj )j∈N. We fix d and restrict
F to Span{e1 , . . . , ed}. If we identify Cd with Span{e1 , . . . , ed} by the map

(z1 , . . . , zd) �→
d∑

i=1

zj√
λj

ej ,

we are reduced to considering a holomorphic function G on Cd , which is orthog-
onal to all holomorphic polynomials for the measure (2πi)−de−z ·zdzdz.

For �n = (n1 , . . . , nd) ∈ Nd we recall that �n! := n1 ! . . . nd !, ∂n
z = ∂n1

z1
. . . ∂nd

zd
.

From Cauchy’s formula, we get

∂n
z G(0) =

�n!
(2π)d

ˆ
[0,2π ]d

G(r1eiθ1 , . . . , rdeiθd )
d

Π
j=1

einj θj r
−nj

j dθ1 . . . dθd.

If C(n) =
d

Π
j=1

´ +∞
0 r2nj +1e−r 2

dr, we obtain

C(n)∂n
z G(0) = �n!2−d

ˆ
G(z1 , . . . , zd)

d

Π
j=1

z
nj

j e−z ·z (2iπ)−ddzdz.

Hence, if G ∈ L2(Cd , (2iπ)−de−z ·zdzdz) is holomorphic and orthogonal to the
holomorphic polynomials, we have ∂�n

z G(0) = 0 for all �n and hence G(z) ≡ 0.
This implies that the restriction of F to Span{e1 , . . . , ed} is equal to 0 for all

d. In particular, F is orthogonal to all real polynomials generated by Re(ej · z)
and Im(ej · z). Since these polynomials are dense in L2(ZR, e−z ·A−1 zdzdz), we
have F ≡ 0. �

5.5.4 Generalized Gaussian measures on complex spaces

We now extend Def. 5.84 to generalized Gaussian measures that cannot be real-
ized as measures on Z. For simplicity, we assume that the covariance of the
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5.5 Gaussian measures on complex Hilbert spaces 139

measure is given by the scalar product of the underlying (complex) Hilbert
space.

Definition 5.86 Denote by L2
C
(Z, e−z ·zdzdz), resp. L2

C
(Z, e−z ·zdzdz) the clo-

sure in L2(ZR, e−z ·zdzdz) of the space of holomorphic, resp. anti-holomorphic
polynomials on Z. The space L2

C
(Z, e−z ·zdzdz), resp. L2

C
(Z, e−z ·zdzdz) will be

called the holomorphic, resp. anti-holomorphic Gaussian L2 space with covari-
ance 1l.

Proposition 5.87 Let B ≥ 0 be an operator such that B−1 is trace-class.
Identify L2(ZR, e−z ·zdzdz) with L2(B

1
2 ZR, Ce−z ·zdzdz) in the usual way. Then

L2
C
(Z, e−z ·zdzdz), resp. L2

C
(Z, e−z ·zdzdz) coincide with L2

C
(B

1
2 Z, Ce−z ·zdzdz),

resp. L2
C
(B

1
2 Z, Ce−z ·zdzdz).

5.5.5 Isomorphism with modified Fock spaces

Recall the modified Fock space Γmod
s (Z), defined as the completion of

a l
Γs(Z) with

the scalar product given by (Φ|Ψ)Γm o d
s (Z) :=

(
Φ| 1

N ! Ψ
)
Γs (Z) . Moreover, we recall

from Subsect. 3.5.1 that
a l
Γs(Z) can be identified with Pols(Z), which is dense in

L2
C
(Z, e−z ·zdzdz). It turns out that this identification extends to a unitary map:

Theorem 5.88 The map
a l
Γs(Z) � Φ �→ Φ(·) ∈ Pols(Z)

given by

Φ(z) :=
∞∑

n=0

(z⊗n |Φ)

extends by continuity to a unitary map

Γmod
s (Z) � Φ �→ Φ(·) ∈ L2

C(Z, e−z ·zdzdz). (5.29)

The proof of the above theorem for dimZ = 1 follows immediately from the
following simple computation:

Lemma 5.89 Let z ∈ C. Then

(2πi)−1
ˆ

C

e−z ·z zm zndzdz = n!δn,m . (5.30)

Proof We identify C with R2 . In the polar coordinates z = reiφ , the l.h.s. of
(5.30) equals

π

ˆ 2π

0
dφ

ˆ ∞

0
dreiφ(m−n)rm+n+1e−r 2

. (5.31)
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140 Measures

For n �= m the integral w.r.t. φ yields zero. For n = m we get

1
2

ˆ ∞

0
r2m+1e−r 2

dr =
ˆ ∞

0
r2m e−r 2

dr2 = m!.

Alternatively, we can rewrite (5.30) as

in+m ∂n
t ∂m

t (2πi)−1
ˆ

e−z ·z e−izt−iztdzdz
∣∣
t=0 = in+m ∂n

t ∂m
t e−|t|2 ∣∣

t=0

= n!δnm . �

Proof of Thm. 5.88. For notational simplicity assume that dimZ < ∞. Let
(e1 , . . . , en ) be an o.n. basis of Z. Recall that {e�k : �k ∈ Nn} is an o.n. basis of
Γmod

s (Z), where

e�k :=
1√
�k!

e⊗k1
1 ⊗s · · · ⊗s e⊗kn

n ,

e�0 = Ω and �k! = k1 ! · · · kn !. The vector e�k is mapped onto the polynomial

e�k (z) =
1√
�k!

n

Π
i=1

(ei · z)ki .

Using Lemma 5.89 we see that {e�k (·) : �k ∈ Nn} form an o.n. basis of
L2

C
(Z, Ce−z ·zdzdz). �

The following proposition is an illustration of the formalism of Gaussian com-
plex spaces.

Proposition 5.90 Let F ∈ L2
C
(Z, e−z ·zdzdz). Then

F (z0) =
ˆ

F (z)ez ·z0 Ce−z ·zdzdz, z0 ∈ Z.

Proof The integral on the r.h.s. is well defined, since z �→ ez ·z0 belongs to
L2

C
(Z, e−z ·zdzdz). By density and linearity it suffices to check the identity for

monomials. We have
ˆ
Z

p

Π
i=1

(ei · z)ni ez ·z 0 Ce−z ·zdzdz =
ˆ
Z

p

Π
i=1

∂ni
ti

exp
(
z · z0 +

p∑
i=1

tiei · z
)

×Ce−z ·zdzdz
∣∣
t=0

=
p

Π
i=1

∂ni
ti

exp
( p∑

i=1

tiei · z0

)∣∣
t=0

=
p

Π
i=1

(ei · z0)ni .

This completes the proof of the proposition. �

https://www.cambridge.org/core/terms. https://www.cambridge.org/core/product/3F2652F5759A09E8165EE08E3F91CC35
Downloaded from https://www.cambridge.org/core. IP address: 18.191.223.123, on 21 Jul 2024 at 04:58:56, subject to the Cambridge Core terms of use, available at

https://www.cambridge.org/core/terms
https://www.cambridge.org/core/product/3F2652F5759A09E8165EE08E3F91CC35
https://www.cambridge.org/core
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5.6 Notes

General measure theory is studied e.g. in the monographs by Halmos (1950) and
Bauer (1968).

Properties of positivity preserving maps are discussed e.g. in Reed–Simon
(1978b).

The notion of equi-integrability and the Lebesgue–Vitali theorem can be found
in Kallenberg (1997). Measures on Hilbert spaces is the subject of a monograph
by Skorokhod (1974). The proof of Prop. 5.41 can be found e.g. in Chap. I.1 of
Skorokhod (1974).

The Feldman–Hajek theorem about relative continuity of Gaussian measures
was proved independently by Feldman (1958) and Hajek (1958).
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6

Algebras

In this chapter we recall basic definitions related to algebras, especially C∗- and
W ∗-algebras.

Operator algebras are often used in mathematical formulations of quantum
theory to describe observables of quantum systems. This is especially useful if
we consider infinitely extended systems. They are also convenient to express the
Einstein causality properties of relativistic quantum fields.

It is also common to express canonical commutation and anti-commutation
relations in terms of algebras. This is especially natural in the case of the CAR.
In fact, we will use algebras to treat the CAR in a representation-independent
way in Chap. 14. Algebras are less useful in the case of the CCR. We will discuss
various choices of CCR algebras in Sect. 8.3.

The theory of W ∗-algebras, including elements of the modular theory, will be
especially needed in Chap. 17, devoted to quasi-free states.

6.1 Algebras

6.1.1 Associative algebras

Let A be a vector space over K = C or R.

Definition 6.1 A is called an algebra over K if it is equipped with a multiplica-
tion satisfying

A(B + C) = AB + AC, (B + C)A = BA + CA,

(αβ)(AB) = (αA)(βB), α, β ∈ K, A,B,C ∈ A.

If in addition

A(BC) = (AB)C, A,B,C ∈ A,

then we say that it is an associative algebra.

Unless indicated otherwise, by an algebra we will mean an associative algebra.

Definition 6.2 A subspace I of an algebra A is called a (two-sided) ideal of A

if A ∈ A and B ∈ I implies AB,BA ∈ I.

If I is an ideal of A, then A/I is naturally an algebra.
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6.1 Algebras 143

Definition 6.3 An algebra A is called simple if A has no ideals except for
{0} and itself, and A �= K with the multiplication given by AB = 0 for all
A,B ∈ A.

For every subset T of an algebra A there exists the smallest ideal containing
T.

Definition 6.4 This ideal is called the ideal generated by T and is denoted by
I(T).

Definition 6.5 If A, B are algebras, then a linear map π : A → B satisfy-
ing π(A1A2) = π(A1)π(A2) is called a homomorphism. It is called an anti-
homomorphism if π(A1A2) = π(A2)π(A1). (In the well-known way, we also
define isomorphisms, automorphisms etc.)

6.1.2 ∗-algebras
Definition 6.6 We say that an algebra A is a ∗-algebra if it is equipped with an
anti-linear involution A � A �→ A∗ ∈ A such that (AB)∗ = B∗A∗.

Let A be a ∗-algebra. If I is a ∗-invariant ideal of A, then A/I is naturally a
∗-algebra.

Definition 6.7 If A, B are ∗-algebras, then a homomorphism π : A→ B satisfy-
ing π(A∗) = π(A)∗ is called a ∗-homomorphism. (We also define ∗-isomorphisms,
∗-automorphisms etc.) Aut(A) will denote the group of ∗-automorphisms
of A.

6.1.3 Algebras generated by symbols and relations

Suppose that A is a set.
Recall that cc(A, K) denotes the vector space over K consisting of finite lin-

ear combinations of elements indexed by the set A. We adopt the convention
that the element of cc(A, K) corresponding to A ∈ A is denoted simply by
A. Recall also that

a l⊗Y denotes the algebraic tensor algebra over the vector
space Y.

Definition 6.8 (1) The unital universal algebra over K with generators A is
defined as

A(A, 1l) :=
a l⊗ cc(A, K),

where we write A1A2 · · ·An instead of A1 ⊗A2 ⊗ · · · ⊗An , A1 , . . . , An ∈ A
and the unit element is denoted by 1l.

(2) The universal unital ∗-algebra with generators A is the ∗-algebra
A(A #A∗, 1l) equipped with the involution ∗ such that (A1A2 · · ·An )∗ =
A∗

n · · ·A∗
2A

∗
1 , 1l = 1l∗.
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144 Algebras

Definition 6.9 (1) Let R ⊂ A(A, 1l). The unital algebra with generators A and
relations R = 0, R ∈ R, is defined as A(A, 1l)/I(R).

(2) Let R ⊂ A(A ∪A∗, 1l) be ∗-invariant. The unital ∗-algebra with generators
A and relations R = 0, R ∈ R, is defined as A(A ∪A∗, 1l)/I(R).

6.1.4 Super-algebras

Recall from Subsect. 1.1.15 that (Y, ε) is a super-space if Y is a vector space and
ε ∈ L(Y) satisfies ε2 = 1l. We then have a decomposition Y = Y0 ⊕ Y1 into its
even and odd subspace.

Definition 6.10 (A, α) is called a super-algebra if A is an algebra and α is an
involutive automorphism of A.

We then have a decomposition A = A0 ⊕ A1 into even and odd subspace.
Clearly, for pure elements A,B ∈ A of parity |A|, resp. |B|, the parity of AB

is |A|+ |B|.
Note that A0 is a sub-algebra of A.

Definition 6.11 We say that a super-algebra A is super-commutative iff AB =
(−1)|A ||B |AB.

Below we give two typical examples of associative super-algebras:

Example 6.12 (1) Let (Y, ε) be a super-space. Then L(Y) equipped with the
involution

α(A) = εAε (6.1)

is a super-algebra. It will be denoted gl(Y, ε).
(2)

a l
Γε(Y) equipped with ⊗ε is a super-commutative super-algebra (see Subsect.
3.3.9).

6.2 C∗- and W ∗-algebras

In this section we recall basic terminology from the theory of C∗- and
W ∗-algebras.

6.2.1 Banach algebras

Definition 6.13 An algebra A is called a normed algebra if it is equipped with
a norm ‖ · ‖ satisfying

‖AB‖ ≤ ‖A‖‖B‖, A,B ∈ A.

It is called a Banach algebra if it is complete in this norm.
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6.2 C∗- and W ∗-algebras 145

6.2.2 C∗-algebras

Definition 6.14 We say that A is a C∗-algebra if it is a complex Banach
∗-algebra satisfying

‖A∗‖ = ‖A‖, ‖A∗A|| = ‖A‖2 , A ∈ A. (6.2)

Definition 6.15 Let A be a complex normed ∗-algebra (not necessarily com-
plete). We say that its norm is a C∗-norm if it satisfies (6.2).

Clearly, the completion of an algebra equipped with a C∗-norm is a C∗-algebra.
If H is a Hilbert space, then B(H) equipped with the Hermitian conjugation

and the operator norm is a C∗-algebra.

Definition 6.16 A norm closed ∗-sub-algebra of B(H) is called a concrete
C∗-algebra.

Clearly, every concrete C∗-algebra is a C∗-algebra. Conversely, every
C∗-algebra is ∗-isomorphic to a concrete C∗-algebra.

Any ∗-homomorphism, resp. ∗-isomorphism between two C∗-algebras is a con-
traction, resp. isometry.

Definition 6.17 We define the set of positive elements of A as the set of self-
adjoint elements with spectrum in [0,∞[, or equivalently, of elements of the form
A∗A. The set of positive elements of A is denoted A+ .

Definition 6.18 Let A be a C∗-algebra. A C∗-dynamics on A is a one-parameter
group R � t �→ τ t ∈ Aut(A) such that for each A ∈ A the map t �→ τ t(A) is con-
tinuous. Such a pair (A, τ) is called a C∗-dynamical system.

6.2.3 Representations of C∗-algebras

Let H be a Hilbert space and A ⊂ B(H).

Definition 6.19 The commutant of A is defined as

A′ := {B ∈ B(H) : AB = BA, A ∈ A}.

Let A ⊂ B(H) be a ∗-algebra.

Definition 6.20 A is called irreducible if the only closed subspaces of H invari-
ant under A are {0} and H, or equivalently if A′ = C1l. A is called non-degenerate
if AH is dense in H.

Let A be a C∗-algebra.

Definition 6.21 (H, π) is a representation of A if H is a Hilbert space and π is
a ∗-homomorphism of A into B(H). π is called faithful if Ker π = {0}.
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146 Algebras

(Faithful in this context is the synonym of injective.) Since Kerπ is a closed
two-sided ideal of A, any non-trivial representation of a simple C∗-algebra is
faithful. Actually, a stronger statement is true: a C∗-algebra is simple iff all its
representations are faithful.

Let (H, π) be a representation of a C∗-algebra A.

Definition 6.22 A closed subspace H1 ⊂ H is invariant if π(A)H1 ⊂ H1 for all
A ∈ A. (H1 , π1) is a sub-representation of (H, π) if H1 is an invariant subspace
of H and π1 = π

∣∣
H1

.

Definition 6.23 We say that (H, π) is the direct sum of (H1 , π1) and (H2 , π2)
if H = H1 ⊕H2 and (Hi , πi) are sub-representations of (H, π).

Note that if H1 is invariant, then so is H2 := H⊥
1 . (H, π) is then the direct

sum of (H1 , π1), (H2 , π2), with π1 := π
∣∣
H1

, π2 := π
∣∣
H2

.

Definition 6.24 We say that a representation (H, π) of a C∗-algebra is irre-
ducible if π(A) is irreducible. Equivalently π(A)′ = C1l, or π has no non-trivial
sub-representations.

Definition 6.25 The representation (H, π) is called non-degenerate if π(A) is
non-degenerate.

Definition 6.26 The representation (H, π) is called factorial if π(A) ∩ π(A)′ =
C1l.

Let E ⊂ H.

Definition 6.27 (1) E is called cyclic for π if {π(A)Φ : A ∈ A, Φ ∈ E} is dense
in H.

(2) E is called separating for π if

π(A)Φ = 0, Φ ∈ E ⇒ A = 0.

Clearly, if (H, π) is irreducible, all non-zero vectors in H are cyclic.

6.2.4 Intertwiners and unitary equivalence

Let (H1 , π1), (H2 , π2) be two representations of a C∗-algebra A.

Definition 6.28 An operator B ∈ B(H1 ,H2) intertwines π1 and π2 if

Bπ1(A) = π2(A)B, A ∈ A.

If π1 and π2 have an intertwiner in U(H1 ,H2), they are called unitarily
equivalent.

The following theorem can be called Schur’s lemma for C∗-algebras:
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6.2 C∗- and W ∗-algebras 147

Theorem 6.29 If (H1 , π1), (H2 , π2) are irreducible, then the set of intertwiners
equals either {0} or {λU : λ ∈ C} for some U ∈ U(H1 ,H2).

Proof If B intertwines π1 and π2 , B∗ intertwines π2 and π1 , hence B∗B ∈ π1(A)′

and BB∗ ∈ π2(A)′. By irreducibility, B∗B = λ11l, BB∗ = λ21l for some λ1 , λ2 ∈
R. Now

λ2
11l = BB∗BB∗ = Bλ2B

∗ = λ2λ11l. (6.3)

If λ1 = 0, then B = 0, and hence λ2 = 0. Hence (6.3) implies that λ1 = λ2 , which
means that B = λU for some U ∈ U(H1 ,H2). If B1 and B2 are two intertwiners,
then a similar argument shows that B1B

∗
2 is proportional to identity. This means

that B1 is proportional to B2 . �

6.2.5 States

Let A be a C∗-algebra.

Definition 6.30 A linear functional on A is called positive if it maps positive
elements to positive numbers.

A positive linear functional is automatically continuous.

Definition 6.31 A positive linear functional is called a state if its norm is 1.
In the case of a unital C∗-algebra it is equivalent to requiring that ω(1l) = 1.

Definition 6.32 A state ω is called faithful if ω(A) = 0 and A ∈ A+ implies
A = 0.

Definition 6.33 A state ω is called tracial if

ω(AB) = ω(BA), A,B ∈ A.

6.2.6 GNS representations

Let (H, π) be a ∗-representation of A, Ω a normalized vector in H. Then

ω(A) = (Ω|π(A)Ω) (6.4)

defines a state on A.

Definition 6.34 If (6.4) is true, we say that Ω is a vector representative of ω.

Definition 6.35 (H, π,Ω) is called a cyclic ∗-representation if (H, π) is a
∗-representation and Ω is a cyclic vector.

Theorem 6.36 (Gelfand–Najmark–Segal theorem) Let ω be a state on A. Then
there exists a cyclic ∗-representation (Hω , πω ,Ωω ) such that Ωω is a vector rep-
resentative of ω. Such a representation is unique up to a unitary equivalence.
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148 Algebras

Definition 6.37 The cyclic ∗-representation described in Thm. 6.36 is called
the GNS representation (for Gelfand–Najmark–Segal) associated with ω.

6.2.7 W ∗-algebras

Definition 6.38 We say that M is a W ∗-algebra if it is a C∗-algebra such
that there exists a Banach space whose dual is isomorphic to M as a Banach
space. This Banach space is unique up to an isometry. It is called the pre-dual
of M and is denoted M# . The topology on M given by the functionals from M#

(the ∗-weak topology in the terminology of Banach spaces) is called the σ-weak
topology. Functionals in M# are called normal functionals.

It follows from the general theory of Banach spaces that M# coincides with
the space of all σ-weakly continuous functionals on M.

Definition 6.39 The set

{B ∈M : AB = BA, A ∈M}

is called the center of M. A W ∗-algebra with a trivial center is called a factor.

Two-sided σ-weakly closed ideals I of a W ∗-algebra M have a simple form:
they are equal to I = ME, for a projection E in the center of M. Clearly, all
two-sided σ-weakly closed ideals of a factor are trivial.

If ω is a σ-weakly continuous state, then the map πω given by the GNS
representation is σ-weakly continuous.

Definition 6.40 Let M be a W ∗-algebra. A W ∗-dynamics on M is a one-
parameter group R � t �→ τ t ∈ Aut(M) such that for each A ∈M the map t �→
τ t(A) is σ-weakly continuous. Such a pair (M, τ) is called a W ∗-dynamical sys-
tem.

6.2.8 Von Neumann algebras

Let H be a Hilbert space. Then B(H) is a W ∗-algebra, since it is the dual of
B1(H) (the space of trace-class operators on H). Thus B1(H) is the pre-dual
of B(H) and the topology on B(H) given by functionals in B1(H) is its σ-weak
topology.

Definition 6.41 Every C∗-sub-algebra of B(H) closed w.r.t. the σ-weak topology
is called a concrete W ∗-algebra. If in addition it contains 1lH, then it is called a
von Neumann algebra.

Clearly, all concrete W ∗-algebras are W ∗-algebras. Conversely, a W ∗-algebra
is isomorphic to a von Neumann algebra.
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6.2 C∗- and W ∗-algebras 149

Definition 6.42 Let Mi ⊂ B(Hi), i = 1, 2. Let ρ : M1 →M2 be an isomor-
phism. We say that ρ is spatially implementable if there exists U ∈ U(H1 ,H2)
such that ρ(A) = UAU∗, A ∈M1 .

If A ⊂ B(H) is ∗-invariant, then A′ is a von Neumann algebra.
An equivalent characterization of a von Neumann algebra is given by von Neu-

mann’s double commutant theorem, stating that a ∗-algebra M is a von Neumann
algebra iff

M = M′′.

The von Neumann density theorem says that if A ⊂ B(H) is a non-degenerate
∗-algebra, then A is dense in A′′ in the weak, strong, strong∗, σ-weak, σ-strong
and σ-strong∗ topologies.

The Kaplansky density theorem says that if A ⊂ B(H) is a ∗-algebra, then the
unit ball of A is σ-weakly dense in the unit ball of A′′.

Let M ⊂ B(H) be a von Neumann algebra, and A a closed densely defined
operator on H. Let A = U |A|, where U is a partial isometry, be its polar
decomposition.

Definition 6.43 A is called affiliated to M if the operators U and 1lΔ
(|A|)

belong to M for all Borel sets Δ ⊂ R.

Clearly, a von Neumann algebra M ⊂ B(H) is a factor iff M ∩M′ = C1lH, or
equivalently, (M ∪M′)′′ = B(H). Below we give a more elaborate criterion for
being a factor.

Proposition 6.44 Let M ⊂ B(H) be a von Neumann algebra. Suppose that

(1) Ω ∈ H is a cyclic vector for (M ∪M′)′′;
(2) There exists a set L ⊂ (M ∪M′)′′ such that {Ψ ∈ H : AΨ = 0, A ∈ L} =

CΩ.

Then M is a factor.

Proof Suppose that M is not a factor and Ω is cyclic for (M ∪M′)′′. Then there
exists an orthogonal projection P ∈ M ∩M′ different from 0 and 1l. If PΩ = 0,
then (1l− P )(M ∪M′)′′Ω = (M ∪M′)′′(1l− P )Ω = (M ∪M′)′′Ω. Hence Ω is not
cyclic for (M ∪M′)′′. Therefore, PΩ �= 0. Likewise, we show that (1l− P )Ω �= 0.

Now let L be as in (2). Then since P ∈ M ∩M′ one has

A (c1P + c2(1l− P )) Ω = 0, A ∈ L, c1 , c2 ∈ C.

But for c1 �= c2 , the vector (c1P + c2(1l− P ))Ω is not proportional to Ω. �

6.2.9 UHF algebras

In this subsection we describe an example of a C∗-algebra which plays an impor-
tant role in mathematical physics, and in particular in the theory of CAR.
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150 Algebras

For any n = 1, 2, . . . , we introduce the identifications

B(⊗nC2) � A �→ A⊗ 1lC2 ∈ B(⊗n+1C2).

Definition 6.45 Define

UHF0(2∞) :=
∞⋃

k=1

B(⊗nC2), UHF(2∞) := UHF0(2∞)cpl.

UHF (2∞) is called the uniformly hyper-finite C∗-algebra of type 2∞.

6.2.10 Hyper-finite type II1 factor

We continue to consider the C∗-algebra UHF(2∞) introduced in the last subsec-
tion. On B(⊗nC2) we have a tracial state

trA := 2−nTr A.

This state extends to a state on the whole UHF(2∞). Let (πtr ,Htr ,Ωtr) be the
GNS representation given by the state tr on UHF(2∞).

Definition 6.46 The W ∗-algebra

HF := πtr (UHF(2∞))′′ . (6.5)

is called the hyper-finite type II1 factor.

Clearly,

tr(A) := (Ωtr |AΩtr)

defines a tracial state on HF.

6.2.11 Conditional expectations

Let N be a unital C∗-sub-algebra of a C∗-algebra M. We assume that the unit
of M is contained in N.

Definition 6.47 We say that E : M → N is N-linear if A ∈ M, B ∈ N implies
E(AB) = E(A)B, E(BA) = BE(A).

We say that E is a conditional expectation if

(1) A ≥ 0 implies E(A) ≥ 0,
(2) E is N-linear,
(3) E(1l) = 1l.

Proposition 6.48 Let ω be a normal tracial faithful state on a W ∗-algebra M.
Then there exists a unique conditional expectation from M with range equal to
N such that ω(A) = ω(E(A)).
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6.3 Tensor products of algebras

Let A,B be algebras. Then A
a l⊗B is naturally an algebra. If in addition A,B are

∗-algebras, then so is A
a l⊗B.

One can define natural tensor products also in the category of C∗- and W ∗-
algebras. The definitions of these constructions are given in this section.

6.3.1 Tensor product of C∗-algebras

Let A,B be C∗-algebras. We choose an arbitrary injective ∗-representation (H, π)
of A and (K, ρ) of B. Then A

a l⊗B has an obvious ∗-representation in B(H⊗K).
It equips A

a l⊗B with a C∗ norm. It can be shown that this norm does not depend
on the representations (H, π) and (K, ρ).

Definition 6.49 The C∗-algebra

A⊗B := (A
a l⊗B)cpl,

is called the minimal C∗-tensor product of A and B.

6.3.2 Tensor product of W ∗-algebras

Let M,N be W ∗-algebras. We choose an arbitrary injective σ-continuous
∗-representation (H, π) of M and (K, ρ) of N. Then M

a l⊗N has an obvious
∗-representation in B(H⊗K). Let X denote the Banach space of linear func-
tionals on M

a l⊗N given by density matrices in B1(H⊗K). One can show that
X does not depend on the choice of representations (H, π) and (K, ρ).

Definition 6.50 We set

M⊗N := X # ,

and call it the W ∗-tensor product of M and N.

Clearly, M
a l⊗N is σ-weakly dense in M⊗N. We extend the multiplication

from M
a l⊗N to M⊗N by the σ-weak continuity. One can check that M⊗N is

a W ∗-algebra.

Remark 6.51 According to our convention, the meaning of ⊗ between two alge-
bras depends on the context. It depends on whether we treat the algebras as C∗-
or W ∗-algebras.

6.4 Modular theory

In this section we give a concise resumé of the modular theory. The modular
theory is one of the most interesting parts of the theory of operator algebras. It
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152 Algebras

sheds light on the structure of general W ∗-algebras. It plays an important role in
applications of operator algebras to quantum statistical physics. Key concepts of
the modular theory include the modular automorphism and conjugation due to
Tomita–Takesaki, KMS states and standard forms introduced by Araki, Connes
and Haagerup.

6.4.1 Standard representations

Let H be a Hilbert space.

Definition 6.52 A self-dual cone H+ is a subset of H with the property

H+ =
{
Φ ∈ H : (Φ|Ψ) ≥ 0, Ψ ∈ H+}.

Let M be a W ∗-algebra.

Definition 6.53 A quadruple (H, π, J,H+) is a standard representation of a
W ∗-algebra M if π : M→ B(H) is a faithful σ-weakly continuous representation,
J is a conjugation on H and H+ is a self-dual cone in H with the following
properties:

(1) Jπ(M)J = π(M)′,
(2) Jπ(A)J = π(A)∗ for A in the center of M,
(3) JΦ = Φ for Φ ∈ H+ ,
(4) π(A)Jπ(A)H+ ⊂ H+ for A ∈M.

Every W ∗-algebra admits a unique (up to unitary equivalence) standard rep-
resentation.

The standard representation has several important properties.

Theorem 6.54 (1) For every σ-weakly continuous state ω on M there exists a
unique vector Ω ∈ H+ such that ω(A) = (Ω|AΩ).

(2) For every ∗-automorphism τ of M there exists a unique U ∈ U(H) such that

π(τ(A)) = Uπ(A)U∗, UH+ ⊂ H+ .

(3) If R � t �→ τ t is a W ∗-dynamics on M, there exists a unique self-adjoint
operator L on H such that

π(τ t(A)) = eitLπ(A)e−itL , eitLH+ ⊂ H+ . (6.6)

Definition 6.55 The operator L that appears in (6.6) is called the standard
Liouvillean of the W ∗ dynamics t �→ τ t .

Definition 6.56 Given a standard representation (H, π, J,H+), we also
have the right representation πr : M→ B(H) given by πr(A) := Jπ(A)J . Note
that πr(M) = π(M)′. We will often write πl for π and call it the left
representation.
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6.4 Modular theory 153

6.4.2 Tomita–Takesaki theory

Let M be a W ∗-algebra, (H, π) a faithful σ-weakly continuous representation of
M and Ω a cyclic and separating vector for π(M).

Definition 6.57 Define the operator S0 with domain π(M)Ω by

S0π(A)Ω := π(A∗)Ω, A ∈M.

One can show that S0 is closable.

Definition 6.58 S is defined as the closure of S0 .

For further reference let us note the following proposition, which follows by
the von Neumann density theorem:

Proposition 6.59 If A ⊂ M is a ∗-algebra weakly dense in M, then {AΩ : A ∈
A} is an essential domain for S.

Definition 6.60 The modular operator Δ and modular conjugation J are
defined by the polar decomposition:

S =: JΔ
1
2 .

Definition 6.61 The natural positive cone is defined by

H+ :=
{
π(A)Jπ(A)Ω : A ∈M

}cl
.

Theorem 6.62 (H, π, J,H+) is a standard representation of M. Given (H, π),
it is the unique standard representation such that Ω ∈ H+ .

6.4.3 KMS states

Let (M, τ) be a W ∗-dynamical system. Consider β > 0 (having the interpretation
of the inverse temperature). Let ω be a normal state on M.

Definition 6.63 ω is called a (τ, β)-KMS state if for all A,B ∈ M there exists
a function FA,B (z) holomorphic in the strip Iβ = {z ∈ C : 0 < Im z < β},
bounded and continuous on its closure, such that the KMS boundary condition
holds:

FA,B (t) = ω
(
Aτt(B)

)
, FA,B (t + iβ) = ω

(
τ t(B)A

)
, t ∈ R. (6.7)

Below we quote a number of properties of KMS states.

Proposition 6.64 (1) One has |FA,B (z)| ≤ ‖A‖‖B‖, uniformly on Icl
β .

(2) A KMS state is τ t-invariant.
(3) Let A be a ∗-algebra weakly dense in M and τ -invariant. If (6.7) holds for

all A,B ∈ A, then it holds for all A,B ∈M.
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Proposition 6.65 A KMS state on a factor is faithful.

Definition 6.66 If M ⊂ B(H) and Φ ∈ H, we say that Φ is a (τ, β)-KMS vector
if (Φ| · Φ) is a (τ, β)-KMS state.

6.4.4 Type I factors: irreducible representation

Definition 6.67 Algebras isomorphic to B(H), where H is a Hilbert space, are
called type I factors.

Such algebras are the most elementary W ∗-algebras. In this and the next
subsection we describe various concepts of the theory of W ∗-algebras as applied
to type I factors.

The space of σ-weakly continuous functionals on B(H) (the pre-dual of B(H))
can be identified with B1(H) (trace-class operators) by the formula

ψ(A) = Tr γA, γ ∈ B1(H), A ∈ B(H). (6.8)

In particular, σ-weakly continuous states are determined by density matrices. A
state given by a density matrix γ is faithful iff Ker γ = {0}.
Proposition 6.68 (1) Every ∗-automorphism of B(H) is of the form

τ(A) = UAU∗ (6.9)

for some U ∈ U(H). If U1 , U2 ∈ U(H) satisfy (6.9), then there exists μ ∈ C
with |μ| = 1 such that U1 = μU2 .

(2) Every W ∗-dynamics R � t �→ τt on B(H) is of the form

τt(A) = eitH Ae−itH (6.10)

for some self-adjoint H. If H1 is another self-adjoint operator satisfying
(6.10), then there exists c ∈ R such that H1 = H + c.

Definition 6.69 In the context of (6.9) we say that U implements τ . In the
context of (6.10) we say that H is a Hamiltonian of {τt}t∈R.

A state given by (6.8) is invariant w.r.t. the W ∗-dynamics (6.10) iff H com-
mutes with γ.

There exists a (β, τ)-KMS state iff Tr e−βH <∞, and then it has the density
matrix e−βH /Tr e−βH .

6.4.5 Type I factors: representation on Hilbert–Schmidt operators

Clearly, the representation of B(H) on H is not in the standard form. To con-
struct a standard form of B(H), consider the Hilbert space of Hilbert–Schmidt
operators on H, denoted B2(H).
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Definition 6.70 We introduce two injective representations:

B(H) � A �→ πl(A) ∈ B
(
B2(H)

)
, πl(A)B := AB, B ∈ B2(H);

B(H) � A �→ πr(A) ∈ B
(
B2(H)

)
, πr(A)B := BA∗, B ∈ B2(H).

(6.11)

We set JHB := B∗, B ∈ B2(H).

With the above notation, JHπl(A)JH = πr(A) and(
B2(H), πl , JH, B2

+(H)
)

is a standard representation of B(H).
If a state on B(H) is given by a density matrix γ ∈ B1

+(H), then its standard
vector representative is γ

1
2 ∈ B2

+(H). If τ ∈ Aut
(
B(H)

)
is implemented by W ∈

U(H), then its standard implementation is πl(W )πr(W ). If the W ∗-dynamics
t �→ τ t has a Hamiltonian H, then its standard Liouvillean is πl(H)− πr(H).

6.5 Non-commutative probability spaces

Throughout the section, R is a W ∗-algebra and ω a normal faithful tracial state
on R.

The two most important examples of such a pair (R, ω) are as follows:

Example 6.71 (1) Let (Q,S, μ) be a set with a σ-algebra and a probability
measure. Then taking R = L∞(Q,μ) and

ω(F ) =
ˆ

Q

Fdμ, F ∈ L∞(Q,μ),

we obtain an example of a W ∗-algebra with a normal tracial state.
(2) The algebra HF with the state tr, described in Subsect. 6.2.10, is another

example.

Recall that the triple (Q,S, μ) of Example 6.71 (1) is called a probability
space. Therefore, some authors call a couple consisting of a W ∗-algebra and a
normal tracial faithful state a non-commutative probability space. In any case,
this section is in many ways analogous to parts of Sect. 5.1, where (commutative)
probability spaces were considered.

6.5.1 Measurable operators

Let us start with an abstract construction of measurable operators.

Definition 6.72 The measure topology on the W ∗-algebra R is given by the
family V (ε, δ) of neighborhoods of 0 defined for ε, δ > 0 as

V (ε, δ) := {A ∈ R : ‖AP‖ < ε, ω(1l− P ) < δ,

for some orthogonal projection P ∈ R}.
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M(R) denotes the completion of R for the measure topology. Elements of M(R)
are called (abstract) measurable operators.

Let us now assume that R is isometrically embedded in B(H).

Definition 6.73 A closed densely defined operator on H is called a (concrete)
measurable operator iff it is affiliated to R and

lim
R→+∞

ω
(
1l[R,+∞[(|A|)

)
= 0.

It can be shown that one can identify M(R) with the set of concrete measur-
able operators on H. Thus M(R) becomes a subset of Cl(H).

Proposition 6.74 Let A,B ∈M(R). Then A + B and AB are closable.
(A + B)cl and (AB)cl belong again to M(R) and do not depend on the rep-
resentation of R.

Using the above proposition, we endow M(R) with the structure of a
∗-algebra. One extends ω to the subset M+(R) of positive operators in M(R)
by setting

ω(A) := lim
ε→0+

ω
(
A(1l + εA)−1) ∈ [0,+∞].

6.5.2 Non-commutative Lp spaces

Definition 6.75 For 1 ≤ p < ∞ one sets

Lp(R, ω) :=
{
A ∈M(R) : ω

(|A|p) <∞} ,

equipped with the norm ‖A‖p := ω
(|A|p)1/p .

For p =∞ one sets L∞(R, ω) := R, and ‖A‖∞ := ‖A‖.
We will often drop ω from Lp(R, ω), where it does not cause confusion. The

spaces Lp(R) are Banach spaces with R as a dense subspace.
Note that if A ∈ L1(R), then M � B �→ ω(AB) ∈ C is a normal functional of

norm ‖A‖1 = ω
(|A|). This defines an isometric identification between L1(R) and

R# , the space of normal functionals on R.
Let (Hω , πω ,Ωω ) be the GNS representation for the state ω. Then L2(R) can

be unitarily identified with the space Hω , as an extension of the map

R � A �→ AΩω ∈ Hω . (6.12)

We have Lq (R) ⊂ Lp(R) if q ≥ p.

Proposition 6.76 (1) For A ∈ Lp(R), 1 ≤ p ≤ ∞, one has ‖A‖p = ‖A∗‖p . In
particular, A �→ A∗ is anti-unitary on L2(R).
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6.5 Non-commutative probability spaces 157

(2) The non-commutative Hölder’s inequality holds: for all 1 ≤ r, p, q ≤ ∞ with
p−1 + q−1 = r−1 , if A ∈ Lp(R), B ∈ Lq (R), then AB ∈ Lr (R) and

‖AB‖r ≤ ‖A‖p‖B‖q . (6.13)

(3) ‖A‖p = sup
{
ω(AB) : B ∈ R, ‖B‖q ≤ 1

}
, p−1 + q−1 = 1, p > 1.

Definition 6.77 An element A of Lp(R) is positive if it is positive as an
unbounded operator on H. We denote by Lp

+(R) the set of positive elements
of Lp(R).

For all 1 ≤ p ≤ ∞, R+ is dense in Lp
+(R) and the sets Lp

+(R) are closed in
Lp(R).

Lemma 6.78 (1) A ∈ R+ iff ω(AB) ≥ 0, B ∈ R+ .
(2) A ∈ Lp

+(R) iff ω(AB) ≥ 0, B ∈ Lq
+(R).

6.5.3 Operators between non-commutative Lp spaces

Let (Ri , ωi), i = 1, 2, be two W ∗-algebras with normal tracial faithful states.

Definition 6.79 T ∈ B
(
L2(R1), L2(R2)

)
is called

(1) positivity preserving if A ≥ 0 ⇒ TA ≥ 0,
(2) hyper-contractive if T is a contraction and there exists p > 2 such that T is

bounded from L2(R1) to Lp(R2).

Using Lemma 6.78 we see as in the commutative case that T is positivity
preserving iff T ∗ is.

Let (R, ω) be a W ∗-algebra with a normal tracial faithful state.

Definition 6.80 T ∈ B
(
L2(R)

)
is called doubly Markovian if it is positivity

preserving and T1l = T ∗1l = 1l.

Theorem 6.81 A doubly Markovian map T extends to a contraction on Lp(R)
for all 1 ≤ p ≤ ∞.

Proof Using that ±T ≤ ‖T‖∞1l and the fact that T is positivity preserving,
we obtain that T is a contraction on L∞(R). Applying Prop. 6.76 (3) and
the above result to T ∗, we see that T is a contraction on L1(R, ω). By the
non-commutative version of Stein’s interpolation theorem (see Prop. 3 of Gross
(1972)), this extends to all 1 < p < ∞. �

6.5.4 Conditional expectations on non-commutative spaces

Let R1 be a W ∗-sub-algebra of R. Let ω1 be the restriction of ω to R1 . Clearly,
Lp(R1 , ω1) injects isometrically into Lp(R, ω).
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158 Algebras

Definition 6.82 Denote by ER1 the orthogonal projection from L2(R, ω) onto
L2(R1 , ω1).

Proposition 6.83 (1) ER1 uniquely extends to a contraction from Lp(R) into
Lp(R1) for all 1 ≤ p ≤ ∞.

(2) ER1 is doubly Markovian.
(3) Let A ∈ Lp(R), B ∈ Lq (R1), p−1 + q−1 = 1. Then

ER1 (AB) = ER1 (A)B, ER1 (BA) = BER1 (A).

(4) ER1 considered as an operator on L∞(R) = R is the unique conditional
expectation onto R1 described in Prop. 6.48, that is, satisfying

ω(A) = ω(E(A)), A ∈ R.

6.6 Notes

A comprehensive reference to operator algebras is the three-volume monograph
of Takesaki. In particular, Takesaki (1979) contains basics and Takesaki (2003)
contains the modular theory. Another useful reference, aimed at applications in
mathematical physics, is the two-volume monograph of Bratteli–Robinson (1987,
1996). In particular, proofs of the properties of KMS states of Subsect. 6.4.2 can
be found in Bratteli–Robinson (1996).

Non-commutative probability spaces are analyzed in Takesaki (2003), following
Segal (1953a,b), Kunze (1958) and Wilde (1974).
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7

Anti-symmetric calculus

In almost every respect there exists a strong analogy between symmetric and
anti-symmetric tensors, between bosons and fermions. It is often convenient to
stress this analogy in terminology and notation.

Symmetric tensors over a vector space can be treated as polynomial functions
on its dual. Such functions can be multiplied, differentiated and integrated, and
we can change their variables.

There exists a similar language in the case of anti-symmetric tensors. It has
been developed mostly by Berezin, hence it is sometimes called the Berezin
calculus. It is often used by physicists, because it allows them to treat bosons
and fermions within the same formalism.

Anti-symmetric calculus has a great appeal – it often allows us to express the
analogy between the bosonic and fermionic cases in an elegant way. On the other
hand, readers who see it for the first time can find it quite confusing and strange.
Therefore, we devote this chapter to a presentation of elements of anti-symmetric
calculus.

Note that the main goal of this chapter is to present a certain intriguing
notation. Essentially no new concepts of independent importance are introduced
here. Therefore, a reader in a hurry can probably skip this chapter on the first
reading.

This chapter can be viewed as a continuation of Chap. 3, and especially of Sect.
3.6. In particular, we will use the anti-symmetric multiplication, differentiation
and the Hodge star introduced already in Chap. 3.

7.1 Basic anti-symmetric calculus

Let Y be a vector space over K of dimension m. Let v denote the generic variable
in Y# and y the generic variable in Y. We remind the reader that Γn

a (Y) denotes
the n-th anti-symmetric tensor power of Y.

7.1.1 Functional notation

Recall from Subsect. 3.5.1 that Ψ ∈ Γn
a (Y) can be considered as a multi-linear

anti-symmetric form

Y# × · · · × Y# � (v1 , . . . , vn ) �→ Ψ(v1 , . . . , vn ) = 〈Ψ|v1 ⊗a · · · ⊗a vn 〉. (7.1)
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160 Anti-symmetric calculus

When we want to stress the meaning of an anti-symmetric tensor as a multi-linear
form, we often write Polna (Y# ) instead of Γn

a (Y).

Definition 7.1 It is convenient to write Ψ(v) for (7.1), where v stands for the
generic name of the variable in Y# and not for an individual element of Y# . We
will call it the functional notation.

(We mentioned this notation already in Subsect. 3.5.1).
Sometimes we will consider a vector space with a different name, and then we

will change the generic name of its dual variable used in the functional notation.
For instance, Φ ∈ Pola(Yi), resp. Ψ ∈ Pola(Y1 ⊕ Y2), in the functional notation
will be written as Φ(vi), resp. Ψ(v1 , v2).

Remark 7.2 Note that the same symbols have a different meaning in (7.1) and
in the functional notation. In (7.1), vi stands for an “individual element of Y# ”.
In the functional notation, vi is the “name of the generic variable”.

7.1.2 Change of variables in anti-symmetric polynomials

Let Y1 ,Y2 be two finite-dimensional vector spaces. As mentioned above, v1 , v2

will denote the generic variables in Y#
1 and Y#

2 .
Consider r ∈ L(Y1 ,Y2) and Ψ ∈ Polna (Y#

1 ). Then Γ(r)Ψ, understood as a
multi-linear functional, acts as

Y# × · · · × Y# � (v1 , . . . , vn ) �→ Γ(r)Ψ(v1 , . . . , vn ) = Ψ(r# v1 , . . . , r
# vn ). (7.2)

Definition 7.3 The functional notation for Γ(r)Ψ is (Γ(r)Ψ)(v2) or, as sug-
gested by (7.2), Ψ(r# v2).

For example, let

j : Y → Y ⊕ Y
y �→ y ⊕ y,

(7.3)

so that j# (v1 , v2) = v1 + v2 . Then the two possible functional notations for Γ(j)Ψ
are (Γ(j)Ψ)(v1 , v2) or Ψ(v1 + v2).

7.1.3 Multiplication and differentiation operators

Definition 7.4 If Ψ1 ,Ψ2 ∈ Γa(Y), then Ψ1 ⊗a Ψ2 will be denoted simply by
Ψ1 ·Ψ2 , if we consider Ψ1 , Ψ2 as elements of Pola(Y# ). The functional notation
will be either Ψ1 ·Ψ2(v) or Ψ1(v)Ψ2(v).

Recall that in Subsect. 3.5.2 we defined multiplication and differentiation oper-
ators. For Ψ ∈ Polna (Y# ) they are given by

y(v)Ψ := y ⊗a Ψ, y ∈ Y,

w(∇v )Ψ := n〈w| ⊗ 1l⊗(n−1)
Y Ψ, w ∈ Y# .
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7.1 Basic anti-symmetric calculus 161

Therefore, v can be given the meaning of a Y# -vector of anti-commuting oper-
ators on Pola(Y# ). Similarly, ∇v is a Y-vector of anti-commuting operators on
Pola(Y# ).

Let (e1 , . . . , em ) be a basis in Y and (e1 , . . . , em ) be the corresponding dual
basis in Y# . The following operator on Pola(Y# ⊕ Y# ) is clearly independent of
the choice of the basis:

v1 · ∇v2 :=
m∑

i=1

ei(v1)ei(∇v2 ).

As an exercise in anti-symmetric calculus, it is instructive to check the follow-
ing analog of Taylor’s formula:

Proposition 7.5 Let Ψ ∈ Pola(Y# ). Then

Ψ(v1 + v2) = ev1 ·∇v 2 Ψ(v2).

Note that (v1 · ∇v2 )
p = 0 for p > dimY, so the exponential is well defined.

Proof of Prop. 7.5. Let

d =
[

0 1l
0 0

]
∈ L(Y ⊕ Y),

j2 =
[

0
1l

]
, j =

[
1l
1l

]
∈ L(Y,Y ⊕ Y).

Then edj2 = j. This implies that Γ(j) = edΓ(d)Γ(j2). If we fix a basis (e1 , . . . , em )

of Y, then d =
m∑

i=1
|ei ⊕ 0〉〈0⊕ ei |. Hence,

dΓ(d) =
m∑

i=1

a∗(ei ⊕ 0)a(0⊕ ei)

=
m∑

i=1

ei(v1)ei(∇v2 ) = v1 · ∇v2 ,

where we have used the functional notation for creation and annihilation
operators:

a∗(ei ⊕ 0) = ei(v1), a(0⊕ ei) = ei(∇v2 ).

But

Γ(j)Ψ(v1 , v2) = Ψ(v1 + v2), Γ(j2)Ψ(v1 , v2) = Ψ(v2). �

7.1.4 Berezin integrals

Recall that in Subsects. 3.5.2 and 3.5.3 we defined the left and right differen-
tiation. Even though it sounds a little strange, the right differentiation will be
renamed as integration.
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162 Anti-symmetric calculus

Let us be more precise. Let Y1 be a subspace of Y of dimension m1 . Its generic
variable will be denoted v1 . Fix a volume form on Y1 , that is, let Ξ1 ∈ Polm 1

a (Y1)
be a non-zero form.

Definition 7.6 The partial right Berezin integral over Y1 of Ψ ∈ Pola(Y# ) is
defined as ˆ

Ψ(v)dv1 := Ξ1(
←−∇v )Ψ(v). (7.4)

Note that (7.4) depends only on (Y/Y1)# � Yan
1 , where the superscript an

stands for the annihilator (see Def. 1.11). Thus the Berezin integral produces an
element of Pola(Yan

1 ).
In particular, if we take a volume form Ξ on Y, i.e. a non-zero element of

Polma (Y), then the right Berezin integral over Yˆ
Ψ(v)dv = 〈Ξ|Ψ〉 (7.5)

yields a number.
Let Y = Y1 ⊕ Y2 . The generic variable on Y# = Y#

1 ⊕ Y#
2 is denoted v =

(v1 , v2). Fix volume forms Ξi ∈ Polmi
a (Yi). Equip Y# with the volume form

Ξ = Ξ2 ∧ Ξ1. The corresponding Berezin integrals are denoted
´ · dvi , and

´ · dv.
Then we have the following version of the Fubini theorem:ˆ

Ψ(v)dv =
ˆ (ˆ

Ψ(v1 , v2)dv1

)
dv2 . (7.6)

Thus, we can omit the parentheses and denote (7.6) by
´ ´

Ψ(v1 , v2)dv1dv2 .

Definition 7.7 Apart from the right Berezin integral one considers the partial
left Berezin integral over Y1 . For Ψ ∈ Polna (Y# ), the left and right integrals are
related to one another byˆ

dv1Ψ(v) = (−1)m 1 n

ˆ
Ψ(v)dv1 .

In particular, we have the left Berezin integral over Y:ˆ
dvΨ(v) = (−1)m

ˆ
Ψ(v)dv.

The following identities are easy to check for Ψ ∈ Pola(Y# ):ˆ
Φ(∇v )Ψ(v)dv = 0, Φ ∈ Pol≥1

a (Y);
ˆ

Ψ(v + w)dv =
ˆ

Ψ(v)dv, w ∈ Y# ;
ˆ

Ψ(mv)dv = (detm)
ˆ

Ψ(v)dv, m ∈ L(Y# ). (7.7)

Remark 7.8 The identities of (7.7) are essentially the same as their analogs
in the case of the usual integral described in (3.50) except for one important
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7.1 Basic anti-symmetric calculus 163

difference: the determinant in the formula for the change of variables has the
opposite power.

This is related to another difference between the Berezin and the usual integral.
In the Berezin integral, such as (7.5), the natural meaning of the symbol dv is
a fixed volume form on Y. In the usual integral, in the analogous situation, its
meaning would be a volume form (or actually the corresponding density) on Y# .

Remark 7.9 In the definition of the Berezin integral it does not matter whether
the space Y is real or complex. However, if we want to have a closer analogy with
the usual integral, we should assume that it is real. In this case, we can allow
Ψ ∈ CPola(Y# ) in (7.4), so that we can integrate complex polynomials.

7.1.5 Berezin calculus in coordinates

So far, our presentation of anti-symmetric calculus has been coordinate-free. In
most of the literature, it is introduced in a different way. One assumes from
the very beginning that coordinates have been chosen and all definitions are
coordinate-dependent. This approach has its advantages; in particular, it is a
convenient way to check various identities. In this subsection we describe the
anti-symmetric calculus in coordinates.

Definition 7.10 v1 , . . . , vm denote symbols satisfying the relations

vivj = −vj vi. (7.8)

They are called Grassmann or anti-commuting variables. If I = {i1 , . . . , ip} with
1 ≤ i1 < · · · < ip ≤ m, we set Π

i∈I
vi := vi1 · · · vip

.

The space of expressions ∑
I⊂{1,...,m}

αI Π
i∈I

vi , αI ∈ K

is an algebra naturally isomorphic to Pola(Km ).

Remark 7.11 Recall that in Remark 7.2 we distinguished two meanings of sym-
bols v1 , v2 . . . . The same symbols are used in Def. 7.10 with a third meaning. They
stand for anti-commuting variables in Km (generators of the algebra Pola(Km )).
The first meaning was as individual vectors in Y# ; see e.g. (7.1) and (7.12). The
second was as the generic variables in Y#

i ; see (7.2).

Definition 7.12 Let I ⊂ {1, . . . , m}. We denote by sgn(I) the signature of
(i1 , . . . , ip , ip+1 , . . . , im ), where

I = {i1 , . . . , ip}, Ic := {1, . . . , m}\{i1 , . . . , ip} = {ip+1 , . . . , im},

with i1 < · · · < ip and ip+1 < · · · < im .
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164 Anti-symmetric calculus

Definition 7.13 The Hodge star operator is defined as

θvi1 · · · vip
:= sgn(I) vim

· · · vim −p + 1 , (7.9)

where {i1 , . . . , im} and sgn(I) are as in Def. 7.12.

Definition 7.14 For i = 1, . . . ,m, vi will denote not only an element of
Pola(Km ), but also the operator of left multiplication by vi acting on Pola(Km ).
These operators clearly satisfy the relations (7.8). We consider also the partial
derivatives ∇vi

satisfying the relations

[∇vi
,∇vi

]+ = 0, [∇vi
, vj ]+ = δij .

The action of the partial derivatives on the variables is given by

∇vi
1 = 0, ∇vi

vj = δij .

We introduce also the Berezin integral w.r.t. the variable vi. Its notation con-
sists of two symbols:

´
and dvi. The rules of manipulating with dvi are

dvidvj = −dvjdvi, dvivj = −vjdvi.

The rules of evaluating the integrals areˆ
dvi = 0,

ˆ
vidvj = δij .

For example, if σ ∈ Sm , then
ˆ

vσ (1) · · · vσ (p)dvm · · · dv1 =
{

0, if p < m,

sgn(σ), if p = m.

Now let Y be a vector space of dimension m. If we fix a basis (e1 , ..., em ) of
Y, we can identify Y and Y# with Km , and hence Pola(Y# ) and Pola(Y) with
Pola(Km ). We see that vi coincide with ei(v), ∇vi

with ei(∇v ), and the Hodge
star defined in (7.9) coincides with the Hodge star defined in Subsect. 3.6.2. If
we use the volume form em ∧ · · · ∧ e1 on Y, thenˆ

Ψ(v)dv =
ˆ

Ψ(v1 , . . . , vm )dvm · · · dv1 ,

ˆ
dvΨ(v) =

ˆ
dvm · · · dv1Ψ(v1 , . . . , vm ).

7.1.6 Differential operators and convolutions

The Hodge star operator transforms differentiation into convolution:

Theorem 7.15 Let Ψ,Φ ∈ Pola(Y# ). Then

(θΨ)(∇v )Φ(v) = (−1)m

ˆ
dwΨ(w)Φ(v + w).
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7.1 Basic anti-symmetric calculus 165

If dimY is even, then the formula simplifies to

(θΨ)(∇v )Φ(v) =
ˆ

Ψ(w)Φ(v + w)dw.

Proof We fix a basis (e1 , . . . , em ) of Y and use the anti-symmetric calculus in
coordinates. Without loss of generality we can assume that Φ(v) = v1 · · · vn and
Ψ(v) =

∏
j∈J

vj . Then, using the notation of Def. 7.12,

Ψ(w)Φ(v + w) =
∑

I⊂{1,...,n}
sgn(I) Π

j∈J
wj Π

i∈I
wi Π

k∈{1,...,n}\I
vk . (7.10)

The Berezin integral ˆ
dwΨ(w)Φ(v + w) (7.11)

is non-zero only if J = {j1 , . . . , jp , n + 1, . . . ,m}. The only term on the r.h.s. of
(7.10) giving a non-zero contribution corresponds to I = {jp+1 , . . . , jn}. We have
´

dwm · · · dw1 sgn(jp+1 , . . . , jn , j1 , . . . , jp , n + 1, . . . , m)

× wj1 · · ·wjp
· wn+1 · · ·wm · wjp + 1 · · ·wjn

vj1 · · · vjp

= (−1)m sgn(jp+1 , . . . , jn , j1 , . . . , jp , n + 1, . . . ,m)

× sgn(j1 , . . . , jp , n + 1, . . . ,m, jp+1 , . . . , jn )vj1 · · · vjp
.

On the other hand, using that

θΨ(y) = sgn(j1 , . . . , jp , n + 1, . . . ,m, jp+1 , . . . , jn )yjn
· · · yjp + 1

and

Φ(v) = sgn(jp+1 , . . . , jn , j1 , . . . , jp , n + 1, . . . ,m) vjp + 1 · · · vjn
· vj1 · · · vjp

,

we get

(θΨ)(∇v )Ψ(v) = sgn(jp+1 , . . . , jn , j1 , . . . , jp , n + 1, . . . ,m)

× sgn(j1 , . . . jp , n + 1, . . . ,m, jp+1 , . . . , jn ) vj1 · · · vjp
.

This proves the first statement of the theorem. If m is even, then the left and
right Berezin integrals coincide, which proves the second statement. �

7.1.7 Anti-symmetric exponential

Definition 7.16 The anti-symmetric exponential of Φ ∈ Pola(Y# ) is defined as

eΦ(v) :=
∞∑

n=0

1
n!

Φn (v).

(Note that the series terminates after a finite number of terms.)
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166 Anti-symmetric calculus

If at least one of the terms Φ1, Φ2 is even, then

eΦ1 +Φ2 (v) = eΦ1 eΦ2 (v).

The following propositions justify the analogy between the Hodge star operator
and the Fourier transform.

Let Y be a vector space equipped with the volume form Ξ. Let us equip Y#

with the volume form Ξdual.

Proposition 7.17 Let Ψ ∈ Pola(Y# ). Then

θΨ(y) = (−1)m

ˆ
dvΨ(v) · ev ·y ,

Ψ(v) = (−1)m

ˆ
dyθΨ(y) · ey ·v .

In particular, if m is even, then

θΨ(y) =
ˆ

Ψ(v) · ev ·ydv,

Ψ(v) =
ˆ

θΨ(y) · ey ·vdy.

Proof We use the anti-symmetric calculus in coordinates and assume that
Ψ(v) = v1 · · · vp . We have

ev ·y = e
∑m

i = 1 vi ·yi =
∑

K⊂{1,...,m}
Π

i∈K
vi · yi.

This yieldsˆ
dvΨ(v)ev ·y =

ˆ
dvm · · · dv1v1 · · · vp · vp+1 · yp+1 · · · vm · ym

=
ˆ

dvm · · · dv1v1 · · · vm ym · · · yp+1 = (−1)m ym · · · yp+1 = θΨ(y).

The second identity can be proved similarly, using that dy = dy1 · · · dym . �

7.1.8 Anti-symmetric Gaussians

Let ζ ∈ Pol2a(Y# ) � La(Y# ,Y).

Definition 7.18 The functional notation for

Y# × Y# � (v1 , v2) �→ v1 ·ζv2 (7.12)

will be either ζ(v) or, more often, v · ζv. The functional notation for eζ will be
either eζ (v) or ev ·ζ v .

The following proposition should be compared to (4.11) and (4.14), the corres-
ponding identities for the usual Gaussians.
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7.2 Operators and anti-symmetric calculus 167

Proposition 7.19 Let Y be a vector space of even dimension equipped with a
volume form. Then

(1)
(
θe

1
2 ζ
)
(y) =

´
ey ·v e

1
2 v ·ζ vdv = Pf(ζ)e

1
2 y ·ζ−1 y .

(2) e
1
2 ∇v ·ζ−1 ∇v Φ(v) = Pf(ζ)−1

´
e

1
2 w ·ζw Φ(v + w)dw, Φ ∈ Pola(Y# ).

(3)
´

e
1
2 v ·ζ vdv = Pf(ζ).

Proof Let us consider ζ as an element of La(Y# ,Y). Let us equip Y with a
Euclidean structure ν compatible with the volume form Ξ and note that ζν is
an anti-self-adjoint operator on Y. Applying Corollary 2.85, we can find a basis
(e1 , . . . , e2m ) of Y such that

ζ =
m∑

i=1

μi (|e2i−1〉〈e2i | − |e2i〉〈e2i−1 |) . (7.13)

Note that

Pf(ζ) =
m

Π
i=1

μi.

We can rewrite (7.13) as

1
2
ζ =

m∑
i=1

ζi,

where ζi = μie2i−1 · e2i . Since ζ2
i = 0 and ζiζj = ζj ζi , we have

e
1
2 ζ =

∑
I⊂{1,...,m}

Π
i∈I

ζi .

Now

θ Π
i∈I

ζi =
(

m

Π
i=1

μi

)
Π

i∈I c
μ−1

i e2i · e2i−1 .

This yields θe
1
2 ζ = Pf(ζ)e

1
2 ζ−1

. By Prop. 7.17, we know that

θe
1
2 ζ (y) =

ˆ
e

1
2 v ·ζ v ev ·ydv. (7.14)

The two exponentials in the integral commute since they are both of even degree,
and the function on the l.h.s. is an even function of y, which proves that (7.14)
equals

´
ey ·v e

1
2 v ·ζ vdv.

(2) follows from (1) and statement (1) of Thm. 7.15 for Ψ(v) = e
1
2 v ·ζ v .

(3) follows from (2) for Φ = 1. �

7.2 Operators and anti-symmetric calculus

Throughout the section X is a vector space with dimX = d. Anti-symmetric
calculus is especially useful in the context of the space X ⊕ X # . This space has
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168 Anti-symmetric calculus

an even dimension and a natural volume form, which is helpful in the context of
anti-symmetric calculus. We will see that the space Pola(X ⊕ X # ) is well suited
to describe linear operators on Γa(X # ) = Pola(X ).

7.2.1 Berezin integral on X ⊕ X #

In Subsect. 1.1.16, and then in Subsect. 3.6.4, we considered symplectic spaces
of the form X # ⊕X and X ⊕ X # . They can be viewed as dual to one another.
The canonical symplectic form on X # ⊕X is denoted by ω. Consequently, the
canonical symplectic form on X ⊕ X # is denoted by ω−1 . The corresponding
Liouville forms are defined as 1

d! ∧d ω, resp. 1
d! ∧d ω−1 . If we choose a volume

form Ξ on X and the volume form Ξdual on X # , then the Liouville volume forms
on both X # ⊕X and X ⊕ X # are Ξdual ∧ Ξ.

The generic variable of X will be denoted by x and of X # by ξ. The cor-
responding Berezin integrals will be denoted by

´ ·dx, resp.
´ ·dξ. Hence the

Berezin integral of Φ ∈ Pola(X ⊕ X # ) w.r.t. the Liouville volume form will be
denoted by ˆ

Φ(x, ξ)dξdx.

If we fix a basis (e1 , . . . , ed) of X and if (e1 , . . . , ed) is the dual basis of X # ,
then the symplectic form ω on X # ⊕X and ω−1 on X ⊕ X # is

d∑
i=1

ei ∧ ei. (7.15)

The volume forms on X , resp. X # are ed ∧ · · · ∧ e1 , resp. e1 ∧ · · · ∧ ed , which,
inside Berezin, integrals, is written as dxd · · · dx1 , resp. dξ1 · · · dξd .

Definition 7.20 We will use the following shorthand functional notation:

x · ξ :=
∑

xiξi =
d∑

i=1

ei(x) · ei(ξ)

= −1
2
(x, ξ)·ω−1(x, ξ),

∇x · ∇ξ := ∇xi · ∇ξi
=

d∑
i=1

ei(∇x) · ei(∇ξ )

=
1
2
(∇x ,∇ξ )·ω(∇x ,∇ξ ),

where we have used various notational conventions to express the same object.

As an application we have the following proposition:

Proposition 7.21

et∇x ·∇ξ Φ(x, ξ) = td
ˆ

et−1 (ξ−ξ ′)·(x−x′)Φ(x′, ξ′)dx′dξ′.
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7.2 Operators and anti-symmetric calculus 169

Proof By (7.15), Pf(ω−1) = 1. Hence the proposition follows from Prop. 7.19
applied to ζ = tω−1 . �

7.2.2 Operators on the space of anti-symmetric polynomials

Let B ∈ L
(
Pola(X )

)
.

Definition 7.22 The Bargmann kernel of B is an element of Pola(X ⊕ X # ),
denoted BBar, obtained from 1√

N !
B 1√

N !
by the following identification:

L
(
Pola(X )

) � Pola(X )⊗ Pola(X )#

� Pola(X )⊗ Pola(X # ) � Pola(X ⊕ X # ). (7.16)

In the first identification we use the identification of L(V) with V ⊗ V# described
in Subsect. 3.1.8. The second involves the identification of Pola(X )# with
Pola(X # ); see (3.4). The third is the exponential law for anti-symmetric ten-
sor algebras; see Subsect. 3.5.4.

Note that BBar is the fermionic analog of the Bargmann kernel of an operator
introduced in Def. 9.51.

Let us compute the Bargmann kernel in a basis. Recall that we have the
following notation: for I = {i1 , . . . , in} ⊂ {1, . . . , d} with i1 < · · · < in ,

eI := ei1 · · · ein
, eI := ein · · · ei1 .

In the functional notation these are written as

eI (ξ) := ei1 (ξ) · · · ein
(ξ), eI (x) := ein (x) · · · ei1 (x).

We saw in Subsect. 3.3.6 that {eI : I ⊂ {1, . . . , d}} is a basis of Pola(X )# , and
{#I!eI : I ⊂ {1, . . . , d}} is the dual basis of Pola(X ). Clearly, B ∈ L

(
Pola(X )

)
can be written in terms of its matrix elements as

B =
∑

I ,J⊂{1,...,d}
BI,J #I!|eI 〉〈eJ |,

for

BI,J = #J !〈eI |BeJ 〉.
Thus

1√
N !

B
1√
N !

=
∑

I ,J⊂{1,...,d}
BI,J

√
#I!|eI 〉〈eJ | 1√

#J !
.

Therefore, the identification (7.16) leads to the formula

BBar(x, ξ) =
∑

I ,J⊂{1,...,d}
BI,J

√
#I!eI (x) · eJ (ξ)

1√
#J !

. (7.17)
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170 Anti-symmetric calculus

Recall that Θk
a denotes the projection onto Polka (X ⊕ X # ) (see Def. 3.24).

Recall also that in Subsect. 3.5.7 we introduced the following notation: if Φ ∈
Pola(X # ), Ψ ∈ Pola(X ), then we write

Ψmod :=
1√
N !

Ψ, Φmod :=
1√
N !

Φ.

Theorem 7.23 (1) Let B ∈ L
(
Pola(X )

)
, 0 ≤ k ≤ d. Then

Tr BΘk
a =

1
(d− k)!

ˆ
(x · ξ)d−kBBar(x, ξ)dxdξ,

Tr B =
ˆ

ex·ξBBar(x, ξ)dxdξ.

(2) Let Φ ∈ Pola(X # ), Ψ ∈ Pola(X ). Then

〈Φ|Θk
a Ψ〉 =

1
(d− k)!

ˆ
(x · ξ)d−kΨmod(x)Φmod(ξ)dxdξ,

〈Φ|Ψ〉 =
ˆ

ex·ξΨmod(x)Φmod(ξ)dxdξ.

Proof Using the basis of X and X # , we can write

1
(d− k)!

(x · ξ)d−k =
∑

#K =d−k

∏
i∈K

ei(x) · ei(ξ).

By (7.17),
1

(d− k)!
(x · ξ)d−kBBar(x, ξ)

=
∑

#K =d−k

∏
i∈K

ei(x) · ei(ξ)
∑
I ,J

BI ,J

√
#I!eI (x) · eJ (ξ)

1√
#J !

. (7.18)

In the integral of (7.18), only the terms of degree (d, d) contribute. Therefore,
we can replace (7.18) by∑

#I=k

∏
i∈I c

ei(x) · ei(ξ)BI,I e
I (x) · eI (ξ).

Since eI · eI =
∏
i∈I

ei(x) · ei(ξ) and
d∏

i=1
ei · ei = ed · · · e1 · e1 · · · ed , we get

1
(d− k)!

ˆ
(x · ξ)d−kBBar(x, ξ)dxdξ =

∑
#I=k

BI ,I

= Tr(BΘk
a ).

This proves the first statement of (1). The second follows by taking the sum over
1 ≤ k ≤ d.

(2) follows from (1) by noting that if B = |Ψ〉〈Φ|, then BBar(x, ξ) = Ψmod(x) ·
Φmod(ξ) and Tr|Ψ〉〈Φ| = 〈Φ|Ψ〉. �
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7.2.3 Integral kernel of an operator

Let B ∈ L
(
Pola(X )

)
. It is easy to see that there exists a unique B(·, ·) ∈

Pola(X ⊕ X ) such that for Ψ ∈ Pola(X )

BΨ(x) =
ˆ

B(x, y)Ψ(y)dy,

where we use y as the generic variable in the second copy of X .

Definition 7.24 We will call B(x, y) the integral kernel of B (w.r.t. the volume
form Ξ).

Clearly, if X is real, the integral kernel introduced in the above definition is
the fermionic analog of the usual integral kernel, such as in Thm. 4.24.

7.2.4 x,∇x-quantization

Definition 7.25 We define the x,∇x -quantization, resp. the ∇x , x-quantization
as the maps

Pola(X ⊕ X # ) � b �→ Opx,∇x (b) ∈ L
(
Pola(X )

)
,

Pola(X ⊕ X # ) � b �→ Op∇x ,x(b) ∈ L
(
Pola(X )

)
,

defined as follows: Let b1 ∈ Pola(X ), b2 ∈ Pola(X # ). Then for b(x, ξ) =
b1(x)b2(ξ) we set

Opx,∇x (b) := b1(x)b2(∇x),

and for b(x, ξ) = b2(ξ)b1(x) we set

Opx,∇x (b) := b2(∇x)b1(x).

We extend the definition to Pola(X ⊕ X # ) by linearity.

If X is real, the (fermionic) ∇x , x- and x,∇x -quantizations introduced above
are parallel to the (bosonic) D,x- and x,D-quantizations discussed in Subsect.
4.3.1. If X is complex, they essentially coincide with the fermionic Wick and
anti-Wick quantizations, which will be discussed in Subsect. 13.3.1.

Theorem 7.26 Assume that d is even.

(1) Let b ∈ Pola(X ⊕ X # ). Then the integral kernels of the quantizations of b are

Opx,∇x (b)(x, y) =
ˆ

b(x, ξ)e(x−y )·ξdξ,

Op∇x ,x(b)(x, y) =
ˆ

b(y, ξ)e(x−y )·ξdξ.
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172 Anti-symmetric calculus

(2) If b+ , b− ∈ Pola(X ⊕ X # ) and Opx,∇x (b+) = Op∇x ,x(b−), then

b+(x, ξ) = e∇x ·∇ξ b−(x, ξ)

=
ˆ

b−(x1 , ξ1)e(ξ−ξ1 )·(x−x1 )dx1dξ1 .

(3) If b1 , b2 ∈ Pola(X ⊕ X # ) and Opx,∇x (b1)Opx,∇x (b2) = Opx,∇x (b), then

b(x, ξ) = e∇x 2 ·∇ξ 1 b1(x1 , ξ1)b2(x2 , ξ2)
∣∣∣
x1 = x2 = x,

ξ1 = ξ2 = ξ

=
ˆ

e(ξ−ξ1 )·(x−x1 )b1(x, ξ1)b2(x1 , ξ)dx1dξ1 .

Proof We will give a proof of (1) for the x,∇x -quantization. We can assume
that b(x, ξ) = b1(x)b2(ξ). Then using Thm. 7.15 and Prop. 7.17, we obtain

b1(x)b2(∇x)Ψ(x) =
ˆ

b1(x)θ−1b2(y)Ψ(x + y)dy

=
ˆ

b1(x)b2(ξ)eξ ·yΨ(x + y)dξdy

=
ˆ

b1(x)b2(ξ)e(x−y )·ξΨ(y)dξdy. �

7.3 Notes

The material of this chapter is based on the work of Berezin (1966, 1983).
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8

Canonical commutation relations

Throughout this chapter (Y, ω) is a pre-symplectic space, that is, Y is a real
vector space equipped with an anti-symmetric form ω. From the point of view of
classical mechanics, Y will have the interpretation of the dual of a phase space,
or, as we will say for brevity, of a dual phase space. Note that for quantum
mechanics dual phase spaces seem more fundamental that phase spaces.

In this chapter we introduce the concept of a representation of the canonical
commutation relations (a CCR representation). According to a naive definition,
a CCR representation is a linear map

Y � y �→ φπ (y) (8.1)

with values in self-adjoint operators on a certain Hilbert space satisfying

[φπ (y1), φπ (y2)] = iy1 ·ωy21l. (8.2)

We will call (8.2) the canonical commutation relations in the Heisenberg form.
They are unfortunately problematic, because one needs to supply them with the
precise meaning of the commutator of unbounded operators on the left hand
side.

Weyl proposed replacing (8.2) with the relations satisfied by the operators
eiφπ (y ) . These operators are bounded, and therefore one does not need to discuss
domain questions. In our definition of CCR representations we will use the canon-
ical commutation relations in the Weyl form (8.4). Under additional regularity
assumptions they imply the CCR in the Heisenberg form.

We will introduce two kinds of CCR representations. The usual definition is
appropriate to describe neutral bosons. In the case of charged bosons a somewhat
different formalism is used, which we introduce under the name “charged CCR
representations”. Charged CCR representations can be viewed as special cases
of (neutral) CCR representations, where the dual phase space Y is complex and
a somewhat different notation is used.

8.1 CCR representations

8.1.1 Definition of a CCR representation

Let H be a Hilbert space. Recall that U(H) denotes the set of unitary operators
on H.
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174 Canonical commutation relations

Definition 8.1 A representation of the canonical commutation relations or a
CCR representation over (Y, ω) in H is a map

Y � y �→Wπ (y) ∈ U(H) (8.3)

satisfying

Wπ (y1)Wπ (y2) = e−
i
2 y1 ·ωy2 Wπ (y1 + y2). (8.4)

Wπ (y) is then called the Weyl operator corresponding to y ∈ Y.

Remark 8.2 The superscript π is an example of the “name” of a given CCR
representation. It is attached to W , which is the generic symbol for “Weyl oper-
ators”. Later on the same superscript will be attached to other generic symbols,
e.g. field operators φ.

Remark 8.3 Sometimes we will call (8.3) neutral CCR representa-
tions, to distinguish them from charged CCR representations introduced in
Def. 8.35.

Proposition 8.4 Consider a CCR representation (8.3). Let y, y1 , y2 ∈ Y,
t1 , t2 ∈ R. Then

Wπ∗(y) = Wπ (−y), Wπ (0) = 1l,

Wπ (t1y)Wπ (t2y) = Wπ
(
(t1 + t2)y

)
,

Wπ (y1)Wπ (y2) = e−iy1 ·ωy2 Wπ (y2)Wπ (y1). (8.5)

Definition 8.5 A CCR representation (8.3) is called regular if

R � t �→Wπ (ty) ∈ U(H) is strongly continuous for any y ∈ Y. (8.6)

8.1.2 CCR representations over a direct sum

CCR representations can be easily tensored with one another:

Proposition 8.6 If

Yi � yi �→ Wi(y) ∈ U(Hi), i = 1, 2, (8.7)

are two CCR representations, then

Y1 ⊕ Y2 � (y1 , y2) �→W 1(y1)⊗W 2(y2) ∈ U(H1 ⊗H2)

is also a CCR representation.

8.1.3 Cyclicity and irreducibility

Consider a CCR representation (8.3). The following concepts are parallel to the
analogous concepts in the representation theory of groups or C∗-algebras:
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8.1 CCR representations 175

Definition 8.7 We say that a subset E ⊂ H is cyclic for (8.3) if Span
{
Wπ (y)Ψ :

Ψ ∈ E , y ∈ Y} is dense in H. We say that Ψ0 ∈ H is cyclic for (8.3) if {Ψ0} is
cyclic for (8.3).

Definition 8.8 We say that the CCR representation (8.3) is irreducible if
the only closed subspaces of H invariant under the Wπ (y) for y ∈ Y are {0}
and H.

Proposition 8.9 (1) A CCR representation is irreducible iff B ∈ B(H) and
[Wπ (y), B] = 0 for all y ∈ Y implies that B is proportional to identity.

(2) In the case of an irreducible representation, all non-zero vectors in H are
cyclic.

8.1.4 Characteristic functions of CCR representations

Definition 8.10 We say that Y � y �→ G(y) ∈ C is a characteristic function if
for α1 , . . . , αn ∈ C, y1 , . . . , yn ∈ Y and n ∈ N we have

n∑
i,j=1

αiαjG(−yi + yj )e
i
2 yi ·ωyj ≥ 0. (8.8)

Note that for any CCR representation y �→W (y) ∈ U(H) and any vector Ψ ∈
H

G(y) := (Ψ|W (y)Ψ) (8.9)

is a characteristic function. We will see that every characteristic function comes
from a certain CCR representation and a cyclic vector, as in (8.9).

Until the end of this subsection we assume that y �→ G(y) is a characteristic
function. Set H0 = cc(Y, C), as in Def. 2.6, that is, H0 is the vector space of
finitely supported functions on Y. Equip it with the sesquilinear form (·|·) defined
by

(δy1 |δy2 ) := e
i
2 y1 ·ωy2 G(−y1 + y2).

It follows from (8.8) that (·|·) is semi-positive definite. Let N be the space of
vectors in ξ ∈ H0 such that (ξ|ξ) = 0. Set H := (H0/N )cpl.

For any y ∈ Y we define a linear operator W0(y) on H0 by

W0(y)δy1 := e
i
2 y ·ωy1 δy1 +y .

The operator W0(y) preserves the form (·|·), hence it preserves N . Therefore, it
defines a linear operator W (y) on H0/N by

W (y)ξ := W0(y)ξ +N , ξ ∈ H0 .

W (y) extends to a unitary operator on H. We set Ψ := δ0 +N .
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176 Canonical commutation relations

Proposition 8.11 Consider the family of operators

Y � y �→ W (y) ∈ U(H) (8.10)

constructed above from a characteristic function y �→ G(y).

(1) (8.10) is a CCR representation, Ψ is a cyclic vector and G(y) = (Ψ|W (y)Ψ).
(2) The following conditions are equivalent:

(i) (8.10) is regular.
(ii) R � t �→ G(y1 + ty2) is continuous for any y1 , y2 ∈ Y.

8.1.5 Intertwining operators

Let

Y � y �→ W 1(y) ∈ U(H1), (8.11)

Y � y �→ W 2(y) ∈ U(H2) (8.12)

be CCR representations over the same pre-symplectic space Y.

Definition 8.12 We say that an operator A ∈ B(H1 ,H2) intertwines (8.11) and
(8.12) iff

AW 1(y) = W 2(y)A, y ∈ Y.

We say that (8.11) and (8.12) are unitarily equivalent if there exists U ∈
U(H1 ,H2) intertwining (8.11) and (8.12).

The proof of the following proposition is essentially identical to the proof of
Thm. 6.29:

Proposition 8.13 If the representations (8.11) and (8.12) are irreducible, then
the set of operators intertwining them is either {0} or {λU : λ ∈ C} for some
U ∈ U(H).

8.1.6 Schrödinger representation

Let X be a finite-dimensional real vector space. Equip X # ⊕X with its canonical
symplectic form. It follows from Thms. 4.28 and 4.29 that the map

X # ⊕X � (η, q) �→ ei(η ·x+q ·D ) ∈ U
(
L2(X )

)
(8.13)

is an irreducible regular CCR representation.

Definition 8.14 (8.13) is called the Schrödinger representation over X # ⊕X .

Conversely let (Y, ω) be a finite-dimensional symplectic space and

Y � y �→ W (y) ∈ U(H) (8.14)
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8.1 CCR representations 177

be a regular CCR representation. By Thm. 1.47, there exists a space X such
that Y can be identified with X # ⊕X as symplectic spaces. Thus we can rewrite
(8.14) as

X # ⊕X � (η, q) �→ W (η, q)

satisfying

W (η1 , q1)W (η2 , q2) = e−
i
2 (η1 ·q2 −η2 ·q1 )W (η1 + η2 , q1 + q2).

The maps

X # � η �→W (η, 0),

X � q �→ W (0, q)

are strongly continuous unitary groups satisfying

W (η, 0)W (0, q) = e−iη ·qW (0, q)W (η, 0).

The following theorem is a corollary to the Stone–von Neumann theorem:

Theorem 8.15 Under the above stated assumptions, there exists a Hilbert space
K and a unitary operator U : L2(X )⊗K → H such that

W (η, q)U = Uei(η ·x+q ·D ) ⊗ 1lK.

The representation is irreducible iff K = C.

Proof It suffices to use Thm. 4.34 and the identities

W (η, q) = e−
i
2 η ·qW (η, 0)W (0, q), ei(η ·x+q ·D ) = e−

i
2 η ·qeiη ·xeiq ·D .

�

The following corollary follows directly from Thm. 4.29 and Prop. 8.13:

Corollary 8.16 Suppose that Y is a finite-dimensional symplectic space. Let
Y � y �→Wi(y) ∈ U(H), i = 1, 2, be two regular irreducible CCR representa-
tions. Then there exists U ∈ U(H1 ,H2), unique up to a phase factor, such that
UW1(y) = W2(y)U .

8.1.7 Weighted Schrödinger representations

Suppose that X is a finite-dimensional vector space with a Lebesgue measure dx.
Fix m ∈ L2

loc(X ) such that m �= 0 a.e.. Define the measure dμ(x) = |m|2(x)dx.
Then

L2(X ,dμ) � Ψ �→ UΨ := mΨ ∈ L2(X ,dx)

is a unitary operator. If in addition m ∈ L2(X ), then U1 = m.
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178 Canonical commutation relations

The following theorem is obvious:

Theorem 8.17

X ∗ ⊕X � (η, q) �→ U∗eiη ·x+iq ·D U

= eiη ·x+iq ·D+m−1 (x)q ·∇m (x) ∈ U
(
L2(X ,dμ)

)
is a regular irreducible CCR representation.

Remark 8.18 If V (x) := 1
2 m−1(x)Δm(x) is sufficiently regular, then we can

define the Schrödinger operator H := − 1
2 Δ + V (x). If m ∈ L2(X ), then we have

Hm = 0.
The operator H in the L2(X ,dμ) representation looks like

U∗HU = −1
2
Δ−m−1(x)∇m(x)·∇.

It is called the Dirichlet form corresponding to H. If m ∈ L2(X ), then 1 is its
eigenstate with the eigenvalue 0.

8.1.8 Examples of non-regular CCR representations

In most applications to quantum physics, CCR representations are regular. How-
ever, non-regular representations are also useful. In this subsection we describe
a couple of examples of non-regular CCR representations.

Recall that, for a set I, l2(I) denotes the Hilbert space of square summable
families of complex numbers indexed by I.

Example 8.19 Consider the Hilbert space l2(Y) and the following operators:

W d(y)f(x) := e−
i
2 y ·ωxf(x + y). (8.15)

Then

Y � y �→W d(y) ∈ U
(
l2(Y)

)
(8.16)

is a CCR representation.
Note that R � t �→ W d(ty) is not strongly continuous for non-zero y ∈ Y.

Hence (8.16) is non-regular.

Example 8.20 Let X be a real vector space (of any dimension). Recall that
X # ⊕X is naturally a symplectic space. On l2(X ) define the following operators:

V (η)f(x) := eiη ·xf(x), η ∈ X # ;

T (q)f(x) := f(x− q), q ∈ X .

Then

X # ⊕X � (η, q) �→ V (η)T (q)e
i
2 η ·q ∈ U

(
l2(X )

)
(8.17)

is a CCR representation.
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8.1 CCR representations 179

Note that R � t �→ T (tq) is not strongly continuous for non-zero q ∈ X . Hence
(8.17) is non-regular.

8.1.9 Bogoliubov transformations

Let

Y � y �→W (y) ∈ U(H) (8.18)

be a CCR representation.
Recall that Y# denotes the space of linear functionals on Y, and Sp(Y) the

group of symplectic transformations of Y. Let v ∈ Y# , r ∈ Sp(Y). Clearly, the
map

Y � y �→Wv,r (y) := eiv ·yW (ry) ∈ U(H) (8.19)

is a CCR representation.

Definition 8.21 (8.19) can be called the Bogoliubov transformation of (8.18)
by (v, r). Alternatively, if r = 1l, it can be called the Bogoliubov translation by
v or, if v = 0, the Bogoliubov rotation by r.

The pairs (v, r) that appear in (8.19) are naturally interpreted as elements
of the group Y# � Sp(Y), the semi-direct product of Y# and Sp(Y), with the
product given by

(v2 , r2)(v1 , r1) := (r#
1 v2 + v1 , r2r1).

Note that Y# � Sp(Y) can be viewed as a subgroup of the affine group Y# �
Sp(Y# ) = ASp(Y# ), with the homomorphic embedding

Y# � Sp(Y) � (v, r) �→ (r# −1v, r# −1) ∈ ASp(Y# ).

Proposition 8.22 (1) If (v1 , r1), (v2 , r2) ∈ Y# � Sp(Y), then(
W (v1 ,r1 ))(v2 ,r2 )(y) = W (v1 ,r1 )(v2 ,r2 )(y).

(2) The set of (v, r) ∈ Y# � Sp(Y) such that (8.19) is unitarily equivalent to
(8.18) is a subgroup of Y# � Sp(Y) containing ωY � {1l} ⊂ Y# � {1l}.

(3) (8.19) is regular iff (8.18) is.
(4) (8.19) is irreducible iff (8.18) is.

Proof To see that for v ∈ ωY (8.19) and (8.18) are equivalent, we note

Wv,1l(y) = W (ω−1v)W (y)W (−ω−1v). �

Proposition 8.23 Let Y be finite-dimensional and ω symplectic. Then

(1) (8.18) and (8.19) are unitarily equivalent for any (v, r) ∈ Y# � Sp(Y).
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180 Canonical commutation relations

(2) Let Op(·) and Op(v ,r)(·) denote the Weyl quantization w.r.t. (8.18) and
(8.19) respectively. (See (8.42) later on for the definition of the Weyl quan-
tization.) For b ∈ S ′

(Y# ), set

bv,r (w) = b(r# w + v), w ∈ Y# .

Then Op(v ,r)(b) = Op
(
b(v ,r)

)
.

8.2 Field operators

Throughout the section, (Y, ω) is a pre-symplectic space and we are given a
regular CCR representation

Y � y �→ Wπ (y) ∈ U(H). (8.20)

8.2.1 Definition of field operators

By regularity and (8.6), R � t �→Wπ (ty) is a strongly continuous unitary group.
By Stone’s theorem, for any y ∈ Y, we can define its self-adjoint generator

φπ (y) := −i
d
dt

Wπ (ty)
∣∣
t=0 .

In other words, eiφπ (y ) = Wπ (y).

Definition 8.24 φπ (y) will be called the field operator corresponding to y ∈ Y.
(Sometimes the name Segal field operator is used.)

Theorem 8.25 Let y, y1 , y2 ∈ Y.

(1) Wπ (y) leaves invariant Dom φπ (y1) and

[φπ (y),Wπ (y1)] = y1 ·ωy Wπ (y1). (8.21)

(2) φπ (ty) = tφπ (y), t ∈ R.
(3) One has Dom φπ (y1) ∩Dom φπ (y2) ⊂ Dom φπ (y1 + y2) and

φπ (y1 + y2) = φπ (y1) + φπ (y2), on Dom φπ (y1) ∩Dom φπ (y2). (8.22)

(4) In the sense of quadratic forms on Dom φπ (y1) ∩Dom φπ (y2), we have

[φπ (y1), φπ (y2)] = iy1 ·ωy21l. (8.23)

Proof (8.21) follows immediately from differentiating in t the identity

Wπ (ty)Wπ (y1) = Wπ (y1)Wπ (ty)e−ity ·ωy1 .
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8.2 Field operators 181

To obtain (8.22), we note that, for Ψ ∈ Dom φπ (y1) ∩Dom φπ (y2),

t−1(Wπ (t(y1 + y2))− 1l
)
Ψ = e−

i
2 t2 y1 ·ωy2 Wπ (ty1)t−1(Wπ (ty2)− 1l

)
Ψ

+ e−
i
2 t2 y1 ·ωy2 t−1(Wπ (ty1)− 1l

)
Ψ

+ t−1(e− i
2 t2 y1 ·ωy2 − 1l

)
Ψ

→
t→0

iφ(y2)Ψ + iφ(y1)Ψ.

By differentiating the identity(
Wπ (t1y1)Ψ1 |Wπ (t2y2)Ψ2

)
= e−it1 t2 y1 ·ωy2

(
Wπ (t2y2)Ψ1 |Wπ (t1y1)Ψ2

)
w.r.t. t1 and t2 , and setting t1 = t2 = 0, we obtain (8.23). �

Sometimes it is convenient to introduce CCR representations with help of
field operators, as described in the following proposition. We recall that Clh(H)
denotes the set of self-adjoint operators on H.

Proposition 8.26 Let Y � y �→ φπ (y) ∈ Clh(H) be a map such that

(1) φπ (ty) = tφπ (y), t ∈ R;
(2) eiφπ (y1 )eiφπ (y2 ) = e−

i
2 y1 ·ωy2 eiφπ (y1 +y2 ), y1 , y2 ∈ Y.

Then Y � y �→Wπ (y) := eiφπ (y ) is a regular CCR representation, and φπ (y) are
the corresponding Segal field operators.

Remark 8.27 Let X ⊂ Y be an isotropic subspace. Then the field operators
φπ (q) with q ∈ X commute with one another. Hence

φπ (q), q ∈ X ,

is an X # -vector of commuting self-adjoint operators (see Def. 2.77). If f is a
cylindrical Borel function on X # , then the operator f(φπ ) is well defined by the
functional calculus.

8.2.2 Common domain of field operators

Definition 8.28 The Schwartz space for the CCR representation (8.20) is
defined as the intersection of Dom φπ (y1) · · ·φπ (yn ) for y1 , . . . , yn ∈ Y. It is
denoted H∞,π and has the structure of a topological vector space with semi-norms
‖φπ (y1) · · ·φπ (yn )Ψ‖.

Clearly, polynomials in φπ (y) act as operators on H∞,π .

Theorem 8.29 Let Y be finite-dimensional. Then

(1) H∞,π is dense in H.
(2) If ω = 0, then H∞,π coincides with the space of C∞ vectors for the vector of

commuting self-adjoint operators φπ .
(3) If ω is non-degenerate, then Ψ ∈ H∞,π iff the function Y � y �→ (Ψ|Wπ (y)Ψ)

belongs to S(Y).
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182 Canonical commutation relations

(4) If Y = X # ⊕X and (8.20) is the Schrödinger representation in L2(X ), then
H∞,π equals S(X ).

Proof (2) is obvious. (3) follows from Thms. 8.15 and 4.30. (4) follows from
Thm. 4.15.

Let us prove (1). Set Y0 = Ker ω. Let Y1 ⊂ Y be a complementary space to
Y0 . Y1 is symplectic, hence we can assume that, for some space X , Y1 = X # ⊕X
with the canonical symplectic form. By Thm. 8.15, there exists a unitary map
U : L2(X )⊗K → H such that

Wπ (y1) = UW (y1)⊗ 1lKU∗, y1 ∈ Y1 ,

where W (y) denote the Weyl operators in the Schrödinger representation. Now
we know from (3) that U S(X )

a l⊗K is contained in the Schwartz space for Y1 �
y1 �→Wπ (y1).

Using that Y0 and Y1 are orthogonal for ω and Thm. 4.29, we obtain that
U∗Wπ (y0)U = 1l⊗Wπ0 (y0) for y0 ∈ Y0 , where Y0 � y0 �→ Wπ0 (y0) ∈ U(K) is a
CCR representation. By (2), the corresponding Schwartz space K∞,π0 is dense
in K. Thus U S(X )

a l⊗K∞,π0 ⊂ H∞,π is dense in H. �

If Y has an arbitrary dimension, then Thm. 8.29 is still useful, because it can
be applied to finite-dimensional subspaces of Y. In particular, Thm. 8.29 implies
that for an arbitrary symplectic space Y, the spaces Dom φπ (y1) ∩Dom φπ (y2)
considered in Thm. 8.25 are dense in H.

8.2.3 Non-self-adjoint fields

As in Subsect. 1.3.5, we can equip CY with the anti-symmetric form ωC.

Definition 8.30 For w = y1 + iy2 , y1 , y2 ∈ Y, we define the field operator

φπ (w) := φπ (y1) + iφπ (y2) with domain Dom φπ (y1) ∩Dom φπ (y2).

Proposition 8.31 (1) For w = y1 + iy2 , y1 , y2 ∈ Y,

φπ (w) is closed on Dom φπ (y1) ∩Dom φπ (y2).

(2) For w1 , w2 ∈ CY, λ1 , λ2 ∈ C,

φπ (λ1w1 + λ2w2) = λ1φ
π (w1) + λ2φ

π (w2) on Dom φπ (w1) ∩Dom φπ (w2).

(3) For w1 , w2 ∈ CY,

[φπ (w1), φπ (w2)] = iw1 ·ωCw21l as a quadratic form on

Dom φπ (w1) ∩ Dom φπ (w2).

Proof By Thm. 8.25, we have, for Ψ ∈ Dom φπ (y1) ∩Dom φπ (y2),

‖φπ (y1 + iy2)Ψ‖2 = ‖φπ (y1)Ψ‖2 + ‖φπ (y2)Ψ‖2 − y1 ·ωy2‖Ψ‖2 . (8.24)
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8.2 Field operators 183

We know that φπ (y1) and φπ (y2) are self-adjoint, hence closed. Therefore,
Dom φπ (y1) and Domφπ (y2) are complete in the graph norms. Hence so is
Dom φπ (y1) ∩ Dom φπ (y2) in the intersection norm. This proves (1). (2) is imme-
diate and (3) follows immediately from Thm. 8.25 (4). �

8.2.4 CCR over a Kähler space

In this subsection we assume that ω is symplectic. We fix a CCR representation
(8.20). We use the notation and results of Subsects. 1.3.6, 1.3.8 and 1.3.9.

The following proposition shows that choosing a sufficiently large subspace of
commuting field operators that annihilate a certain vector is equivalent to fixing
a Kähler structure in (Y, ω).

Proposition 8.32 Suppose that Z is a complex subspace of CY such that

(1) CY = Z ⊕ Z,
(2) z1 , z2 ∈ Z implies φπ (z1)φπ (z2) = φπ (z2)φπ (z1) (or, equivalently, Z is

isotropic for ωC).

Then there exists a unique pseudo-Kähler anti-involution j on (Y, ω) such that

Z = {y − ijy : y ∈ Y}. (8.25)

If in addition
(3) there exists a non-zero Ω ∈ H such that Ω ∈ Dom φπ (z) and φπ (z)Ω = 0,
z ∈ Z, then j is Kähler.

Proof By (1), each y ∈ Y can be written uniquely as y = zy + zy . Clearly, zy

depends linearly on y. We have i(2zy − y) = i(2zy − y). Hence jy := i(2zy − y)
defines j ∈ L(Y), and (8.25) is true.

(2) implies

0 = (y1 + ijy1)·ωC(y2 + ijy2)

= y1 ·ωy2 − (jy1)·ω(jy2) + i
(
(jy1)·ωy2 + y1 ·ωjy2

)
.

Hence

y1 ·ωy2 − (jy1)·ω(jy2) = (jy1)·ωy2 + y1 ·ωjy2 = 0,

which shows that j is symplectic and infinitesimally symplectic, hence pseudo-
Kähler.

Then we compute using (3):

0 = ‖φ(y + ijy)Ω‖2

=
(
Ω|φπ (y)2Ω

)
+
(
Ω|φπ (jy)2Ω

)− i
(
Ω|[φπ (jy), φπ (y)]Ω

) ≥ −y·ωjy. �
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184 Canonical commutation relations

Motivated in part by the above proposition, let us fix j, a pseudo-Kähler anti-
involution on (Y, ω). Recall that the space Z given by (8.25) is called the holo-
morphic subspace of CY (see Subsect. 1.3.6).

Definition 8.33 We define the (abstract) creation and annihilation operators
associated with j by

aπ∗(z) := φπ (z), aπ (z) := φπ (z), z ∈ Z.

By Prop. 8.31, if z = y − ijy ∈ Z, then aπ (z) = φπ (y) + iφπ (jy), aπ∗(z) =
φπ (y)− iφπ (jy) are closed operators on Dom φπ (y) ∩Dom φπ (jy).

Proposition 8.34 (1) One has φπ (z, z) = aπ∗(z) + aπ (z), z ∈ Z.
(2)

[aπ∗(z1), aπ∗(z2)] = 0, [aπ (z1), aπ (z2)] = 0,

[aπ (z1), aπ∗(z2)] = z1 · z21l, z1 , z2 ∈ Z.

Proof (1) is immediate, since (z, z) = (z, 0) + (0, z). The first line of (2) follows
from the fact that Z, Z are isotropic for ωC (see Subsect. 1.3.9). To prove the
second line we write

[aπ (z1), aπ∗(z2)] = [φπ (z1), φπ (z2)] = iz1 ·ωCz21l

= −iz1 · jCz21l = z1 · z21l,

using Subsect. 1.3.9 and the fact that jCz2 = iz2 , since z2 ∈ Z. �

Note that in the case of a Fock representation, considered in Chap. 9, the space
Y has a natural Kähler structure. The abstract creation and annihilation opera-
tors defined in Def. 8.33 coincide then with the usual creation and annihilation
operators.

If the space Y is equipped with a charge 1 symmetry, then we have a natural
pseudo-Kähler structure (see Subsect. 1.3.11). The corresponding creation and
annihilation operators are then called charged field operators. However, in this
case we prefer to use a slightly different formalism, which is described in the next
subsection.

8.2.5 Charged CCR representations

CCR representations, as defined in Def. 8.1, are used mainly to describe neutral
bosons. Therefore, sometimes we will call them neutral CCR representations.
In the context of charged bosons one uses another formalism described in the
following definition.

Definition 8.35 Let (Y, ω) be a charged pre-symplectic space, that is, a complex
vector space equipped with an anti-Hermitian form denoted (y1 |ωy2), y1 , y2 ∈ Y
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8.2 Field operators 185

(see Subsect. 1.2.11). Let H be a Hilbert space. We say that a map

Y � y �→ ψπ (y) ∈ Cl(H)

is a charged CCR representation if there exists a regular CCR representation of
(YR,Re (·|ω·))

Y � y �→ Wπ (y) = eiφπ (y ) ∈ U(H) (8.26)

such that

ψπ (y) =
1√
2
(φπ (y) + iφπ (iy)), y ∈ Y.

Proposition 8.36 Suppose that Y � y �→ ψπ (y) is a charged CCR representa-
tion. Let y, y1 , y2 ∈ Y. We have:

(1) ψπ (λy) = λψπ (y), λ ∈ C.
(2) On Dom ψπ (y1) ∩Dom ψπ (y2) we have ψπ (y1 + y2) = ψπ (y1) + ψπ (y2).
(3) In the sense of quadratic forms, we have the identities

[ψπ∗(y1), ψπ∗(y2)] = [ψπ (y1), ψπ (y2)] = 0,

[ψπ (y1), ψπ∗(y2)] = i(y1 |ωy2)1l.

By definition, a charged CCR representation determines the neutral CCR rep-
resentation (8.26) on the symplectic space (YR,Re(·|ω·)) with the fields given by

φπ (y) :=
1√
2

(ψπ (y) + ψπ∗(y)) , y ∈ Y. (8.27)

In addition, (YR,Re(·|ω·)) is equipped with a charge 1 symmetry

U(1) � θ �→ eiθ ∈ Sp(YR).

Conversely, charged CCR representations arise when the underlying symplectic
space of a (neutral) CCR representation is equipped with a charge 1 symmetry.
Let us make this precise. Suppose that (Y, ω) is a symplectic space and

Y � y �→ eiφ(y ) ∈ U(H)

is a regular neutral CCR representation. Suppose that

U(1) � θ �→ uθ = cos θ1l + sin θjch ∈ Sp(Y)

is a charge 1 symmetry. We know from Prop. 1.94 (2) that jch is a pseudo-Kähler
anti-involution. Set

ψπ (y) =
1√
2
(φπ (y) + iφπ (jchy)), ψπ∗(y) =

1√
2
(φπ (y)− iφπ (jchy)), y ∈ Y.
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186 Canonical commutation relations

Then we obtain a charged CCR representation over YC with the complex struc-
ture given by jch and the anti-Hermitian form

(y1 |ωy2) := y1 ·ωy2 − iy1 ·ωjchy2 , y1 , y2 ∈ Y.

We can look at this construction as follows. By the standard procedure
described in the previous subsection, we introduce the holomorphic subspace
for jch , that is,

Zch := {y − ijchy : y ∈ Y} ⊂ CY.

Introduce the creation and annihilation operators associated with jch :

aπ
ch(z) := φπ (z) , aπ∗

ch (z) := φπ∗ (z) , z ∈ Zch .

We have a natural identification of the space Zch with Y:

Y � y �→ z =
1√
2
(1l− ijch)y ∈ Zch . (8.28)

Then

ψπ (y) := aπ
ch(z), ψπ∗(y) := aπ∗

ch (z).

8.2.6 CCR over a symplectic space with conjugation

Let X be a real vector space. Let V be a subspace of X # . Consider the space
V ⊕ X equipped with its canonical pre-symplectic form ω. Clearly, it is also
equipped with a conjugation

τ(η, q) = (η,−q), (η, q) ∈ V ⊕ X .

Let

V ⊕ X � (η, q) �→ eiφπ (η ,q) ∈ U(H)

be a regular CCR representation.

Definition 8.37 The (abstract) position and momentum operators are X - and
X # -vectors of commuting self-adjoint operators defined by

η · xπ := φπ (η, 0), η ∈ V;

q ·Dπ := φπ (0, q), q ∈ X .

A natural conjugation on the symplectic space Y is available in the case of the
Schrödinger representation. In this case the operators defined in Def. 8.37 are
the usual momentum and position operators.

Recall that for the Schrödinger representation the symplectic space is finite-
dimensional. One often considers a conjugation on an infinite-dimensional sym-
plectic space. This is the case for the real-wave representation (see Sect. 9.3),
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8.2 Field operators 187

which to some extent can be viewed as a generalization of the Schrödinger
representation to infinite dimensions. However, besides a conjugation, the real-
wave representation requires an additional structure: Y needs to be a Kähler
space. CCR relations over a Kähler space with a conjugation are discussed in
the following subsection.

8.2.7 CCR over a Kähler space with conjugation

Suppose that X is a real Hilbert space and c > 0 is an operator on X . Set

Y := (2c)−
1
2 X ⊕ (2c)

1
2 X ,

which is a symplectic space with a conjugation. (Note that (2c)−
1
2 X can be

viewed as the space dual to (2c)
1
2 X ). Consider a regular CCR representation

(2c)−
1
2 X ⊕ (2c)

1
2 X � (η, q) �→ eiφπ (η ,q) ∈ U(H).

Let xπ and Dπ be the position and momentum operators introduced in Def. 8.37.
We introduce the following definition:

Definition 8.38 For w ∈ Cc−
1
2 X we define Schrödinger-type creation and anni-

hilation operators

aπ∗
sch(w) :=

1
2
w · xπ − icw ·Dπ , aπ

sch(w) :=
1
2
w · xπ + icw ·Dπ .

By Subsect. 8.2.3, aπ
sch(w) and aπ∗

sch(w) are closed and the adjoints of each
other on their natural domains.

Proposition 8.39 (1) For η ∈ C(2c)−
1
2 X , q ∈ C(2c)

1
2 X , we have

η · xπ = aπ∗
sch(η) + aπ

sch(η), q ·Dπ =
1
2i
(
aπ

sch(c−1q)− aπ∗
sch(c−1q)

)
. (8.29)

(2) For w1 , w2 ∈ CX ,[
aπ

sch(w1), aπ∗
sch(w2)

]
= w1 · cw21l,[

aπ
sch(w1), aπ

sch(w2)
]

=
[
aπ∗

sch(w1), aπ∗
sch(w2)

]
= 0.

(8.30)

It is easy to interpret Schrödinger-type creation and annihilation operators in
terms of an appropriate Kähler structure on Y with a conjugation, following the
terminology of Subsect. 1.3.10. Let us equip Y = (2c)−

1
2 X ⊕ (2c)

1
2 X with the

anti-involution

j :=
[

0 −(2c)−1

2c 0

]
.

Clearly, the pair j, ω is Kähler. The corresponding scalar product of (ηi, qi) ∈ Y,
i = 1, 2, is

(η1 , q1) · (η2 , q2) = η1 ·2cη2 + q1 ·(2c)−1q2 . (8.31)
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188 Canonical commutation relations

Let us consider the map

Cc−
1
2 X � w �→ z :=

1l− ij
2

(w, 0) =
(1

2
w,−icw

)
∈ CY. (8.32)

(8.32) is unitary onto Z, the holomorphic subspace of CY associated with j. Then
we have

aπ
sch(w) = aπ (z), aπ∗

sch(w) = aπ∗(z),

where aπ∗(z), resp. aπ (z), are the creation, resp. annihilation operators associ-
ated with the anti-involution j, as in Subsect. 8.2.4.

In what follows we drop the superscript π. A standard choice of c is c = 1l, for
which

j =
[

0 − 1
2 1l

21l 0

]
,

and leads to the formulas

a∗
sch(w) =

1
2
w · x− iw ·D, asch(w) =

1
2
w · x + iw ·D,

w · x = a∗
sch(w) + asch(w), w ·D =

1
2i

(−a∗
sch(w) + asch(w)), w ∈ CX .

This choice is the most convenient in the context of the real-wave representation,
which will be described later.

In another choice, which is often found in the literature, one takes c = 1
2 1l

and multiplies asch(w) and a∗
sch(w) by

√
2 to keep the commutation relation

[asch(w1), a∗
sch(w2)] = w1 · w2 , which leads to the formulas

a∗
sch(w) =

1√
2
w · x− i√

2
w ·D, asch(w) =

1√
2
w · x +

i√
2
w ·D,

w · x =
1√
2

(
a∗

sch(w) + asch(w)
)
, w ·D =

1
i
√

2

(−a∗
sch(w) + asch(w)

)
, w ∈ CX .

This choice is more symmetric, but leads to the appearance of ugly square roots
of 2; therefore we will not use it.

8.3 CCR algebras

In some approaches to quantum physics the initial step consists in choosing a
∗-algebra, usually a C∗- or W ∗-algebra, which is supposed to describe observables
of a system. Only after choosing a state (or a family of states) and making the
corresponding GNS construction, we obtain a representation of this ∗-algebra
in a Hilbert space. This philosophy allows us to study a quantum system in a
representation-independent fashion.

Many authors try to apply this approach to bosonic systems. This raises the
question whether one can associate with a given pre-symplectic space (Y, ω)
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8.3 CCR algebras 189

a natural and useful ∗-algebra describing the canonical commutation relations
over Y.

The analogous question has a rather satisfactory answer in the fermionic case.
In particular, there exists an obvious choice of a C∗-algebra describing the CAR
over a given Euclidean space. It turns out, however, that in the bosonic case
the situation is much more complicated, since for a given pre-symplectic space
several natural choices of CCR algebra are possible.

This question is discussed in this section. Throughout this section, (Y, ω) is
a pre-symplectic space and we discuss various ∗-algebras associated with Y. We
will see that each choice has its drawbacks. In the literature, the most popular
choice seems to be the Weyl CCR algebra, which we discuss in Subsect. 8.3.5.
One can, however, argue that, at least in the case of regular representations, it is
more natural to use what we call the regular CCR algebra discussed in Subsect.
8.3.4. Some authors prefer to use the polynomial CCR algebra, discussed in
Subsect. 8.3.1, which is purely algebraic and is not a C∗-algebra.

Unfortunately, the C∗-algebraic approach to bosonic systems has some serious
problems. Many authors apply it in the case of free dynamics (given by Bogoliu-
bov automorphisms). In the case of physically interesting interacting dynamics,
the C∗-algebraic approach is not easy to apply. In fact, in the case of bosonic
systems with infinite-dimensional phase spaces it is usually difficult to find a
natural C∗-algebra preserved by a non-trivial dynamics. Sometimes, in such a
case one can apply W ∗-algebras, which we do not discuss here.

In the approach to canonical commutation relations discussed in this book, the
central role is played by CCR representations, as defined in Def. 8.1. We view
various CCR algebras introduced in this section more as academic curiosities
than as basic tools. Therefore, the reader in a hurry may skip this section on the
first reading.

8.3.1 Polynomial CCR ∗-algebras
In this subsection we discuss the polynomial CCR ∗-algebra over Y. Note that for
non-zero ω we cannot represent CCRpol(Y) as an algebra of bounded operators
on a Hilbert space. The usefulness of this ∗-algebra for rigorous mathematical
physics is rather limited.

Definition 8.40 The polynomial CCR ∗-algebra over Y, denoted by CCRpol(Y),
is defined to be the unital complex ∗-algebra generated by elements φ(y), y ∈ Y,
with relations

φ(λy) = λφ(y), λ ∈ R, φ(y1 + y2) = φ(y1) + φ(y2),

φ∗(y) = φ(y), φ(y1)φ(y2)− φ(y2)φ(y1) = iy1 ·ωy21l.

Let us describe basic properties of CCRpol(Y).
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190 Canonical commutation relations

Proposition 8.41 (1) Let r ∈ ASp(Y). Then there exists a unique ∗-
isomorphism r̂ : CCRpol(Y) → CCRpol(Y) such that r̂(φ(y)) = φ(ry), y ∈ Y.

(2) Let Y1 be a subspace of Y. Then CCRpol(Y1) is naturally embedded in
CCRpol(Y), such that, for y ∈ Y1 , φ(y) in the sense of CCRpol(Y1) coin-
cide with φ(y) in the sense of CCRpol(Y). If moreover Y1 �= Y, then
CCRpol(Y1) �= CCRpol(Y).

Definition 8.42 r̂ defined in Prop. 8.41 is called the Bogoliubov automorphism
of CCRpol(Y) corresponding to r.

Proposition 8.43 Let H be a Hilbert space and let Y � y �→ eiφπ (y ) ∈ U(H) be
a regular CCR representation. Recall that H∞,π denotes the Schwartz space for a
given regular CCR representation, and was defined in Def. 8.28. Then there exists
a unique ∗-representation π : CCRpol(Y) → L(H∞,π ) such that π(φ(y)) = φπ (y).

8.3.2 Stone–von Neumann CCR algebras

In this subsection we always assume that (Y, ω) is a finite-dimensional pre-
symplectic space. We set Y0 := Ker ω ⊂ Y. In this case there exists a natural
candidate for a CCR algebra suggested by the Stone–von Neumann theorem
(Thm. 8.15), which implies the following proposition:

Proposition 8.44 (1) Let Mi ⊂ B(Hi), i = 1, 2, be von Neumann algebras with
distinguished unitary elements Wi(y) depending σ-weakly continuously on
y ∈ Y. Let Zi be the centers of Mi. Assume that

(i) Wi(y1)Wi(y2) = e−
i
2 y1 ·ωy2 Wi(y1 + y2), y1 , y2 ∈ Y;

(ii) Span
{
Wi(y) : y ∈ Y} is σ-weakly dense in Mi;

(iii) Zi are ∗-isomorphic to L∞(Y#
0 );

(iv) M′
i = Zi.

Then there exists a unique σ-weakly continuous ∗-isomorphism ρ : M1 → M2

such that

ρ
(
W1(y)

)
= W2(y), y ∈ Y.

Moreover, there exists a unitary operator U :H1 →H2 such that ρ(·)= U ·U∗.
If Ui, i = 1, 2, are two such operators, then U∗

1 U2 ∈ Z1 and U1U
∗
2 ∈ Z2 .

(2) Identify Y with Y0 ⊕X # ⊕X and ω with the canonical symplectic form
on X # ⊕X extended by zero on Y0 . Let v denote the generic variable in
Y#

0 and the corresponding multiplication operator. Then the von Neumann
algebra

L∞(Y#
0 )⊗B

(
L2(X )

) ⊂ B
(
L2(Y#

0 ⊕X )
)

(8.33)

and the family of its elements W (y) := ei(y0 v+ηx+qD ), y = (y0 , η, q) ∈ Y0 ⊕
X # ⊕X , satisfy the requirements of (1). (⊗ used in (8.33) is the tensor
multiplication in the category of W ∗-algebras; see Subsect. 6.3.2.)
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8.3 CCR algebras 191

Prop. 8.44 suggests the following definition:

Definition 8.45 A Stone–von Neumann CCR algebra over Y is defined as a von
Neumann algebra M with distinguished unitary elements W (y), y ∈ Y, satisfying
the conditions of Prop. 8.44. It is denoted CCR(Y) and the Hilbert space it acts
on is denoted HY .

Prop. 8.44 shows that CCR(Y) is defined uniquely up to a spatially imple-
mentable ∗-isomorphism. Clearly, if ω = 0, then CCR(Y) � L∞(Y# ). If ω is
symplectic, then CCR(Y) = B(HY).

Definition 8.46 Let y ∈ Y. The corresponding abstract field operator φ(y) is
defined as the self-adjoint operator on HY such that W (y) = eiφ(y ).

Note that the operators φ(y) are affiliated to CCR(Y).
Note also that the definition of the Stone–von Neumann CCR algebra is sim-

pler if ω is symplectic – we can then drop (iii) and (iv) from Prop. 8.44.
The following proposition is an analog of Prop. 8.41 about polynomial CCR

∗-algebras. But whereas Prop. 8.41 was a trivial algebraic fact, Prop. 8.47 is
somewhat deeper.

Proposition 8.47 (1) Let r ∈ ASp(Y). Then there exists a unique spatially
implementable ∗-isomorphism r̂ : CCR(Y) → CCR(Y) such that r̂(W (y)) =
W (ry), y ∈ Y.

(2) Let Y1 ⊂ Y. Then there is a unique embedding of CCR(Y1) in CCR(Y), such
that, for y ∈ Y1 , W (y) in the sense of CCR(Y1) coincide with W (y) in the
sense of CCR(Y). If moreover Y1 �= Y, then CCR(Y1) �= CCR(Y).

Definition 8.48 r̂ defined in Prop. 8.47 is called the Bogoliubov automorphism
of CCR(Y) corresponding to r.

Here is yet another reformulation of the Stone–von Neumann theorem (see
Thm. 8.15):

Theorem 8.49 Let (Y, ω) be symplectic. Let Y � y �→ Wπ (y) ∈ U(H) be a reg-
ular CCR representation. Then there exists a unique σ-weakly continuous ∗-
representation π : CCR(Y) → B(H) such that π(W (y)) = Wπ (y), y ∈ Y. More-
over, π is isometric and

π(CCR(Y)) =
{
Wπ (y) : y ∈ Y}′′.

If in addition the representation is irreducible, then there also exists a unitary
operator U : H → HY , unique up to a phase factor, such that π(·) = U · U∗.

8.3.3 S- and S ′-type operators

In this subsection we fix a finite-dimensional symplectic space (Y, ω) and con-
sider the von Neumann algebra CCR(Y) = B(HY). We will describe an abstract
version of the constructions described in Subsect. 4.1.11.

https://www.cambridge.org/core/terms. https://www.cambridge.org/core/product/3F2652F5759A09E8165EE08E3F91CC35
Downloaded from https://www.cambridge.org/core. IP address: 18.191.223.123, on 21 Jul 2024 at 04:58:56, subject to the Cambridge Core terms of use, available at

https://www.cambridge.org/core/terms
https://www.cambridge.org/core/product/3F2652F5759A09E8165EE08E3F91CC35
https://www.cambridge.org/core


192 Canonical commutation relations

Definition 8.50 Ψ ∈ HY is called an S-type vector if the function

Y � y �→ (Ψ|W (y)Ψ)

belongs to S(Y). The abstract Schwartz space for Y is defined as the set of S-type
vectors. It is denoted H∞.

Clearly, φ(y), y ∈ Y, leaves H∞ invariant. Thus we can define a family of
semi-norms

H∞ � Ψ �→ ‖φ(y1) · · ·φ(yn )Ψ‖, y1 , . . . , yn ∈ Y,

which equip H∞ with the structure of a Fréchet space.

Definition 8.51 H−∞ is defined as the topological dual to H∞. It is called the
abstract S ′ space for Y.

Note that CCRpol(Y) can be represented as an algebra of linear operators on
H∞, as well as on H−∞.

Definition 8.52 A ∈ CCR(Y) is called an S-type operator iff it is trace-class
and the function

Y � y �→ Tr AW (y)

belongs to S(Y). The set of S-type operators is denoted CCRS(Y).

Clearly, CCRS(Y) is a ∗-algebra. It is equipped with a topology by the family
of semi-norms

CCRS(Y) � A �→ |Tr φ(y1) · · ·φ(yn )A|, y1 , . . . , yn ∈ Y.

Definition 8.53 Continuous linear functionals on CCRS(Y) are called S ′-type
forms over Y. Their space is denoted by CCRS′

(Y).

Let

CCRS(Y) � A �→ B(A) ∈ C (8.34)

be an S ′-type form. Clearly, for any Ψ1 ,Ψ2 ∈ H∞, the operator |Ψ2)(Ψ1 | belongs
to CCRS(Y). Thus, (8.34) defines a continuous sesquilinear form on H∞:

H∞ ×H∞ � (Ψ1 ,Ψ2) �→ B (|Ψ2)(Ψ1 |) ∈ C.

In what follows we will use the “operator notation”, writing (Ψ1 |BΨ2) instead of
B (|Ψ2)(Ψ1 |). Thus bounded operators can be viewed as elements of CCRS′

(Y),
so that we have

CCRS(Y) ⊂ CCR(Y) ⊂ CCRS′
(Y).

As in Subsect. 4.1.11, we define the adjoint form B∗ by (Ψ1 |B∗Ψ2) =
(Ψ2 |BΨ1). If B1 or B∗

2 extend as continuous operators on H∞, then we can
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8.3 CCR algebras 193

define B2 ◦B1 as an element of CCRS′
(Y) by

(Ψ1 |B2 ◦B1Ψ2) := (Ψ1 |B2(B1Ψ)), or (Ψ1 |B2 ◦B1Ψ2) := (B∗
2 Ψ|B1Ψ).

In particular this is possible if B1 or B2 ∈ CCRpol(Y).
If Y � X # ⊕X and we consider the Schrödinger representation on L2(X ),

then CCRS(Y) coincides with the set of operators whose integral kernel is in
S(X × X ). CCRS′

(Y) consists then of forms whose distributional kernel is in
S ′(X × X ), which were considered already in Subsect. 4.1.11.

8.3.4 Regular CCR algebras

Until the end of this section, (Y, ω) is a pre-symplectic space of arbitrary dimen-
sion. Recall that Fin(Y) denotes the set of finite-dimensional subspaces of Y.

In this subsection we introduce the notion of the regular CCR C∗-algebra over
Y. In the literature, it is rarely used. Weyl CCR C∗-algebras are more common.
Nevertheless, it is a natural construction. Its use was advocated by I. E. Segal.

Let Y1 ,Y2 ∈ Fin(Y) and Y1 ⊂ Y2 . We can define their Stone–von Neumann
CCR algebras, as in Def. 8.45. By Prop. 8.47, we have a natural embedding,

CCR(Y1) ⊂ CCR(Y2).

We can define the algebraic regular CCR ∗-algebra as the inductive limit of
Stone–von Neumann CCR algebras:

Definition 8.54 We set

CCRreg
alg (Y) :=

⋃
Y1 ∈Fin(Y)

CCR(Y1). (8.35)

Clearly, CCRreg
alg (Y) is a ∗-algebra equipped with a C∗-norm.

Definition 8.55 We define the regular CCR C∗-algebra over Y as

CCRreg(Y) :=
(
CCRreg

alg (Y)
)cl

.

Clearly, CCRreg(Y) is a generalization of the Stone–von Neumann algebra
CCR(Y) from Def. 8.45.

We have an obvious extension of Prop. 8.47:

Proposition 8.56 (1) Let r ∈ ASp(Y). Then there exists a unique ∗-
isomorphism r̂ : CCRreg(Y) → CCRreg(Y) such that r̂(W (y)) = W (ry),
y ∈ Y.

(2) Let Y1 ⊂ Y. Then CCRreg(Y1) is naturally embedded in CCRreg(Y). If more-
over Y1 �= Y, then CCRreg(Y1) �= CCRreg(Y).
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194 Canonical commutation relations

Proof Let us give a proof of (2). Working in the Schrödinger representation
we see that ‖W (y1)−W (y2)‖ = 2 if y1 �= y2 . Hence, if y ∈ Y\Y1 , then W (y) �∈
CCRreg(Y1). �

Definition 8.57 r̂ defined in Prop. 8.56 is called the Bogoliubov automorphism
of CCRreg(Y) corresponding to r.

The following proposition is an extension of Thm. 8.49:

Proposition 8.58 Suppose that ω is symplectic. Let Y � y �→ Wπ (y) ∈ U(H)
be a regular CCR representation. Then there exists a unique ∗-representation
π : CCRreg(Y) → B(H) such that π(W (y)) = Wπ (y), y ∈ Y, and which, for
Y1 ∈ Fin(Y), is σ-weakly continuous on the sub-algebras CCR(Y1) ⊂ CCRreg(Y).
Moreover, π is isometric.

Proof We use the fact that if ω is symplectic then we can restrict the union in
(8.35) to run over finite-dimensional symplectic subspaces of Y. �

8.3.5 Weyl CCR algebra

In this subsection we introduce the notion of the Weyl CCR C∗-algebra over Y.
This is the C∗-algebra generated by elements satisfying the Weyl CCR relations
over Y. Mathematical physicists use Weyl CCR algebras often in their description
of bosonic systems.

Note that Weyl CCR algebras can be viewed as non-commutative generaliza-
tions of algebras of almost periodic functions. Indeed, CCRWeyl

alg (Y) consists of
almost periodic functions on Y if ω = 0.

Let us start with the definition of algebraic Weyl CCR algebras.

Definition 8.59 CCRWeyl
alg (Y) is defined as the ∗-algebra generated by the ele-

ments W (y), y ∈ Y, with relations

W (y)∗ = W (−y), W (y1)W (y2) = e−
i
2 y1 ·ωy2 W (y1 + y2), y, y1 , y2 ∈ Y.

Let Y � y �→ Wπ (y) ∈ U(Hπ ) be a CCR representation. Clearly, there exists
a unique unital ∗-isomorphism π : CCRWeyl

alg (Y) → B(Hπ ) such that π(W (y)) =
Wπ (y).

Let R(Y) be the class of CCR representations over Y. R(Y) is non-empty. In
fact, we always have the (non-regular) CCR representation Y � y �→ W d(y) ∈
U
(
l2(Y)

)
defined in (8.15). It yields a corresponding faithful representation πd :

CCRWeyl
alg (Y) → B

(
l2(Y)

)
.

Definition 8.60 For A ∈ CCRWeyl
alg (Y) we set

‖A‖ := sup
{‖π(A)‖ : π ∈ R(Y)

}
. (8.36)
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8.3 CCR algebras 195

The Weyl CCR C∗-algebra is defined as

CCRWeyl(Y) :=
(
CCRWeyl

alg (Y)
)cpl

.

Clearly, ‖ · ‖ defined in (8.36) is a C∗-norm and CCRWeyl(Y) is a C∗-algebra.

Proposition 8.61 (1) Let r ∈ ASp(Y). Then there exists a unique
∗-isomorphism r̂ : CCRWeyl(Y) → CCRWeyl(Y) such that r̂(W (y)) =
W (ry), y ∈ Y.

(2) Let Y1 ⊂ Y. Then CCRWeyl(Y1) is naturally embedded in CCRWeyl(Y). If
moreover Y1 �= Y, then CCRWeyl(Y1) �= CCRWeyl(Y).

(3) If Y �= {0}, then CCRWeyl(Y) is non-separable.

Proof (1) and (2) are obvious analogs of Prop. 8.41. (3) follows from the fact
that y1 �= y2 implies ‖W (y1)−W (y2)‖ = 2. �

Definition 8.62 r̂ defined in Prop. 8.61 is called the Bogoliubov automorphism
of CCRWeyl(Y) corresponding to r.

Let us give an analog of Prop. 8.43:

Proposition 8.63 Let Y � y �→ Wπ (y) ∈ U(H) be a CCR representation. Then
there exists a unique ∗-homomorphism

π : CCRWeyl(Y) → B(H)

such that π(W (y)) = Wπ (y).

If ω is symplectic, the algebra CCRWeyl(Y) enjoys especially good proper-
ties. In particular, there is no need to consider the norms given by all possible
representations, since all of them are equal.

Theorem 8.64 Let ω be symplectic. Then

(1) For A ∈ CCRWeyl(Y), ‖A‖ = ‖πd(A)‖.
(2) Every representation π described in Thm. 8.63 is isometric.
(3) CCRWeyl(Y) is simple.

Proof Let us prove (2).
For y ∈ Y we define R(y) ∈ U

(
l2(Y)

)
by setting

(R(y)f)(x) := f(x + y), f ∈ l2(Y).

Let Ŷ be the Pontryagin dual of Y (the space of characters on the group Y with
values in {z ∈ C : |z| = 1}). Let F : l2(Y) → L2(Ŷ) be the (unitary) Fourier
transformation. Then FR(y)F∗ = R̂(y), where R̂(y) ∈ U

(
L2(Ŷ)

)
is defined by

(R̂(y)g)(χ) := χ(y)g(χ), g ∈ L2(Ŷ), χ ∈ Ŷ.
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196 Canonical commutation relations

Consider now a CCR representation

Y � y �→ Wπ (y) ∈ U(H).

On the Hilbert space H⊗ l2(Y) � l2(Y,H) we introduce the unitary operator U

defined by

UΦ(x) := Wπ (x)Φ(x), Φ ∈ l2(Y,H), x ∈ Y.

Note that

U Wπ (y)⊗R(y) U∗ = 1l⊗W d(y). (8.37)

Now ∥∥∥∑λiW
d(yi)

∥∥∥ =
∥∥∥∑λiW

π (yi)⊗R(yi)
∥∥∥

=
∥∥∥∑λiW

π (yi)⊗ R̂(yi)
∥∥∥

= sup
χ∈Ŷ

∥∥∥∑λiW
π (yi)χ(yi)

∥∥∥
= sup

x∈Y

∥∥∥∑λiW
π (yi)e−ix·ωyi

∥∥∥
=
∥∥∥∑λiW

π (yi)
∥∥∥ .

First we applied (8.37). Next we used that F is unitary. Then we used that the set
of characters χx(y) := e−ix·ωy for x ∈ Y is dense in Ŷ, since ω is non-degenerate.
Finally we noted that

Wπ (yi)e−ix·ωyi = Wπ (x)Wπ (yi)Wπ (−x).

(2) immediately implies (1).
By Subsect. 6.2.3, (2) implies (3). �

8.4 Weyl–Wigner quantization

The Weyl–Wigner quantization has a long and complicated history. It also has
many names.

It was first proposed by Weyl in 1927 in his book on group theory in quantum
mechanics (Weyl (1931)). Hence it is commonly called the Weyl quantization.

Wigner was the first who considered its inverse, at least in the case of an oper-
ator of the form |Ψ)(Ψ|; see Wigner (1932b). Hence the name Wigner function
is commonly used to denote the inverse of the Weyl quantization.

Apparently, for some time the link between the Weyl quantization and the
Wigner function was not understood. This link seems to have been clarified only
in the late 1940s by Moyal (1949). Moyal also found a version of the formula
(8.41). The non-commutative operation ∗ defined by b := b1 ∗ b2 as in (8.41) is
often called the Moyal star. Moyal also found the identity (8.44).
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Our terminology, “the Weyl–Wigner quantization” and “the Weyl–Wigner
symbol”, is thus a compromise between the names “Weyl quantization” and
“Wigner function”. In the literature, one can also find the name Weyl–Wigner–
Moyal quantization.

One can argue that the Weyl–Wigner quantization is the most important kind
of quantization. It is certainly the most canonical quantization – its definition
depends only on the symplectic structure of the phase space. It is, however, not
so useful if the phase space has infinite-dimension.

Historically, Weyl introduced this quantization in the context of the
Schrödinger representation, which hides the symplectic invariance of this con-
cept. Therefore, in our presentation we start from manifestly symplectically
invariant definitions, which involve a regular CCR representation. The case of
the Schrödinger representation is discussed later, in Subsect. 8.4.3.

8.4.1 Quantization of polynomial symbols

In this subsection we will consider the Weyl–Wigner quantization only for poly-
nomial symbols. More general symbols will be considered in the following sub-
sections. (In the subsequent subsections we will, however, restrict ourselves to
finite-dimensional symplectic spaces Y).

Suppose that (Y, ω) is an arbitrary pre-symplectic space. Let

Y � y �→ eiφ(y ) ∈ U(H) (8.38)

be a regular CCR representation. Let H∞ denote the abstract Schwartz space for
this representation introduced in Def. 8.28. Recall that CCRpol(Y) denotes the
polynomial CCR algebra over Y, which can be treated as an algebra of operators
on H∞.

Definition 8.65 Let y1 , . . . , yn ∈ Y. We can treat these as polynomials on Y#

and take their product y1 · · · yn ∈ Polns (Y# ). We define

Op(y1 · · · yn ) :=
1
n!

∑
σ∈Sn

φ(yσ1) · · ·φ(yσn ). (8.39)

The map extends uniquely to a linear bijective map

CPols(Y# ) � b �→ Op(b) ∈ CCRpol(Y). (8.40)

Theorem 8.66 (1) Op(b)∗ = Op(b), for b ∈ CPols(Y# ).
(2) If y ∈ CY, then

Op(y) = φ(y).
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198 Canonical commutation relations

More generally, let X be an isotropic subspace in Y# , so that the operators
φ(y), y ∈ X commute with one another. Then, for f ∈ CPols(X ), Op(f)
coincides with f(φ) defined by the functional calculus.

(3) If b1 , b2 ∈ CPols(Y# ), then Op(b1)Op(b2) = Op(b) for

b(v) = exp
(
− i

2
Dv1 ·ωDv2

)
b1(v1)b2(v2)

∣∣
v=v1 =v2

. (8.41)

(4) If b ∈ CPols(Y# ) and y ∈ CY, then

1
2
(
φ(y)Op(b) + Op(b)φ(y)

)
= Op(yb).

Remark 8.67 We refer to Remark 8.27 for the notation used in (2). The r.h.s.
of (3) can be interpreted as a finite sum of differential operators.

The following theorem is a version of the Wick theorem adapted to the Weyl–
Wigner quantization.

Theorem 8.68 If b, b1 , . . . , bn ∈ CPols(Y# ) and

Op(b) = Op(b1) · · ·Op(bn ),

then

b(v) = exp
(

i
2

∑
i<j

∇vi
·ω∇vj

)
b1(v1) · · · bn (vn )

∣∣
v=v1 =···=vn

.

8.4.2 Quantization of distributional symbols

In this subsection we assume that the form ω is symplectic and Y is finite-
dimensional. We set 2d = dimY. Denote by dy the Liouville measure on Y
defined in Subsect. 3.6.3. The dual space Y# is equipped with the symplectic
form ω−1 and the dual measure dv.

Consider a regular irreducible CCR representation (8.38). In this subsection
we extend the Weyl–Wigner quantization to S ′(Y# ).

Recall that for b ∈ S ′(Y# ) the Fourier transform of b, denoted b̂ ∈ S ′(Y),
satisfies

b(v) = (2π)−2d

ˆ
Y

b̂(y)eiy ·vdy, v ∈ Y# .

Definition 8.69 If b ∈ S ′(Y# ), then Op(b) ∈ CCRS′
(Y) is defined by the

formula(
Ψ1 |Op(b)Ψ2

)
:= (2π)−2d

ˆ
Y

b̂(y)
(
Ψ1 |W (y)Ψ2

)
dy (8.42)

= (2π)−2d

ˆ
Y

ˆ
Y#

b(v)
(
Ψ1 |W (y)Ψ2

)
e−iv ·ydydv, Ψ1 ,Ψ2 ∈ H∞.
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8.4 Weyl–Wigner quantization 199

Recall that H∞ is the space of S-type vectors for the representation (8.38).
We know from Thm. 8.29 that if Ψ1 ,Ψ2 ∈ H∞, then Y � y �→ (Ψ1 |W (y)Ψ2

)
is

a Schwartz function. Therefore, the integral (8.42) is well defined.
The following theorem extends some of statements of Thm. 8.66 to the case

of distributional symbols:

Theorem 8.70 (1) If b ∈ CPols(Y# ), then the definition (8.39) coincides with
(8.42).

(2) W (y) = Op(eiy (·)). More generally, if X is an isotropic subspace of Y, and
f ∈ S ′(X # ) ⊂ S ′(Y# ) is a measurable function, then Op(f) coincides with
f(φ) defined by the functional calculus.

(3) Op(b)∗ = Op(b).
(4) If b1 ∈ CPols(Y# ), b2 , b ∈ S ′(Y# ) and Op(b1)Op(b2) = Op(b), then

b(v) := exp
(
− i

2
Dv1 ·ωDv2

)
b1(v1)b2(v2)

∣∣∣
v=v1 =v2

= π−2d

ˆ

Y#

ˆ

Y#

e2i(v−v1 )·ω−1 (v−v2 )b1(v1)b2(v2)dv1dv2 .

(5) For v ∈ Y# , W (−ω−1v)Op(b)W (ω−1v) = Op(b(· − v)).
(6) The map

S ′(Y# ) � b �→ Op(b) ∈ CCRS′
(Y) (8.43)

is bijective.
(7) Op(b) ∈ B2(H) iff b ∈ L2(Y# ), and

Tr Op(b)∗Op(a) = (2π)−d

ˆ
b(v)a(v)dv, a, b ∈ L2(Y# ). (8.44)

Proof To prove (1), it is enough to consider y0 ∈ Y and b(v) = (y0 · v)n ,
because such polynomials span CPols(Y# ). The Fourier transform of b is b̂ =
(2π)2d in (y0 ·∇y )nδ0 . Hence

Op(b) = (−i)n (y0 ·∇y )nW (y)
∣∣
y=0 = φ(y0)n .

(2) follows from the spectral theorem and (3) is immediate.
To prove (4), set

b0(v1 , v2) = e−
i
2 Dv 1 ·ωDv 2 b1(v1)b2(v2).

Clearly,

b̂0(y1 , y2) = e−
i
2 y1 ·ωy2 b̂(y1)b̂(y2).

Moreover,

b(v) = b0(v, v) = (2π)−4d
´

b̂(y1 , y2)ei(y1 +y2 )·vdy1dy2

= (2π)−4d
´

b̂1(y1)b̂2(y2)e−
i
2 y1 ·ωy2 ei(y1 +y2 )·vdy1dy2 .
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200 Canonical commutation relations

Hence

Op(b) = (2π)−4d

ˆ ˆ
b̂1(y1)b̂2(y2)e−

i
2 y1 ·ωy2 W (y1 + y2)dy1dy2

= (2π)−4d

ˆ ˆ
b̂1(y1)b̂2(y2)W (y1)W (y2)dy1dy2

= Op(b1)Op(b2).

To prove the last two items of the theorem it is convenient to use the
Schrödinger representation, considered in the next subsection. �

Definition 8.71 The inverse of (8.43) will be called the Weyl–Wigner sym-
bol. If B ∈ CCRS′

(Y), its Weyl–Wigner symbol will be denoted by sB ∈
S ′(Y# ).

8.4.3 Weyl–Wigner quantization in the Schrödinger

representation

Let X be a finite-dimensional real vector space. Consider the Schrödinger repre-
sentation

X # ⊕X � (η, q) �→ ei(η ·x+q ·D ) ∈ U
(
L2(X )

)
.

Remark 8.72 In the Schrödinger representation one often writes bw (x,D)
instead of Op(b).

Theorem 8.73 (1) Let b ∈ S ′(X ⊕ X # ). The distributional kernel of B =
Op(b) can be computed as follows:

B(x, y) = (2π)−d

ˆ
b
(x + y

2
, ξ
)
ei(x−y )·ξdξ. (8.45)

(2) Let B ∈ CCRS′
(X # ⊕X ). The symbol of B can be obtained from its distri-

butional kernel by the formula

sB (x, ξ) =
ˆ

B
(
x +

y

2
, x− y

2

)
e−iξ ·ydy.

(3) The relationship between the x,D-symbol and the Weyl–Wigner symbol is as
follows: If Opx,D (b+) = Op(b), then

b+(x, ξ) = e
i
2 Dx ·Dξ b(x, ξ)

= π−d

ˆ
e−i2(x−x1 )·(ξ−ξ1 )b(x1 , ξ1)dx1dξ1 .
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8.4 Weyl–Wigner quantization 201

(4) If Op(b) = Op(b1)Op(b2), then

b(x, ξ)

= exp
i
2

(
Dξ1 ·Dx2 −Dξ2 ·Dx1

)
b1(x1 , ξ1)b2(x2 , ξ2)

∣∣∣
x = x1 = x2

ξ = ξ1 = ξ2

= π−2d

ˆ
e2i(x−x1 )·(ξ−ξ2 )−(x−x2 )·(ξ−ξ1 )b1(x1 , ξ1)b2(x2 , ξ2)dx1dξ1dx2dξ2 .

Proof Let us prove (1). It is enough to check (8.45) for b(x, ξ) := ei(η ·x+q ·ξ) . We
know that

Op(b) = W (η, q) = ei(η ·x+q ·D ) = e
i
2 η ·xeiq ·D e

i
2 η ·x ,

which has the integral kernel

B(x, y) = (2π)−d

ˆ
X#

e
i
2 η ·(x+y )eiq ·ξ+iξ ·(x−y )dξ.

Properties (2), (3), (4) then follow from (1). �

Example 8.74 Let P0 be the operator considered in Example 4.42 (the orthog-
onal projection onto π− d

4 e−
1
2 x2

). Then

sP0 (x, ξ) = 2de−x2 −ξ 2
.

8.4.4 Parity operator

Let (Y, ω) be a symplectic space of dimension 2d. Consider a regular irreducible
CCR representation (8.38). Let δv denote the delta function at v ∈ Y# .

Definition 8.75 Define the parity operator

I := Op(πdδ0). (8.46)

Theorem 8.76 (1) I is self-adjoint and I2 = 1l.
(2) IOp(b)I = Op(b0), where b0(v) = b(−v).
(3) In the Schrödinger representation,

IΨ(x) = Ψ(−x). (8.47)

Proof Let us show (3) first. The distributional kernel of I in the Schrödinger
representation is

I(x, y) = 2−d

ˆ
δ
(x + y

2
, ξ
)
ei(x−y )·ξdξ

= 2−dδ
(x + y

2

)
= δ(x + y).

This proves(3).
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202 Canonical commutation relations

In the case of the Schrödinger representation, (1) and (2) follow immediately
from (3). But every regular irreducible CCR representation is equivalent to the
Schrödinger representation. �

Definition 8.77 Define the parity operator centered at v as

Iv := Op(πdδv ) = W (−ω−1v)IW (ω−1v), v ∈ Y# .

Theorem 8.78 (1) Iv is self-adjoint and I2
v = 1l.

(2) IvOp(b)Iv = Op(bv ), where bv (w) = b(2v − w).
(3) In the Schrödinger representation,

I(q ,η )Ψ(x) = e2iη ·(x−q)Ψ(2q − x). (8.48)

The following theorem is an analog of Prop. 4.31.

Theorem 8.79 (1) If b ∈ L1(Y# ), then Op(b) is a compact operator. In terms
of an absolutely norm convergent integral, we can write

Op(b) = π−d

ˆ
Iv b(v)dv. (8.49)

Hence,

‖Op(b)‖ ≤ π−d‖b‖1 . (8.50)

(2) If B ∈ B1(H), then sB ∈ C∞(Y# ) and

sB (v) = 2dTrIvB. (8.51)

Hence

|sB (v)| ≤ 2dTr|B|.
Proof Clearly, b =

´
b(v)δvdv. Therefore, (8.49) follows from Iv = Op(πdδv ).

(8.49) implies (8.50).
Let b ∈ L1(Y# ). Let bn ∈ L2(Y# ) ∩ L1(Y# ) such that bn → b in L1(Y# ). By

Thm. 8.70 (6), the operators Op(bn ) are Hilbert–Schmidt and hence compact.
By (8.50), we have Op(bn )→ Op(b) in norm. Therefore, b is compact.

Let us prove (2). Let a ∈ L2 ∩ L1 and let B be trace-class. Then B is also
Hilbert–Schmidt. Using first Thm. 8.70 (7), then (8.49), and finally the trace-
class property of B, we obtain

(2π)−d

ˆ
a(v)sB (v)dv = Tr Op(a)∗B = π−dTr

(ˆ
a(v)IvdvB

)
= (2π)−d

ˆ
a(v)2dTrIvBdv.

This proves the identity (8.51) for almost all v.
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8.5 General coherent vectors 203

Using the fact that v �→ Iv is strongly continuous and B is trace-class we see
that v �→ 2dTrIvB is continuous. Using w − lim

‖v‖→∞
Iv = 0 and Prop. 2.40, we

conclude that lim
‖v‖→∞

2dTrIvB = 0. �

Remark 8.80 The Weyl–Wigner symbol of a quantum state can be measured.
The first such experiment involved the motional degrees of freedom of an ion and
was performed by Leibfried et al. (1996).

In the case of a light mode this was first done in a simple and elegant experi-
ment by Wódkiewicz, Radzewicz, Banaszek and Krasiński (described in Banaszek
et al. (1999)). A mode of a laser light was trapped between two mirrors. By apply-
ing an external source of light its state was “translated” in the phase space. The
parity was measured by counting the number of scattered photons. Then the for-
mula (8.51) was used to compute the Weyl–Wigner symbol of a given quantum
state.

8.5 General coherent vectors

By translating a fixed normalized vector with Weyl operators we obtain a family
of vectors parametrized by the phase space. These vectors will be called coherent
vectors. The family of coherent vectors has properties similar in some respects
to those of an o.n. basis.

Coherent vectors can be used to define two kinds of quantizations. These two
quantizations go under various names. We use the names proposed by Berezin
(1966): the covariant and contravariant quantizations. These two quantizations
are often used in applications.

In the literature the name “coherent vector” (or “coherent state”) usually has
a narrower meaning, of a Gaussian vector translated in phase space. Up to a
phase factor, Gaussian coherent vectors can be also defined as eigenvectors of
the annihilation operator. The covariant, resp. contravariant quantization w.r.t.
Gaussian coherent vectors are also known as the Wick, resp. anti-Wick quanti-
zation. (Other names are used as well.)

In this section we describe the properties of general coherent vectors. We also
discuss the covariant and contravariant quantization related to a given family of
coherent vectors.

Gaussian coherent vectors, as well as Wick and anti-Wick quantizations, will
be discussed in Chap. 9 about the Fock representation.

Throughout this section Y is a finite-dimensional symplectic space of dimen-
sion 2d. Y � y �→ W (y) ∈ U(H) is an irreducible regular CCR representation.
Ψ0 ∈ H is a fixed normalized vector and P0 := |Ψ0)(Ψ0 | is the corresponding
orthogonal projection.
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204 Canonical commutation relations

8.5.1 Coherent states transformation

Definition 8.81 The family of coherent vectors associated with the vector Ψ0

is defined by

Ψv := W (−ω−1v)Ψ0 , v ∈ Y# .

The orthogonal projection onto Ψv , called the coherent state, will be denoted

Pv := W (−ω−1v)P0W (ω−1v), v ∈ Y# .

Remark 8.82 One often assumes that, for any y ∈ Y, Ψ0 ∈ Dom φ(y) and(
Ψ0 |φ(y)Ψ0

)
= 0.

This assumption implies that Ψv ∈ Dom φ(y) and(
Ψv |φ(y)Ψv

)
= v·y, v ∈ Y# .

Thus Ψv is localized in the phase space around v ∈ Y# . Note, however, that we
will not use the above assumption in this section.

Definition 8.83 The coherent states transform of Φ ∈ H is defined as

Y# � v �→ T FBIΦ(v) := (2π)−
d
2 (Ψv |Φ).

The coherent state transform is sometimes also called the FBI transform, for
Fourier, Bros and Iagolnitzer.

Example 8.84 Assume for the moment that Y = X # ⊕X and H =
L2(X ). Consider the Schrödinger representation X # ⊕X � (η, q) �→ ei(η ·x+q ·D ) ∈
U
(
L2(X )

)
. Fix a normalized vector Ψ ∈ L2(X ). Let (q, η) ∈ Y# = X ⊕ X # . The

coherent vectors and states are then given by

Ψ(q ,η )(x) = ei(−q ·D+η ·x)Ψ(x) = eiη ·x− i
2 q ·ηΨ(x− q),

P(q ,η )(x1 , x2) = Ψ(x1 − q)Ψ(x2 − q)ei(x1 −x2 )·η .

Theorem 8.85 (1)

(2π)−d

ˆ
Pvdv = 1l, as a weak integral. (8.52)

(2) If Φ ∈ H, then T FBIΦ ∈ L2(Y# ) ∩ C∞(Y# ) and

‖T FBIΦ‖2 = ‖Φ‖H, ‖T FBIΦ‖∞ ≤ (2π)−
d
2 ‖Φ‖H. (8.53)

In particular, T FBI is an isometry from H into L2(Y# ).
(3) The FBI transformation intertwines the representation W with a certain

representation of CCR on L2(Y# ):

eiy ·( 1
2 v−ωDv )T FBI = T FBIW (y), y ∈ Y.
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8.5 General coherent vectors 205

Proof To prove (1) we use the Schrödinger representation. Let Φ ∈ L2(X ). Thenˆ

X⊕X#

(Φ|P(q ,η )Φ)dqdη

=
ˆ

X⊕X#

ˆ

X

ˆ

X
Φ(x1)Ψ0(x1 − q)Ψ0(x2 − q)ei(x1 −x2 )·ηΦ(x2)dx1dx2dqdη

= (2π)d

ˆ

X

ˆ

X
Φ(x)Ψ0(x− q)Ψ0(x− q)Φ(x)dxdq = (2π)d‖Φ‖2‖Ψ0‖2 .

The first statement from (2) follows immediately from (1), the second
from the definition of T FBI and the fact that W (y) tends weakly to 0 when
y →∞.

To prove (3) we compute(
T FBIW (y)Φ

)
(v) =

(
Ψ0 |W (ω−1v)W (y)Φ

)
= e

i
2 y ·v(Ψ0 |W (ω−1(v + ωy))Φ

)
= e

i
2 y ·v ei(ωy )·Dv

(
Ψ0 |W (ω−1v)Φ

)
=
(
eiy ·( 1

2 v−ωDv )T FBIΦ
)
(v).

�

8.5.2 Contravariant quantization

Recall that Meas(Y# ) denotes the space of complex Borel pre-measures on
Y# . The subspace of Meas(Y# ) consisting of finite Borel measures is denoted
Meas1(Y# ). If b ∈ L1

loc(Y# ), then dμ = bdv belongs to Meas(Y# ) and ‖μ‖1 =
‖b‖1 . In such a case, μ is absolutely continuous w.r.t. the Lebesgue measure dv

and b is its Radon–Nikodym derivative w.r.t. dv. Thus L1
loc(Y# ), resp. L1(Y# )

can be viewed as subspaces of Meas(Y# ), resp. Meas1(Y# ). In such a case, we
will abuse notation and write simply b ∈ Meas(Y# ).

Actually, we will abuse the notation even further. We will write bdv instead
of dμ even if μ ∈ Meas(Y# ) is not absolutely continuous w.r.t. the Lebesgue
measure dv. Thus b will denote the “Radon–Nikodym derivative of μ w.r.t. dv”,
even if strictly speaking such a derivative does not exist.

By smearing out coherent states with a classical symbol we obtain the so-called
contravariant quantization. In the following proposition we describe properties
of the contravariant quantization. Note in particular that positive symbols cor-
respond to positive operators.

Proposition 8.86 Let b ∈ L∞(Y# ) + Meas1(Y# ). Then the formula(
Φ|Opct(b)Φ

)
:= (2π)−d

ˆ
(Φ|PvΦ)b(v)dv (8.54)
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206 Canonical commutation relations

defines Opct(b) ∈ B(H). We have

‖Opct(b)‖ ≤ (2π)−d‖b‖1 , b ∈ Meas1(Y# ), (8.55)

‖Opct(b)‖ ≤ ‖b‖∞, b ∈ L∞(Y# ). (8.56)

Definition 8.87 Opct(b) ∈ B(H) defined in (8.54) is called the contravariant
quantization of b.

Proof of Prop. 8.86. If b ∈ Meas1(Y# ), then the integral on the r.h.s. of (8.54)
is finite and we obtain (8.55).

If b ∈ L∞(Y# ), we can write

Opct(b) = T FBI∗b(v)T FBI , (8.57)

where on the r.h.s. b(v) has the meaning of a multiplication operator on L2(Y# ),
and we obtain (8.56).

In the general case, we can write

b = b0 + b1 , b0 ∈ L∞(Y# ), b1 ∈ Meas1(Y# ), (8.58)

and set

Opct(b) := Opct(b0) + Opct(b1). (8.59)

It is easy to see that (8.59) does not depend on the decomposition (8.58). �

Proposition 8.88 (1) Opct(1) = 1lH.
(2) Opct(b)∗ = Opct(b).
(3) If v ∈ Y# , then

W (−ω−1v)Opct(b)W (ω−1v) = Opct(b(· − v)).

(4) If b ∈ L∞(Y# ) is real-valued, then

ess inf b ≤ Opct(b) ≤ ess sup b. (8.60)

(5) Let b ≥ 0. Then Opct(b) ≥ 0. Moreover, b ∈ Meas1(Y# ) iff Opct(b) ∈ B1(H),
and

Tr Opct(b) = (2π)−d

ˆ
b(v)dv. (8.61)

(6) If b ∈ Meas1(Y# ), then Opct(b) ∈ B1(H) and (8.61) is true.
(7) Suppose that b ∈ L∞

∞(Y# ) + Meas1(Y# ), where L∞
∞(Y# ) denotes the set of

b ∈ L∞(Y# ) such that lim
|v |→∞

b(v) = 0. Then Opct(b) is compact.

Proof (3) follows from W (−ω−1v)Pw W (ω−1v) = Pw+v . (8.60) follows immedi-
ately from (8.57).
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We will now prove (5). Let b be positive. Let {ei}i∈I be an o.n. basis of H. By
Fubini’s theorem, we get

Tr Opct(b) =
∑
i∈I

(
ei |Opct(b)ei

)
= (2π)−d

ˆ ∑
i∈I

b(v)(ei |Pvei)dv

= (2π)−d

ˆ
b(v)TrPvdv = (2π)−d

ˆ
b(v)dv,

which proves (5).
To show (6) we use (5) and the decomposition b = b1 + ib2 − b3 − ib4 , where

bi ∈ Meas1 and bi ≥ 0. Finally, if b = b0 + μ for b0 ∈ L∞
∞(Y# ), μ ∈ Meas1(Y# ),

we write bn = 1l[0,n ]
(|v|)b0 + μ, so that bn ∈ Meas1(Y# ), Opct(bn ) ∈ B1(H), and

‖Opct(bn − b)‖ ≤ ‖bn − b‖∞ → 0 when n →∞. This proves (7). �

Definition 8.89 If the map

L∞(Y# ) + Meas1(Y# ) � b �→ Opct(b) ∈ B(H)

is injective, then its inverse is called the contravariant symbol. For B ∈ B(H),
its contravariant symbol will be denoted sct

B .

8.5.3 Covariant quantization

In this subsection we describe the covariant quantization, which in a sense is the
operation dual to the contravariant quantization. Strictly speaking, the operation
that has a natural definition and good properties is not the covariant quantization
but the covariant symbol of an operator.

Definition 8.90 Let B ∈ B(H). Then we define its covariant symbol by

scv
B (v) := TrPvB

=
(
W (−ω−1v)Ψ0 |BW (−ω−1v)Ψ0

)
, v ∈ Y# .

Theorem 8.91 (1) scv
1l = 1, scv

B∗ = scv
B .

(2) If B ∈ B(H), Bv := W (−ω−1v)BW (ω−1v), then

scv
Bv

= scv
B (· − v).

(3) If B ∈ B(H), then scv
B ∈ C(Y# ) ∩ L∞(Y# ) and

‖scv
B ‖∞ ≤ ‖B‖. (8.62)

(4) Let B ≥ 0. Then scv
B ≥ 0. Moreover, B ∈ B1(H) iff scv

B ∈ L1(Y# ), and

Tr B = (2π)−d

ˆ
scv
B (v)dv. (8.63)

(5) If B ∈ B1(H), then scv
B ∈ L1(Y# ) and (8.63) is true.

(6) If B is compact, then scv
B ∈ C∞(Y# ).
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208 Canonical commutation relations

Proof (1) and (2) are immediate. Let us show (3). It is easy to see that the
inequality (8.62) is true. Moreover

v �→W (ω−1v)BW (−ω−1v) ∈ B(H)

is strongly continuous. Hence v �→ sB (v) is continuous. To prove (6), we note
that Ψv goes weakly to zero as |v| → ∞. Hence, for compact B, sB (v) → 0 as
|v| → ∞.

To show (4), we use (8.52) and apply the trace to the identity

B = (2π)−d

ˆ
Y#

B
1
2 PvB

1
2 dv.

The interchange of trace and integral is justified by Fubini’s theorem. To prove
(5), we note that, if B ∈ B1(H), we can decompose it as B = B1 + iB2 −B3 −
iB4 , with Bi ≥ 0, Bi ∈ B1(H). �

Definition 8.92 If the map

B(H) � B �→ scv
B ∈ C(Y# ) ∩ L∞(Y# )

is injective, then its inverse will be called the covariant quantization. If b is a
function on Y# , its covariant quantization will be denoted Opcv(b).

8.5.4 Connections between various quantizations

In this subsection we show how to pass between the covariant, Weyl–Wigner
and contravariant quantizations. Note that there is a preferred direction: from
contravariant to Weyl–Wigner, and then from Weyl–Wigner to covariant. Going
back is less natural.

Let w ∈ Y# . Let us compute various symbols of Pw :

scv
Pw

(v) = |(Ψw−v |Ψ0)|2 ,
sPw

(v) = 2d(Ψw−v |IΨw−v ),

sct
Pw

(v) = (2π)dδ(v − w).

The functions described in the following proposition will be used in formulas
connecting various quantizations:

Proposition 8.93 Set

k1(v) := (2π)−dsP0 (v) = π−d(Ψ0 |IvΨ0), (8.64)

k2(v) := (2π)−dscv
P0

(v) = (2π)−d |(Ψv |Ψ0)|2 . (8.65)

Then k2 is an even function in C∞(Y# ), k1 ∈ L1(Y# ) ∩ C∞(Y# ) and

k2(v) =
ˆ

k1(w − v)k1(w)dw. (8.66)
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8.5 General coherent vectors 209

Proof Assume first that Ψ0 ∈ H∞. (Recall that H∞ is defined in Def. 8.28.)
Then sP0 ∈ S(Y# ) and using (8.49) we have

P0 = π−d

ˆ
sP0 (w)Iw dw

as a norm convergent integral. Next, by (8.51),

sP0 (w − v) = 2dTr(Iw−vP0)

= 2dTr(Iw Pv ).

Hence,

scv
P0

(v) = Tr(P0Pv ) = π−dTr
ˆ

sP0 (w)Iw Pvdw

= (2π)−d

ˆ
sP0 (w)sP0 (w − v)dw.

If Ψ0 ∈ H, we choose a sequence (Ψn ) of normalized vectors in H∞, such that
Ψn → Ψ0 when n →∞. Then sPn

→ sP0 in L2(Y# ), and scv
Pn
→ scv

P0
in C∞(Y# ).

(8.66) holds for Ψn . By letting n→∞, it also holds for Ψ0. �

Define the integral operator

KΨ(v) :=
ˆ

k1(v − w)Ψ(w)dw. (8.67)

Then the identity (8.66) means that

K∗KΨ(v) =
ˆ

k2(v − w)Ψ(w)dw,

where K∗ is the adjoint w.r.t. the scalar product of L2(Y# ).

Theorem 8.94 We have the following identities between various symbols of an
operator B, valid for example if sct

B ∈ L2(Y# ):

sB (v) =
´

sct
B (w)k1(v − w)dw, or sB = Ksct

B ,

scv
B (v) =

´
sB (w)k1(w − v)dw, or scv

B = K∗sB ,

scv
B (v) =

´
sct

B (w)k2(w − v)dw, or scv
B = K∗Ksct

B .

8.5.5 Gaussian coherent vectors

Let us consider the Schrödinger representation on L2(X ) and fix a Euclidean
metric on X . Consider the normalized Gaussian vector

Ψ(0,0)(x) = π
d
4 e−

1
2 x2

. (8.68)

The corresponding coherent vectors are

Ψ(q ,η )(x) = π− d
4 eiη ·x− i

2 q ·η− 1
2 (x−q)2

, (q, η) ∈ X ⊕ X # . (8.69)
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210 Canonical commutation relations

In the literature, when one speaks about coherent states, one usually has in
mind (8.69). They are also called Gaussian or Glauber’s coherent states. We will
say more about them in the next chapter, because they appear naturally in the
context of the Fock representation; see Chap. 9.

The covariant, resp. contravariant quantization for Gaussian coherent states
coincides with the so-called Wick, resp. anti-Wick quantization, which will be
discussed in Sect. 9.4. The corresponding integral kernels k1 , k2 introduced in
(8.64) and (8.65), and the corresponding operators K and K∗K are

k1(x, ξ) = π−de−x2 −ξ 2
, K = K∗ = e−

1
4 (D 2

x +D 2
ξ ) ,

k2(x, ξ) = (2π)−de−
1
2 x2 − 1

2 ξ 2
, K∗K = e−

1
2 (D 2

x +D 2
ξ ) .

Thus in the Schrödinger representation one can distinguish five most natural
quantizations. Their respective relations are nicely described by the following
diagram, sometimes called the Berezin diagram:

anti-Wick
quantization⏐⏐-e−

1
4 (D 2

x +D 2
ξ )

D,x-
quantization

e
i
2 Dx ·Dξ

−→
Weyl–Wigner
quantization

e
i
2 Dx ·Dξ

−→
x,D-

quantization⏐⏐-e−
1
4 (D 2

x +D 2
ξ )

Wick
quantization

8.6 Notes

The relations

eiη ·xeiq ·D = e−iq ·η eiq ·D eiη ·x , η, q ∈ R (8.70)

were first stated by Weyl (1931). The proof of the Stone–von Neumann theo-
rem can be found in von Neumann (1931); see also Emch (1972) and Bratteli–
Robinson (1996). The canonical commutation relations for systems with many
degrees of freedom were used by Dirac (1927) to describe quantized electromag-
netic field.

We sketched the early history of the Weyl–Wigner(–Moyal) quantization in
the introduction, with basic references Weyl (1931), Wigner (1932b) and Moyal
(1949). In pure mathematics it became well known quite late. It was recognized
in the so-called microlocal analysis – a powerful approach to the study of partial
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8.6 Notes 211

differential equations; see especially Hörmander (1985). It is also very useful in
closely related semi-classical analysis; see e.g. Robert (1987).

The fact that the Weyl–Wigner quantization of the delta function is propor-
tional to the parity operator was discovered only in the 1970s by Grossman
(1976).

The Weyl CCR algebra was studied by, among others, Manuceau (1968) and
Slawny (1971). Thm. 8.64 comes from Slawny (1971); see also Bratteli–Robinson
(1996).

The original and still the most common meaning of the term “coherent state” is
what we call a “Gaussian coherent state”. These were first studied by Schrödinger
(1926). They were extensively applied in quantum optics by Glauber (1963), for
which he was awarded the Nobel Prize. Glauber introduced the name “coherent
state” and, together with Cahill, studied quantizations based on coherent states
in Cahill–Glauber (1969).

Various forms of quantization involving a family of general coherent states, in
particular the covariant and contravariant quantizations, were studied by Berezin
(1966). For a discussion of quantization see also Berezin–Shubin (1991) and Fol-
land (1989).

The concept of coherent states has been generalized even further to the context
of a rather general Lie group with a distinguished subgroup by Perelomov (1972).

The name “FBI transformation” comes from Fourier–Bros–Iagolnitzer. The
FBI transformation was used by Iagolnitzer (1975) to study microlocal properties
of distributions.
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9

CCR on Fock space

This chapter is devoted to the study of the Fock representation of the canonical
commutation relations. This representation is used as the basic tool in quan-
tum many-body theory and quantum field theory. Unlike the Schrödinger CCR
representation, it allows us to consider phase spaces of infinite dimension.

Throughout this chapter, Z is a Hilbert space. This space will be called the
one-particle space. The Fock CCR representation will act in the bosonic Fock
space Γs(Z).

As in Sect. 1.3, we introduce the space

Y = Re(Z ⊕ Z) := {(z, z) : z ∈ Z},

which will serve as the dual phase space of our system. It will be equipped with
the structure of a Kähler space consisting of the anti-involution j, the Euclidean
scalar product · and the symplectic form ω:

j(z, z) := (iz, iz), (9.1)

(z, z) · (w,w) := 2Re(z|w), (9.2)

(z, z)·ω(w,w) := 2Im(z|w) = −(z, z) · j(w,w). (9.3)

In principle, we can identify Z with Y by

Z � z �→ 1√
2
(z + z) ∈ Y, (9.4)

but we choose not to do so.
CY is identified with Z ⊕ Z by the map

CY � (z1 , z1) + i(z2 , z2) �→ (z1 + iz2 , z1 − iz2) ∈ Z ⊕ Z.

The complexifications of (9.1), (9.2) and (9.3) are

jC(z1 , z2) = (iz1 ,−iz2),

(z1 , z2) ·C (w1 , w2) = (z1 |w1) + (w2 |z2), (9.5)

(z1 , z2)·ωC(w1 , w2) =
1
i
(
(z1 |w1)− (w2 |z2)

)
. (9.6)

Y# , the space dual to Y, is canonically identified with Re(Z ⊕ Z) by using the
scalar product (9.2), and CY# is identified with Z ⊕ Z.
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9.1 Fock CCR representation 213

9.1 Fock CCR representation

9.1.1 Field operators on Fock spaces

Consider the bosonic Fock space Γs(Z). Recall that, for z ∈ Z, a∗(z), resp. a(z)
denote the corresponding creation, resp. annihilation operators.

Definition 9.1 For w = (z1 , z2) ∈ Z ⊕ Z we define the unbounded operator

φ(w) := a∗(z1) + a(z2) with domain Γfin
s (Z).

Proposition 9.2 (1) For w ∈ Z ⊕ Z, Γfin
s (Z) is an invariant subspace of entire

analytic vectors for φ(w).
(2) The operators φ(y) for y ∈ Re(Z ⊕ Z) are essentially self-adjoint. We will

still denote by φ(y) their closures.
(3) The operators φ(w) for w ∈ Z ⊕ Z are closable. We will still denote by φ(w)

their closures.
(4) The map Z ⊕ Z � w �→ φ(w) is C-linear on Γfin

s (Z).
(5) For w1 , w2 ∈ CY, we have

[φ(w1), φ(w2)] = iw1 ·ωCw21l on Γfin
s (Z). (9.7)

(6) If w = y1 + iy2 with y1 , y2 ∈ Y, then Dom φ(w) = Dom φ(y1) ∩Dom φ(y2).

Proof Let Ψ ∈ Γfin
s (Z). From Thm. 3.51 we obtain

‖φ(w)Ψ‖ ≤ ‖w‖‖(N + 1l)
1
2 Ψ‖.

By induction on n we obtain then that

‖φ(w)nΨ‖ ≤ ‖w‖n‖( (N +n)!
N ! )

1
2 Ψ‖. (9.8)

This proves (1).
Now (2) follows from Nelson’s commutator theorem; see Thm. 2.74 (1).
To prove (3) note that φ(w) ⊂ φ(w)∗. So φ(w) is closable.
(4) and (5) follow by direct computation. (6) follows from (5) by repeating the

argument of the proof of Prop. 8.31. �

Corollary 9.3 Let z ∈ Z. Then a(z), a∗(z) are closable. Denoting their closures
with the same symbols, for y = (z, z), we have

a∗(z) =
1
2
(
φ(y)− iφ(jy)

)
, a(z) =

1
2
(
φ(y) + iφ(jy)

)
,

Dom a∗(z) = Dom a(z) = Dom φ(y) ∩Dom φ(jy).

Remark 9.4 We have seen in Subsect. 1.3.9 that the map (9.4) is unitary. Using
this identification, one can parametrize field operators by vectors of Z instead of
vectors of Y = Re(Z ⊕ Z). This leads to the definition

φ(z) :=
1√
2

(
a∗(z) + a(z)

)
, z ∈ Z,
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214 CCR on Fock space

which is commonly found in the literature. In most of our work we will try to
avoid this definition.

9.1.2 Weyl operators on Fock spaces

Theorem 9.5 (1) If w1 , w2 ∈ CY and Ψ ∈ Γfin
s (Z), then the relationship

eiφ(w 1 )eiφ(w 2 )Ψ = e−
i
2 w 1 ·ωCw 2 eiφ(w 1 +w 2 )Ψ (9.9)

holds, where the exponentials are defined in terms of the power series and
all the series involved in (9.9) are absolutely convergent.

(2) Set

W (y) := eiφ(y ) , y ∈ Y.

Then the map

Y � y �→ W (y) ∈ U
(
Γs(Z)

)
(9.10)

is a regular irreducible CCR representation, if we equip Y with the symplectic
form ω defined in (9.3).

(3) If p ∈ U(Z), (z, z) ∈ Y, we have

Γ(p)W (z, z) = W (pz, pz)Γ(p).

(4) The map (9.10) is strongly continuous if we equip Y with the norm topology.

Definition 9.6 (9.10) is called the Fock CCR representation on Γs(Z).

Proof To prove (1), we use the Baker–Campbell formula, which says the fol-
lowing: if A, B are operators such that [A,B] commutes with A and B,
then

eAeB = e
1
2 [A,B ]eA+B (9.11)

as an identity between formal power series. We apply this formula to A = iφ(w1),
B = iφ(w2), using (9.7). We use (9.8) to prove the norm convergence of the series
appearing in (9.11).

Let us now prove (2). For y1 , y2 ∈ Re(Z ⊕ Z), both sides of (9.9) extend to
unitary operators, so (9.9) is valid on the whole space Γs(Z). Therefore, (9.10)
is a CCR representation. Since W (y) = eiφ(y ) , this representation is regular.

Let us prove that it is irreducible. Let P be an orthogonal projection acting
on Γs(Z) such that [P,W (y)] = 0 for all y ∈ Re(Z ⊕ Z). Then [P, φ(y)] = 0 on
Γfin

s (Z) for all y ∈ Re(Z ⊕ Z), and hence [P, a∗(z)] = [P, a(z)] = 0 for all z ∈ Z.
It follows that a(z)PΩ = 0. Hence, by (3.25), PΩ = 0 or PΩ = Ω. By (3.26) and
the fact that [P, a∗(z)] = 0, we obtain that P = 0 or P = 1l.

To prove (4), we first see using the CCR that it suffices to prove the continuity
of (9.10) at y = 0. Now, for Ψ ∈ Γfin

s (Z) we have

‖(W (y)− 1l)Ψ‖ ≤ ‖φ(y)Ψ‖ ≤ ‖y‖‖(N + 1l)
1
2 Ψ‖. �
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9.1 Fock CCR representation 215

Recall that we defined the parity operator as I := (−1)N in (3.10). If Y is
finite-dimensional, we defined the parity operator as I := Op(πdδ0) in (8.46).

Proposition 9.7 In the finite-dimensional case, the definitions of the parity
operator of (3.10) and of (8.46) coincide.

9.1.3 Exponentials of creation and annihilation operators

Theorem 9.8 Let z ∈ Z.

(1) The operators eφ(z ,z ) are essentially self-adjoint on Γfin
s (Z).

(2) ea∗(z ) and ea(z ) are closable operators on Γfin
s (Z) and their closures have the

domains

Dom ea∗(z ) = Dom ea(z ) = Dom e
1
2 φ(z ,z ) .

(3) In the sense of quadratic forms, we can write

W (−iz, iz) = e−
1
2 z ·z ea∗(z )e−a(z ) . (9.12)

(4)

(Ω|W (z, z)Ω) = e−
1
2 z ·z . (9.13)

Proof (1) Using the exponential law in Prop. 3.56, it suffices to consider the
case when dimZ = 1. For z ∈ Z, we consider the unique conjugation τ such that
τz = z and introduce the associated real-wave representation defined in Thm.
9.20. This allows us to identify Γs(Z) with L2(R, (2π)−

1
2 e−

1
2 x2

dx), Γfin
s (Z) with

the space of polynomials, and φ(z, z) with the operator of multiplication by αx

for some α ∈ R. Then (1) is equivalent to the fact that the space of polynomials
is dense in L2(R,dμ) for dμ = (2π)−

1
2 (1 + eαx)2e−x2 /2dx, which is well known.

(2) We have

ea(z ) ⊂ (ea∗(z ))∗, ea∗(z ) ⊂ (ea(z ))∗.

Hence ea∗(z ) and ea(z ) are closable on Γfin
s (Z). Next we use the Baker–Campbell

formula (9.11) on Γfin
s (Z) to get

ea(z )ea∗(z ) = e
1
2 z ·z eφ(z ,z ) , ea∗(z )ea(z ) = e−

1
2 z ·z eφ(z ,z ) .

Thus, for Ψ ∈ Γfin
s (Z),

‖ea∗(z )Ψ‖2 = e
1
2 z ·z‖e 1

2 φ(z ,z )Ψ‖2 , ‖ea(z )Ψ‖2 = e−
1
2 z ·z‖e 1

2 φ(z ,z )Ψ‖2 .

Then we apply (1).
(3) follows from (9.11) and implies (4). �
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9.1.4 Gaussian coherent vectors on Fock spaces

Let z ∈ Z.

Definition 9.9 We define

Ωz := W (−iz, iz)Ω = e−
1
2 z ·z ea∗(z )Ω = e−

1
2 z ·z

∞∑
n=0

z⊗n

√
n!

. (9.14)

The vectors Ωz will be called Glauber’s or Gaussian coherent vectors. Let Pz be
the orthogonal projection onto Ωz , so that

Pz = W (−iz, iz)|Ω)(Ω|W (iz,−iz).

Note that (−iz, iz) = −ω−1(z, z). Hence, in the notation of Sect. 8.5, Ωz equals
Ψz ,z for Ψ0,0 = Ω. Gaussian coherent vectors are eigenvectors of annihilation
operators. Besides, one can say that Ωz is localized in phase space around (z, z).
This is expressed in the following proposition:

Proposition 9.10 Let w, z ∈ Z. Then a(w)Ωz = (w|z)Ωz . Therefore,

(Ωz |a∗(w)Ωz ) = (z|w),

(Ωz |a(w)Ωz ) = (w|z),(
Ωz |φ(w,w)Ωz

)
= 2Re(z|w) = (z, z) · (w,w).

9.2 CCR on anti-holomorphic Gaussian L2 spaces

Let Z be a separable Hilbert space. We will use z as the generic variable in Z.
Recall that if dimZ <∞, then (2i)−ddzdz is the volume form on ZR and

(2πi)−de−z ·zdzdz defines the Gaussian measure for the covariance 1l, which is a
probability measure on ZR. We can also define the corresponding Hilbert space
of anti-holomorphic functions, denoted L2

C
(Z, (2πi)−de−z ·zdzdz). Thus if F,G ∈

L2
C
(Z, (2πi)−de−z ·zdzdz), then their scalar product is given by

(F |G) := (2πi)−d

ˆ
F (z)G(z)e−z ·zdzdz.

Recall from Subsect. 5.5.4 that this Hilbert space has a natural generalization
to the case of an arbitrary dimension, denoted L2

C
(Z, e−z ·zdzdz) and called the

anti-holomorphic Gaussian L2 space over the space Z.
The bosonic Fock space Γs(Z) is naturally isomorphic to L2

C
(Z, e−z ·zdzdz).

This makes it possible to interpret Fock CCR representations in terms of oper-
ators acting on anti-holomorphic Gaussian L2 spaces.

This section can be viewed as a continuation of Sect. 5.5 on Gaussian measures
on complex Hilbert spaces.
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9.2 CCR on anti-holomorphic Gaussian L2 spaces 217

9.2.1 Bosonic complex-wave representation

Theorem 9.11 (1) The map T cw : Γs(Z) → L2
C
(Z, e−z ·zdzdz) given by

T cwΨ(z) :=
∞∑

n=0

1√
n!

(z⊗n |Ψ),

= e
1
2 z ·z (Ωz |Ψ), Ψ ∈ Γs(Z),

is unitary. (In the second line we use Gaussian coherent vectors Ωz .)
(2) For w ∈ Z we have

T cwΩ = 1,

T cwa∗(w) = w · z T cw ,

T cwa(w) = w · ∇z T cw ,

(T cwΓ(p)Ψ)(z) = T cwΨ(p# z), p ∈ B(Z), Ψ ∈ Γs(Z).

(3) We have a regular irreducible CCR representation

Re(Z ⊕ Z) � (w,w) �→ ei(w ·z+w ·∇z ) ∈ U(L2
C(Z, e−z ·zdzdz)). (9.15)

(4) The CCR representation (9.15) is equivalent to the Fock representation:

T cweiφ(w,w ) = ei(w ·z+w ·∇z )T cw , w ∈ Z.

(5) (9.15) acts on F ∈ L2
C
(Z, e−z ·zdzdz) as follows:

ei(w ·z+w ·∇z )F (z) = eiw ·z− 1
2 w ·w F (z + iw), w ∈ Z.

Proof (1) follows from Thm. 5.88. (2)–(4) follow immediately from Thm. 5.88
and Subsect. 3.5.2. To prove (5) we use the Baker–Campbell–Hausdorff formula.

�

Definition 9.12 Following Segal, we will call T cwΨ the complex-wave transform
of Ψ. (It is also sometimes called the Bargmann or Bargmann–Segal transform
of Ψ ∈ Γs(Z). Berezin calls it the generating functional of Ψ.)

(9.15) will be called the complex-wave CCR representation. (It is also called
the Bargmann or Bargmann–Segal representation.)

9.2.2 Coherent vectors in the complex-wave representation

Let w ∈ Z. The complex-wave transform of the Gaussian coherent vector Ωw is

T cwΩw (z) = e−
1
2 ww ez ·w .

As an exercise in the complex-wave representation let us calculate the scalar
product of two such vectors:

(Ωw 1 |Ωw 2 ) = (2πi)−d

ˆ
e−

1
2 |w 1 |2 − 1

2 |w 2 |2 +z ·w 1 +z ·w 2 −|z |2 dzdz

= e−
1
2 |w 1 |2 − 1

2 |w 2 |2 +w 1 ·w 2 .
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218 CCR on Fock space

Definition 9.13 Let dimCZ = d be finite. The Gaussian FBI transform is the
map T FBI : Γs(Z) → L2(Re(Z ⊕ Z)) defined by

Re(Z ⊕ Z) � (z, z) �→ T FBIΨ(z, z) := (2π)−
d
2 (Ωz |Ψ). (9.16)

Clearly, the Gaussian FBI transform is a special case of the FBI transform
defined in Subsect. 8.5.1, where we put Ψ0 = Ω.

By (9.16), in the finite-dimensional case we have the following simple relation-
ship between the Gaussian FBI transformation and the complex-wave transfor-
mation:

T FBIΨ(z, z) = (2π)
d
2 e−

1
2 z ·zT cwΨ(z). (9.17)

This gives the following alternative proof of the unitarity of T cw :

(Ψ1 |Ψ2) = i−d

ˆ
T FBIΨ1(z, z)T FBIΨ2(z, z)dzdz (9.18)

= (2πi)−d

ˆ
e−

1
2 |z |2 T cwΨ1(z)e−

1
2 |z |2 T cwΨ2(z)dzdz (9.19)

= (T cwΨ1 |T cwΨ2)L2
C
(Z,e−z ·z dzdz ) .

In (9.18) we used that i−ddzdz is the canonical measure on the symplectic space
Re(Z ⊕ Z) and that T FBI is isometric; see (8.53).

9.3 CCR on real Gaussian L2 spaces

If the complex dimension of Z is finite and equals the real dimension of X ,
then the Fock representation on Γs(Z) is unitarily equivalent to the Schrödinger
representation on L2(X ). In order to describe this equivalence, one needs to fix
a conjugation on the Kähler space Re(Z ⊕ Z), which allows us to separate field
operators into “momentum” and “position” operators. In addition, one needs
to fix a Euclidean structure on X , which allows us to distinguish the Gaussian
vector that is mapped to the Fock vacuum.

In the case of an infinite dimension we do not have a Schrödinger representa-
tion, since there is no Lebesgue measure on infinite-dimensional vector spaces.
However, in this case we have the so-called real-wave representations, which can
serve as a substitute for Schrödinger representations. Real-wave representations
will be the main topic of this section. They are CCR representations acting on
real Gaussian L2 spaces. They are unitarily equivalent to Fock representations.

Throughout this section, X is a real Hilbert space and c ∈ Bs(X ) is invertible
and positive. x will be used as the generic variable in X .

Recall that if dimX < ∞, then (2π)−
d
2 (det c)−

1
2 e−

1
2 x·c−1 xdx is a probability

measure on X . Thus we can define the corresponding Hilbert space

L2(X , (2π)−
d
2 (det c)−

1
2 e−

1
2 x·c−1 xdx).

https://www.cambridge.org/core/terms. https://www.cambridge.org/core/product/3F2652F5759A09E8165EE08E3F91CC35
Downloaded from https://www.cambridge.org/core. IP address: 18.191.223.123, on 21 Jul 2024 at 04:58:56, subject to the Cambridge Core terms of use, available at

https://www.cambridge.org/core/terms
https://www.cambridge.org/core/product/3F2652F5759A09E8165EE08E3F91CC35
https://www.cambridge.org/core


9.3 CCR on real Gaussian L2 spaces 219

As described in Def. 5.72, this can be generalized to the case of an arbitrary
dimension, and then it is called the Gaussian L2 space for the covariance c and
denoted

L2(X , e−
1
2 x·c−1 xdx). (9.20)

In this section we describe the real-wave representation acting on (9.20).
This section can be viewed as a continuation of Sect. 5.4 on Gaussian measures

on real Hilbert spaces.

9.3.1 Real-wave CCR representation

Let η, q ∈ X . We set

η · xrw := η · x,

q ·Drw := q · (1
i
∇x +

i
2
c−1x), as operators on L2(X , e−

1
2 x·c−1 xdx).

Theorem 9.14 (1) The operator η · xrw + q ·Drw is essentially self-adjoint on
CPols(X ).

(2) The map

X ⊕ X � (η, q) �→ ei(η ·xrw +q ·D rw ) ∈ U(L2(X , e−
1
2 x·c−1 xdx)) (9.21)

is an irreducible regular CCR representation.
(3) For F ∈ L2(X , e−

1
2 x·c−1 xdx) one has

ei(η ·xrw +q ·D rw )F (x) = e
i
2 q ·(η+ i

2 c−1 q)eix·(η+ i
2 c−1 q)F (x + q).

Proof We consider the one-parameter group

UtF (x) := e
i
2 t2 q ·(η+ i

2 c−1 q)eitx·(η+ i
2 c−1 q)F (x + tq), t ∈ R.

Let D := Span{ew ·x , w ∈ CX}. From Subsect. 5.2.5, we know that D is dense
in L2(X , e−

1
2 x·c−1 xdx). Clearly, D is invariant under Ut , and Ut is a strongly

continuous group of isometries of D, hence it extends to a strongly continuous
unitary group. D is included in the domain of its generator, which equals
η · xrw + q ·Drw on D. By Nelson’s invariant domain theorem, Thm. 2.74 (2),
we obtain that η · xrw + q ·Drw is essentially self-adjoint on D.

To show the essential self-adjointness on CPols(X ), we note that D is in the
closure of CPols(X ) for the graph norm: in fact, for w ∈ CX , the series

+∞∑
n=0

(w · x)n

n!

converges to ew ·x for the graph norm of η · xrw + q ·Drw . This proves (1) and
(3). (2) follows immediately from (3). �

Definition 9.15 The CCR representation (9.21) is called the real-wave repre-
sentation of covariance c.
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220 CCR on Fock space

Note that the operators xrw , Drw are examples of abstract position and
momentum operators considered in Subsect. 8.2.6.

We equip X ⊕ X with the complex structure

j =
[

0 −(2c)−1

2c 0

]
, (9.22)

which is Kähler. Thus X ⊕ X becomes a Kähler space with a conjugation.
Therefore, as in Subsect. 8.2.7, for w ∈ CX we can introduce the associated
Schrödinger-type creation and annihilation operators:

arw (w) = w · c∇x , a∗
rw (w) = w · x− w · c∇x .

Proposition 9.16 Let w,w1 , w2 ∈ CX .

(1) The operators arw (w) and a∗
rw (w) are closable on CPols(X ).

(2) We have

[arw (w1), a∗
rw (w2)] = (w1 |cw2)1l,

[arw (w1), arw (w2)] = [a∗
rw (w1), a∗

rw (w2)] = 0.

(3) F ∈ L2(X , e−
1
2 x·c−1 xdx) satisfies

arw (w)F = 0, w ∈ CX ,

iff F is proportional to 1.

Proof (1) follows from Prop. 8.31 and (2) is a special case of (8.30).
Let F be such that arw (w)F = 0 for w ∈ CX and (F |1) = 0. In particular, for

each G ∈ CPols(X ),

(a∗
rw (w)G|F ) = 0.

Clearly, the span of vectors of the form
n

Π
i=1

a∗
rw (wi)1 equals the space of polyno-

mials in CPol(X ) of degree greater than 1. So F is orthogonal to CPol(X ), and
hence F = 0, which proves (3). �

The usual choice is c = 1l, which leads to the complex structure

j =
[

0 − 1
2 1l

21l 0

]
.

Remark 9.17 The advantage of the real-wave representation is the fact that we
can make an identification

L2(X , e−
1
2 x·c−1 xdx) � L2(Q,μ)

for an L2 space over some true measure space (Q,S, μ). There is no unique
choice of the measure space (Q,S, μ), especially in the case of an infinite-
dimensional X , but it essentially does not matter which one we take. A class
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9.3 CCR on real Gaussian L2 spaces 221

of possible choices is described in Subsect. 5.4.2: we can set Q = B
1
2 X , where

B > 0 is an operator on X with B−1 trace-class, but there are many others;
see the discussion in Simon (1974). Therefore, the real-wave representation is
sometimes called the Q-space representation of the bosonic Fock space.

9.3.2 Real-wave CCR representation in finite dimension

If the dimension of X is finite, then the real-wave representation is a special case
of a weighted Schrödinger representation with

m(x) = (2π)−
d
4 (det c)−

1
4 e−

1
4 x·c−1 x . (9.23)

(9.23) is the pointwise positive ground state of

H = −Δ +
1
4
x · c−2x− 1

2
Tr c−1 .

The Dirichlet form for (9.23) in the Hilbert space
L2
(
X , (2π)−

d
2 (det c)−

1
2 e−

1
2 x·c−1 xdx

)
equals

−Δ + x · c−1∇x .

The unitary operator

L2
(
X , (2π)−

d
4 (det c)−

1
2 e−

1
2 x·c−1 xdx

)
� F �→ T schF := m(x)F ∈ L2(X )

intertwines the Schrödinger and the real-wave representations:

ei(η ·x+q ·D )T sch = T schei(η ·xrw +q ·D rw ) .

9.3.3 Wick transformation

The real-wave representation on L2(X , e−
1
2 x·c−1 xdx) is unitarily equivalent to

the Fock representation on Γs(c−
1
2 CX ). This follows by a general argument from

Prop. 9.16 and the fact that polynomials are dense; see Subsect. 5.2.6.
In this subsection we will construct an explicit unitary transformation that

intertwines the real-wave representation and the Fock representation.

Definition 9.18 For F ∈ CPols(X ), we define

:F : = a∗
rw (F )1 ∈ CPols(X ).

The map F �→ :F : is called the Wick transformation w.r.t. the covariance c.

The following proposition shows how one can compute : G :.

Proposition 9.19 (1) For G ∈ CPols(X ), one has

:G(x): = e−
1
2 ∇x ·c∇x G(x) = e

1
2 x·c−1 xG(−c∇x)e−

1
2 x·c−1 x . (9.24)

(2) For G(x) ∈ CPols(X ), one has

G(x) = e
1
2 ∇x ·c∇x :G(x): = e−

1
2 x·c−1 x :G:(c∇x)e

1
2 x·c−1 x .
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222 CCR on Fock space

Proof Let w ∈ CX . The following operator identities are valid on CPols(X ):

a∗
rw (w) = w · x− w · c∇x

= e−
1
2 ∇x ·c∇x (w · x)e

1
2 ∇x ·c∇x = e

1
2 x·c−1 x(−w · c∇x)e−

1
2 x·c−1 x .

This yields, for G ∈ CPols(X ), the operator identity

a∗
rw (G) = e−

1
2 ∇x ·c∇x G(x)e

1
2 ∇x ·c∇x = e

1
2 x·c−1 xG(−c∇x)e−

1
2 x·c−1 x .

By applying it to the polynomial 1, we obtain

:G: = a∗
rw (G)1 = e−

1
2 ∇x ·c∇x G = e

1
2 x·c−1 xG(−c∇x)e−

1
2 x·c−1 x ,

which proves (1). Clearly, (2) follows from (1). �

Note that the space CPols(X ) can be identified with Pols(CX ) (by analytic
continuation/restriction; see Subsect. 3.5.6). Let z denote the generic variable in
CX . The following theorem is immediate:

Theorem 9.20 (1) The map

Pols(CX ) � F �→ :F : ∈ CPols(X )

extends to a unitary map

L2
C(CX , e−z ·c−1 zdzdz) � F �→ :F : ∈ L2(X , e−

1
2 x·c−1 xdx). (9.25)

(2) (9.25) intertwines the complex-wave and real-wave CCR representations:

:ei(w ·z+w ·∇z )F : = ei(a∗
rw (w )+a rw (w )) :F :, F ∈ L2

C(CX , e−z ·c−1 zdzdz), w ∈ CX .

(3) For w ∈ CX , we have

:ew ·x : = ew ·xe−
1
2 w ·cw . (9.26)

Remark 9.21 (9.26) is often used as the definition of the Wick transformation.

Using Subsect. 9.2.1, we can unitarily identify the real-wave representation
on L2(X , e−

1
2 x·c−1 xdx) and the Fock representation on Γs(c−

1
2 CX ). This is

described in the next theorem.

Theorem 9.22 Set

Γs(c−
1
2 CX ) � Φ �→ T rwΦ := :T cwΦ: ∈ L2(X , e−

1
2 x·c−1 xdx). (9.27)

Then

(1) T rw is unitary.
(2) T rw is the unique bounded linear map such that

T rwΩ = 1, and T rw eia∗(η )+a(η ) = eiη ·xrw T rw , η ∈ c−
1
2 X .
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9.3 CCR on real Gaussian L2 spaces 223

(3) T rw is the unique bounded linear map such that

T rwΩ = 1, and T rw n

Π
i=1

a∗(wi) =
n

Π
i=1

a∗
rw (wi)T rw , wi ∈ c−

1
2 CX .

Remark 9.23 In the case of a single variable, that is, X = R, and c = 1l, the
Wick transformation for monomials is the same as the Gram–Schmidt orthog-
onalization procedure with the weight e−

1
2 x2

. The polynomials :xn : are rescaled
Hermite polynomials. More precisely, if one adopts the following definition of
Hermite polynomials:

e2xt−t2
=:

∞∑
n=0

tn

n!
Hn (x),

then

:xn : =
√

2
n
Hn ( x√

2
).

9.3.4 Integrals of polynomials with a Gaussian weight

In this subsection, for simplicity, we assume that c = 1l.
In physics one often computes integrals of a polynomial times the Gaussian

weight. The Wick transformation helps to perform such an integral, as is seen
from (9.29):

Theorem 9.24 Let F ∈ CPols(X ). Thenˆ
X

F (x)e−
1
2 x2

dx =
(
e

1
2 ∇2

x F
)
(0), (9.28)

ˆ
X

:F (x):e−
1
2 x2

dx = F (0). (9.29)

Proof We can assume that X is of finite dimension. Recall the identity (4.14):

e
1
2 ∇2

x F (y) = (2π)−
d
2

ˆ
e−

1
2 (y−x)2

F (x)dx. (9.30)

In (9.30) we set y = 0, which proves (9.28).
To prove (9.29) we use (9.28) and Prop. 9.19. �

Note that the r.h.s. of (9.28) can be expanded in a finite sum and leads to the
well-known sum over all possible “pairings”. This is the simplest version of what
is usually called the Wick theorem.

A more complicated version of the Wick theorem is given below. It has a well-
known graphical interpretation in terms of diagrams, which we will discuss in
Chap. 20.
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224 CCR on Fock space

Theorem 9.25 Let F1 , . . . , Fn ∈ CPols(X ). Then

:F1(x): · · · :Fn (x): (9.31)

= : exp
(∑

i<j

∇xi
∇xj

)
F1(x1) · · ·Fn (xn )

∣∣
x=x1 =···=xn

: ,

(2π)−
d
2

ˆ
:F1(x): · · · :Fn (x):e−

1
2 x2

dx (9.32)

= exp
(∑

i<j

∇xi
∇xj

)
F1(x1) · · ·Fn (xn )

∣∣
0=x1 =···=xn

.

Proof To prove (9.31), we write

:F1(x): · · · :Fn (x):

= e−
1
2 ∇2

x 1 F1(x1) · · · e− 1
2 ∇2

x n Fn (xn )
∣∣
x=x1 =···=xn

= :e
1
2 ∇2

x

(
e−

1
2 ∇2

x 1 F1(x1) · · · e− 1
2 ∇2

x n Fn (xn )
∣∣
x=x1 =···=xn

)
:

= :e
1
2 (∇x 1 +···+∇x n )2 − 1

2 ∇2
x 1

−···− 1
2 ∇2

x n F1(x1) · · ·Fn (xn )
∣∣
x=x1 =···=xn

:.

In the last step we used that

∇xf(x, . . . , x) = (∇x1 + · · ·+∇xn
)f(x1 , · · · , xn )

∣∣
x=x1 =···=xn

.

(9.32) follows from (9.31) and (9.29). �

9.3.5 Operators in the real-wave representation

Definition 9.26 For an operator a on X , we will write

Γrw(a) := T rwΓ(aC)T rw∗,

where we recall that aC denotes the extension of a to CX .

Suppose that c > 0 is an operator on X . Clearly,

Γrw (c−
1
2 ) : L2(X , e−

1
2 x2

dx) → L2(c−
1
2 X , e−

1
2 x·c−1 xdx)

is a unitary operator. Therefore, in what follows we will stick to the covariance
1l.

Recall from Remark 9.17 that L2(X , e−
1
2 x2

dx) can be interpreted as L2(Q,μ)
for some measure space (Q,μ). Let F be a bounded Borel function on Q. Then
one can define F (xrw ), which is a bounded operator on L2(X , e−

1
2 x2

dx). It can
be also interpreted as an element of L2(X , e−

1
2 x2

dx), and then it will simply be
written F . Clearly, F (xrw )1 = F .

Proposition 9.27 Let u be an orthogonal operator on X . Then

Γrw(u)F (xrw )Γrw (u)−1 = (Γrw(u)F )(xrw ). (9.33)
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9.3 CCR on real Gaussian L2 spaces 225

Proof A dense set of vectors in L2(X , e−
1
2 x2

dx) is given by G(xrw )1 = G for G

bounded Borel functions on B
1
2 X . We have the commutation property

Γrw(u)F (xrw )Γrw (u)−1G(xrw ) = G(xrw )Γrw (u)F (xrw )Γrw (u)−1 . (9.34)

Hence, applying (9.34) to the vacuum 1 we obtain

Γrw(u)F (xrw )Γrw (u)−1G = G(xrw )Γrw (u)F = (Γrw(u)F )(xrw )G.

�

Proposition 9.28 Let X1 be a closed subspace of X . Let e1 be the orthogonal
projection on X1 . Let B1 be the sub-σ-algebra of functions based in X1 , and EB1

the corresponding conditional expectation. Then

EB1 = Γrw(e1).

Proposition 9.29 Let a ∈ B(X ). Then

(1) If ‖a‖ ≤ 1, Γrw(a) is doubly Markovian, hence it is a contraction on
Lp(Q,dμ) for all 1 ≤ p ≤ ∞.

(2) If ‖a‖ < 1, then Γrw(a) is positivity improving.

Proof We drop rw from Γrw and xrw .
We first prove (1). We write a as j∗uj, where

X � x �→ j(x) := x⊕ 0 ∈ X ⊕ X
is isometric and

u =

[
a (1l− aa∗)

1
2

(1l− a∗a)
1
2 a∗

]
is orthogonal. Using Subsect. 5.4.3, we see that if we take (Q×Q,μ⊗ μ) as the
Q-space for X ⊕ X , then the map Γ(j) is

L2(Q,dμ) � f �→ f ⊗ 1 ∈ L2(Q,dμ)⊗ L2(Q,dμ) � L2(Q×Q,dμ⊗ dμ),

which is positivity preserving.
The map Γ(u) is clearly positivity preserving. In fact, recall that F (x) is the

operator of multiplication by a measurable function F on L2(Q,μ). By (9.33) and
the unitarity of u, (Γ(u)F )(x) = Γ(u)F (x)Γ(u)−1 . Since F ≥ 0 a.e. iff F (x) ≥ 0,
we see that Γ(u) is positivity preserving. Finally Γ(j∗) = Γ(j)∗ is also positivity
preserving by the remark after Def. 5.21. Hence Γ(a) is positivity preserving.
Since Γ(a) and Γ(a)∗ preserve 1, Γ(a) is doubly Markovian.

Let us now prove (2). We write Γ(a) = Γ(‖a‖)Γ(b), where a =: ‖a‖b. Then
‖b‖ ≤ 1, and thus Γ(b) is positivity preserving by (1). If f ≥ 0 and f �= 0, then´

Q
Γ(b)fdμ =

´
Q

fdμ > 0, so Γ(b) preserves the set of non-zero positive func-
tions. So it suffices to prove that Γ(‖a‖) is positivity improving.
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226 CCR on Fock space

Let f, g ≥ 0 with f, g �= 0. The function F (t) = (f |Γ(e−t)g) is positive on R+

by (1). It tends to (1|f)(1|g) at +∞, since Γ(e−t) = e−tN , where N is the number
operator. Since F extends holomorphically to {z : Re z > 0}, it has isolated
zeroes in R+. Let t > 0 and 0 < t0 < t such that F (t0) > 0. Set f1 = Γ(e−t0 /2)f ,
g1 = Γ(e−t0 /2)g. Then f1 , g1 ≥ 0 and (f1 |g1) = F (t0) > 0. Therefore, f1g1 �= 0
and h = min(f1 , g1) �= 0. This yields

(f |Γ(e−t)g) = (f1 |Γ(e−(t−t0 ))g1)

≥ (h|Γ(e−(t−t0 ))g1) ≥ (h|Γ(e−(t−t0 ))h)

= ‖Γ(e−(t−t0 )/2)h‖2 > 0,

which completes the proof of (2). �

Below we recall Nelson’s famous hyper-contractivity theorem.

Theorem 9.30 Let a ∈ B(X ) and 1 < p < q < ∞. If

‖a‖ ≤ (p− 1)
1
2 (q − 1)−

1
2 ,

then Γrw(a) is a contraction from Lp(Q,dμ) to Lq (Q,dμ).

9.4 Wick and anti-Wick bosonic quantization

As elsewhere in this chapter, Z is a Hilbert space, Y = Re(Z ⊕ Z), Y# =
Re(Z ⊕ Z), CY = Z ⊕ Z and CY# = Z ⊕ Z. We recall from Subsect. 3.5.6 that
CPols(Y# ) is identified with Pols(CY# ). We can go from one representation to
the other by analytic continuation/restriction. Thus we will freely switch between
a polynomial in CPols(Y# ) and Pols(Z ⊕ Z):

Re(Z ⊕ Z) � (z, z) �→ b(z, z),

Z ⊕ Z � (z1 , z2) �→ b(z1 , z2).

We consider the Fock CCR representation

Y � y �→ eiφ(y ) ∈ U
(
Γs(Z)

)
.

Recall that CCRpol(Y) is the ∗-algebra generated by φ(y), y ∈ Y. It can be
faithfully represented by operators on the space Γfin

s (Z).
We will define and study the bosonic Wick and anti-Wick quantization. The

Wick quantization is the most frequently used quantization in quantum field
theory and many-body quantum physics.

9.4.1 Wick and anti-Wick ordering

Let b ∈ Pols(Z). Recall that in Subsect. 3.4.4 we defined the multiple creation and
annihilation operators a∗(b) and a(b). Note that the possibility of unambiguously
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9.4 Wick and anti-Wick bosonic quantization 227

defining a∗(b) and a(b) follows from the fact that Z and Z are isotropic subspaces
of CY for ωC.

Definition 9.31 For b1 , b2 ∈ Pols(Z) we set

Opa∗,a(b1b2) := a∗(b1)a(b2),

Opa,a∗
(b2b1) := a(b2)a∗(b1).

These maps extend by linearity to maps

CPols(Y# ) � b �→ Opa∗,a(b) ∈ CCRpol(Y),

CPols(Y# ) � b �→ Opa,a∗
(b) ∈ CCRpol(Y),

(9.35)

called the Wick and anti-Wick bosonic quantizations.

Definition 9.32 The inverse maps to (9.35) will be denoted by

CCRpol(Y) � B �→ sa∗,a
B ∈ CPols(Y# ),

CCRpol(Y) � B �→ sa,a∗
B ∈ CPols(Y# ).

The polynomial sa∗,a
B , resp. sa,a∗

B is called the Wick, resp. anti-Wick symbol of
the operator B.

Remark 9.33 Suppose that we fix an o.n. basis {ei : i ∈ I} in Z. Every poly-
nomial b ∈ Pols(Z ⊕ Z) can be written as∑

ν,β

bν,β zν zβ ,

where ν, β are multi-indices, that is, elements of {0, 1, 2, . . . }I . Then

Opa∗,a(b) =
∑
ν,β

bν,β a∗ν aβ , (9.36)

Opa,a∗
(b) =

∑
ν,β

bν,β aβ a∗ν . (9.37)

The r.h.s. of (9.36), resp. (9.37) is probably the most straightforward, even if
often somewhat heavy, notation for the Wick, resp. anti-Wick quantization.

More generally, one can assume that Z = L2(Ξ,dξ), where (Ξ,dξ) is a measure
space. Then polynomials on Z can be written as∑

n,m

ˆ
· · ·
ˆ

b(ξ1 , . . . ξn ; ξ′m , . . . , ξ′1)zξ1 · · · zξn
zξ ′

m
· · · zξ ′

1
,
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228 CCR on Fock space

and one writes∑
n,m

b(ξ1 , . . . ξn ; ξ′m , . . . , ξ′1)a
∗
ξ1
· · · a∗

ξn
aξ ′

m
· · · aξ ′

1
instead of Opa∗,a(b),

∑
n,m

b(ξ1 , . . . ξn ; ξ′m , . . . , ξ′1)aξ ′
m
· · · aξ ′

1
a∗

ξ1
· · · a∗

ξn
instead of Opa,a∗

(b).

Thus a∗
ξ and aξ are treated as “operator-valued measures”, which acquire their

meaning after being “smeared out” with “test functions”.

The following theorem is the analog of Thm. 4.38 devoted to the x,D- and
D,x-quantizations.

Theorem 9.34 Let b, b−, b+ , b1 , b2 ∈ Pols(Z,Z).

(1) Opa,a∗
(b)∗ = Opa,a∗

(b) and Opa∗,a(b)∗ = Opa∗,a(b).
(2) For w ∈ Z,

Opa∗,a(wb) = a∗(w)Opa∗,a(b), Opa∗,a(wb) = Opa∗,a(b)a(w),

[Opa∗,a(b), a∗(w)] = Opa∗,a(w∇z b), [a(w),Opa∗,a(b)] = Opa∗,a(w∇z b).

(Ω|Opa∗,a(b)Ω) = b(0). (9.38)

(3) If Opa,a∗
(b−) = Opa∗,a(b+), then

b+(z, z) = e∇z ∇z b−(z, z)

= (2πi)−d

ˆ
e−(z−z1 )(z−z1 )b+(z1 , z1)dz1dz1 , if dimZ = d.

(4) If Opa∗,a(b1)Opa∗,a(b2) = Opa∗,a(b), then

b(z, z) = e∇z 1 ∇z 1 b1(z, z1)b2(z1 , z)
∣∣
z1 =z

= (2πi)−d

ˆ
e−(z−z 1 )(z−z1 )b1(z, z1)b2(z1 , z)dz1dz1 , if dimZ = d.

If Opa,a∗
(b1)Opa,a∗

(b2) = Opa,a∗
(b), then

b(z, z) = e−∇z 1
∇z 1 b1(z1 , z)b2(z, z1)

∣∣
z1 =z

.

Proof If we use the complex-wave representation, we see that the Wick, resp.
anti-Wick quantization can be viewed as the z,∇z , resp. ∇z , z quantization.
Therefore, we can apply the same combinatorial arguments as in the proof of
Thm. 4.38. �

Remark 9.35 The exponentials of differential operators in the above formu-
las can always be understood as finite sums of differential operators, since we
consider polynomial symbols. Note also that in the expression for the anti-Wick
symbol of a product of two operators there is no integral formula.
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9.4 Wick and anti-Wick bosonic quantization 229

The theorem that we state below is what is usually meant by Wick’s theorem.
We will discuss its diagrammatic interpretation in Chap. 20. It is an analog of
Thm. 4.39.

Theorem 9.36 Let b1 , . . . , bn , b ∈ CPols(Y# ) and

Opa∗,a(b) = Opa∗,a(b1) · · ·Opa∗,a(bn ).

Then

b(z, z) (9.39)

= exp
(∑

i<j

∇z i ·∇zj

)
b1(z1 , z1) · · · bn (zn , zn )

∣∣
z=z1 =···=zn

,

(Ω|Opa∗,a(b)Ω) (9.40)

= exp
(∑

i<j

∇z i ·∇zj

)
b1(z1 , z1) · · · bn (zn , zn )

∣∣
0=z1 =···=zn

.

Proof (9.39) is shown by the same arguments as Thm. 4.39. (9.40) follows from
(9.39) and (9.38). �

9.4.2 Relation between Wick, anti-Wick and

Weyl–Wigner quantizations

Let us assume that dimZ < ∞, so that the Weyl–Wigner quantization of a
polynomial in CPols(Y# ) is well defined.

The following theorem gives the connection between the Weyl–Wigner and the
Wick and the anti-Wick quantizations. We express these connections using two
alternative notations: either we treat them as functions of the complex variables
(z1 , z2) ∈ Z ⊕ Z, or we treat the symbols as functions of the real variable v ∈
Re(Z ⊕ Z).

Theorem 9.37 Let b−, b, b+ ∈ CPols(Y# ). Let

Opa∗,a(b+) = Op(b) = Opa,a∗
(b−).

(1) One can express the Wick symbol in terms of the Weyl–Wigner symbol:

b+(z, z) = e
1
2 ∇z ·∇z b(z, z)

= (πi)−d

ˆ
e−2(z−z 1 )·(z−z1 )b(z1 , z1)dz1dz1 ,

b+(v) = e
1
4 ∇2

v b(v)

= π−d

ˆ
e−(v−v1 )2

b(v1)dv1 .
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230 CCR on Fock space

(2) One can express the Weyl–Wigner symbol in terms of the anti-Wick symbol:

b(z, z) = e
1
2 ∇z ·∇z b−(z, z)

= (πi)−d

ˆ
e−2(z−z 1 )·(z−z1 )b−(z1 , z1)dz1dz1 ,

b(v) = e
1
4 ∇2

v b−(v)

= π−d

ˆ
e−(v−v1 )2

b−(v1)dv1 .

Proof Let b1 , b2 ∈ Pols(Z), b+(z, z) = b1(z)b2(z). We have

Opa∗,a(b+) = a∗(b1)a(b2)

= Op(b1)Op(b2) = Op(b).

Using the formula for the product of two Weyl–Wigner quantized operators, we
obtain

b(z, z) = e
i
2 (∇z 1

,∇z 1 )·ω (∇z 2
,∇z 2 )b1(z1)b2(z2)

∣∣
(z ,z )=(z 1 ,z2 )

= e−
1
2 (∇z 1

·∇z 2 −∇z 2
·∇z 1 )b1(z1)b2(z2)

∣∣
(z ,z )=(z 1 ,z2 )

= e−
1
2 ∇z ·∇z b1(z)b2(z),

where in the second line we use the definition (9.6) of the symplectic form ω.
This proves the first formula of (1). The second follows from the first, using the
identities of Subsect. 4.1.9. (2) follows from (1) and Thm. 9.34 (3). �

9.4.3 Wick and anti-Wick quantization as covariant and

contravariant quantization

For z ∈ Z, we consider the Gaussian coherent vectors Ωz and the correspond-
ing projections Pz in Γs(Z), defined in Def. 9.9. We will show that the Wick,
resp. anti-Wick quantizations coincide with the covariant, resp. contravariant
quantization for Gaussian coherent vectors.

Theorem 9.38 (1) Let B ∈ CCRpol(Y). Then for all z ∈ Z, Ωz ∈ Dom B and

sa∗,a
B (z, z) = (Ωz |BΩz ), z ∈ Z. (9.41)

(2) Let b ∈ CPols(Y# ). Let the dimension of Z be finite. Then

Opa,a∗
(b) = (2πi)−d

ˆ
b(z, z)Pzdzdz. (9.42)

(The integral should be understood in terms of a sesquilinear form on an
appropriate domain.)

Proof Let b1 , b2 ∈ Pols(Z). Set

b(z, z) := b1(z)b2(z) ∈ Pols(Z ⊕ Z).
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Then

(Ωz |Opa∗,a(b)Ωz ) = (Ωz |a∗(b1)a(b2)Ωz )

= (Ω|W (iz,−iz)a∗(b1)a(b2)W (−iz, iz)Ω)

=
(
Ω|(a∗(b1) + b1(z))(a(b2) + b2(z))Ω

)
= b1(z)b2(z) = b(z, z).

This proves (9.41). Next, we compute

Opa,a∗
(b) = a(b2)a∗(b1)

= (2πi)−d

ˆ
a(b2)Pza

∗(b1)dzdz

= (2πi)−d

ˆ
W (iz − iz)(a(b2) + b2(z))P0(a∗(b1)

+ b1(z))W (−iz + iz)dzdz

= (2πi)−d

ˆ
b2(z)b1(z)Pzdzdz = (2πi)−d

ˆ
b(z, z)Pzdzdz.

This proves (9.42). �

Remark 9.39 Thm. 9.38 (1) says that the Wick symbol coincides with the
covariant symbol defined with the help of Gaussian coherent states. Thus, using
the notation of Sect. 8.5, (9.41) can be denoted scv

B (z + z). (Strictly speaking,
however, operators in CCRpol(Y) are usually unbounded, so they do not belong
to the class considered in Sect. 8.5.)

Thm. 9.38 (2) says that the anti-Wick quantization coincides with the con-
travariant quantization for Gaussian coherent states. Thus, using the notation
of Sect. 8.5, (9.42) can be denoted Opct(b). (Strictly speaking, however, func-
tions in CPol(Y# ) usually do not belong to Meas1(Y# ) + L∞(Y# ), so they do
not belong to the class considered in Sect. 8.5.)

9.4.4 Wick symbols on Fock spaces

So far, we have defined the Wick symbol only for operators in CCRpol(Y). In
this case, it is a polynomial on Re(Z ⊕ Z).

We will now extend the definition of the Wick symbol to a rather large class
of quadratic forms on Γs(Z).

Definition 9.40 Let B be a quadratic form on Γs(Z) such that Ωz belongs to
its domain for any z ∈ Z. We define the Wick symbol of B as

sa∗,a
B (z, z) := (Ωz |BΩz ). (9.43)

By Thm. 9.38 (1), the above definition of the Wick symbol agrees with Def.
9.32 for B ∈ CCRpol(Y). In (9.43), the Wick symbol is viewed as a function
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232 CCR on Fock space

on Y# = Re(Z ⊕ Z). An alternative point of view on the Wick symbol uses
holomorphic functions on Z ⊕ Z.

Proposition 9.41 The holomorphic extension of (9.43) to Z ⊕ Z (see Def.
5.81) is

sa∗,a
B (z1 , z2) = e−z 1 ·z2 + 1

2 z 1 ·z1 + 1
2 z 2 ·z2 (Ωz1 |BΩz2 ).

Proposition 9.42 Let B be a positive closed quadratic form such that Γfin
s (Z) ⊂

Dom B and for each z ∈ Z the series
∞∑

n,m=0

1√
n!

(z⊗n |Bz⊗m )
1√
m!

is absolutely convergent. Then the Wick symbol of B and its holomorphic exten-
sion are

sa∗,a
B (z, z) = e−z ·z

∞∑
n,m=0

1√
n!

(z⊗n |Bz⊗m )
1√
m!

, (9.44)

sa∗,a
B (z1 , z2) = e−z1 ·z2

∞∑
n,m=0

1√
n!

(z⊗n
1 |Bz⊗m

2 )
1√
m!

. (9.45)

Proof Recalling that

Ωz = e−
1
2 z ·z

∞∑
n=0

z⊗n

√
n!

,

and using that B is closed, we see that Ωz ∈ Dom B and (Ωz |BΩz ) is given by the
convergent series in (9.44). Applying the Cauchy–Schwarz inequality, we obtain
that the series in the r.h.s. of (9.45) is absolutely convergent. Then we use Prop.
9.41. �

In the following proposition we compute the Wick symbol of various operators
in the sense of Def. 9.40:

Proposition 9.43 (1) For h ∈ B(Z), we have sa∗,a
dΓ(h)(z, z) = z·hz.

(2) If p is a contraction on Z, we have sa∗,a
Γ(p)(z, z) = e−z ·z+z ·pz .

Example 9.44 The anti-Wick, Weyl–Wigner and Wick symbols of P0 = |Ω)(Ω|
(the projection onto Ω) are given below (compare with Examples 4.42 and 8.74):

sa,a∗
P0

(z, z) = (2π)dδ0 ,

sP0 (z, z) = 2de−2z ·z ,

sa∗,a
P0

(z, z) = e−z ·z .
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9.4 Wick and anti-Wick bosonic quantization 233

9.4.5 Wick quantization: the operator formalism

Recall from Subsect. 8.5.3 that in general it is easier to find the covariant symbol
of an operator than to compute the covariant quantization of a symbol. This
remark applies to the Wick quantization. In this subsection we will describe this
more difficult direction.

It is convenient to represent Wick symbols as operators acting on the Fock
space. We need, however, to restrict ourselves to a rather small class of such
operators.

Recall that N is the number operator and 1l{n}(N) is the orthogonal projection
from Γs(Z) onto Γn

s (Z).

Definition 9.45 For b ∈ B
(
Γs(Z)

)
, set bn,m := 1l{n}(N)b1l{m}(N). Let

Bfin(Γs(Z)
)

:=
{
b ∈ B

(
Γs(Z)

)
: there exists n0 such that bn,m = 0 for n,m > n0

}
.

Definition 9.46 Let b ∈ Bfin
(
Γs(Z)

)
. Then we define its Wick quantization,

denoted by Opa∗,a(b), as the quadratic form on Γfin
s (Z) defined for Φ,Ψ ∈ Γfin

s (Z)
as

(Φ|Opa∗,a(b)Ψ) =
∞∑

n,m=0

min(m,n)∑
k=0

√
n!m!
k!

(Φ|bn−k,m−k ⊗ 1l⊗k
Z Ψ),

=
∞∑

n,m=0

∞∑
k=0

√
(n + k)!(m + k)!

k!
(Φ|bn,m ⊗ 1l⊗k

Z Ψ).

The above definition is essentially an extension of Def. 9.31.

Proposition 9.47 Let b ∈ Bfin
(
Γs(Z)

)
. Set B = Opa∗,a(b), with the Wick quan-

tization defined as in Def. 9.46. Then the Wick symbol of B in the sense of Def.
9.40 and its holomorphic extension are

sa∗,a
B (z, z) =

∞∑
n,m=0

(z⊗n |bz⊗m ), (9.46)

sa∗,a
B (z1 , z2) =

∞∑
n,m=0

(z⊗n
1 |bz⊗m

2 ). (9.47)

Consequently, if b ∈ CPols(Y# ) � Pol(Z ⊕ Z) is identified with b ∈ Bfin
(
Γs(Z)

)
with the help of (9.46) or (9.47), then Def. 9.31 coincides with Def. 9.40.
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234 CCR on Fock space

Proof B clearly satisfies the hypotheses of Def. 9.40, since b ∈ Bfin
(
Γs(Z)

)
.

Using (9.44), we obtain

sa∗,a
B (z, z)ez ·z =

∞∑
n,m=0

1√
n!

(z⊗n |Bz⊗m )
1√
m!

=
∞∑

n,m=0

min(n,m )∑
k=0

1
k!

(z⊗n |bn−k,m−k ⊗ 1l⊗k
Z z⊗m )

=
∞∑

n,m=0

min(n,m )∑
k=0

1
k!

(z·z)k (z⊗(n−k) |bn−k,m−k z⊗(m−k))

=
∞∑

n,m=0

∞∑
k=0

1
k!

(z·z)k (z⊗n |bn,m z⊗m ) =
∞∑

n,m=0

(z⊗n |bn,m z⊗m )ez ·z .

�

In the following identities it is convenient to use the new, more general defini-
tion of the Wick quantization:

Proposition 9.48 In the following identities b ∈ Bfin
(
Γs(Z)

)
, h ∈ B(Z) ⊂

Bfin
(
Γs(Z)

)
, p ∈ B(Z1 ,Z2).

Opa∗,a(h) = dΓ(h);

[dΓ(h),Opa∗,a(b)] = Opa∗,a([dΓ(h), b]);

Γ(p)Opa∗,a (bΓ(p)) = Opa∗,a(Γ(p)b)Γ(p);

Γ(p)Opa∗,a(b) = Opa∗,a (Γ(p)bΓ(p∗)) Γ(p), if p is isometric;

Γ(p)Opa∗,a(b)Γ(p∗) = Opa∗,a (Γ(p)bΓ(p∗)), if p is unitary.

The following proposition describes the special class of particle preserving
operators:

Proposition 9.49 If b ∈ B
(
Γm

s (Z)
)
, then

1
m !

(
Φ|Opa∗,a(b)Ψ

)
=

∞∑
k=1

(m+k)!
m !k ! (Φ|b⊗ 1lkZΨ)

=
∞∑

k=1

∑
1≤i1 < ···<im ≤m+k

(Φ|bm+k
i1 ,...,im

Ψ).

The operators bm+k
i1 ,...,im

∈ B
(
Γm+k

s (Z)
)

are defined as follows:

bm+k
i1 ,...,im

:= Θ(σ) b⊗ 1l⊗k
Z Θ(σ)−1 ∈ B

(
Γm+k

s (Z)
)
,

where σ ∈ Sn is any permutation that transforms (1, . . . ,m) onto (i1 , . . . , im ).
Thus bm+k

i1 ,...,im
is the “m-body interaction” acting on the i1-th,.. through im -th

particles.
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9.4 Wick and anti-Wick bosonic quantization 235

9.4.6 Estimates on Wick polynomials

Let b ∈ B
(
Γq

s (Z),Γp
s (Z)

) ⊂ Bfin
(
Γs(Z)

)
for p, q ∈ N. The following estimates are

known as Nτ estimates.

Proposition 9.50 Let m > 0 be a self-adjoint operator on Z. Then for all Ψ1 ,
Ψ2 ∈ Γs(Z) one has ∣∣∣(dΓ(m)−p/2Ψ1 |Opa∗,a(b)dΓ(m)−q/2Ψ2

)∣∣∣
≤ ‖Γ(m)−

1
2 bΓ(m)−

1
2 ‖‖Ψ1‖‖Ψ2‖. (9.48)

In particular, Opa∗,a(b) extends to an operator on Γs(Z) with domain
Dom N (p+q)/2 .

Proof Noting that NOpa∗,a(b) = Opa∗,a(b)(N + p− q), we see that the second
statement follows from the first for m = 1l.

To prove the first statement, we will assume for simplicity that Z is separable
(the non-separable case can be treated by the same arguments, replacing
sequences by nets). It clearly suffices to prove (9.48) for Ψ1, Ψ2 such that Ψi =
Γ(π)Ψi , where π is a finite rank projection. Moreover, if (πn ) is an increasing
sequence of orthogonal projections with s − lim πn = 1l, and if bn = Γ(πn )bΓ(πn ),
it suffices to prove (9.48) for Opa∗,a(bn ). Therefore, we may assume that Z is
finite-dimensional. Let (e1 , . . . , en ) be an o.n. basis of eigenvectors for m and
mk = (ek |mek ). For �k = (k1 , . . . , kd) ∈ Nd , we define e�k as in Subsect. 3.3.5. We
set

f�k :=

√|k|!√
�k!

e�k .

Let us consider the operator

A :
Γs(Z) → Γs(Z)⊗Z,

Ψ �→∑n
i=1 a(ei)Ψ⊗ ei,

and define by induction

Aq :
Γs(Z) → Γs(Z)⊗⊗q

sZ,

Aq :=
(
A⊗ 1l⊗q −1

s Z
)
Aq−1 .

It is easy to verify that

AqΨ =
∑
|�l|=q

|�l|!
�l!

a(e�l)Ψ⊗ e�l =
∑
|�l|=q

a(f�l)Ψ⊗ f�l . (9.49)

Since {f�l}|�l|=q is an o.n. basis of ⊗q
sZ, we have

b =
∑

|�k |=p,|�l|=q

b�k,�l |f�k )(f�l |, b�k,�l = (f�k |bf�l),
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236 CCR on Fock space

and hence

Opa∗,a(b) =
∑

|�k |=p,|�l|=q

b�k,�l a
∗(|f�k )

)
a
(
(f�l |
)
. (9.50)

From (9.49) and (9.50), we get that

Opa∗,a(b) = A∗
p

(
1lΓs (Z) ⊗ b

)
Aq . (9.51)

Inserting factors of Γ(m)
1
2 , we see that (9.48) follows if we prove that

‖1lΓs (Z) ⊗ Γ(m)
1
2 ApdΓ(m)−q/2‖ ≤ 1. (9.52)

To prove (9.52), we note that, first for α = 1 and then for any α ∈ R, one has

AdΓ(m)α =
(
dΓ(m)⊗ 1lZ + 1lΓs (Z) ⊗m

)α
A. (9.53)

Applying (9.53) for α = − 1
2 , we obtain by induction on q that

AqdΓ(m)−q/2

=
(
A⊗1l⊗q −1

s Z
) (

dΓ(m)⊗ 1l⊗q −1
s Z + 1lΓs (Z) ⊗ dΓq (m)

)− 1
2

Aq−1dΓ(m)−(q−1)/2 ,

and hence(
1lΓs (Z) ⊗ Γq (m)

1
2

)
AqdΓ(m)−q/2

=
(((

1lΓs (Z)⊗m
1
2
)
A
)
⊗1l⊗q −1

s Z
)(

dΓ(m)⊗ 1l⊗q −1
s Z + 1lΓs (Z) ⊗ dΓq−1(m)

)− 1
2

×
(
1lΓs (Z) ⊗ Γq−1(m)

1
2

)
Aq−1dΓ(m)−(q−1)/2 . (9.54)

As a special case of (9.51), we have

dΓ(b) = A∗ (1lΓs (Z) ⊗m
)
A,

which implies that ∥∥(1lΓs (Z) ⊗m
1
2
)
AdΓ(m)−

1
2
∥∥ ≤ 1.

Clearly, this implies that the first factor in the r.h.s. of (9.54) has norm less than
1, which implies (9.52). �

9.4.7 Bargmann kernel of an operator

Recall that in Def. 9.12 for any Ψ ∈ Γs(Z) we defined its complex-wave transform
T cwΨ ∈ L2

C
(Z, e−z ·zdzdz). In the context of the complex-wave transformation

one sometimes introduces the so-called Bargmann kernel of an operator, which
can be used as an alternative to its distributional kernel, and also to its Wick
symbol.

For simplicity, in (2) and (3) of Prop. 9.52 below we assume that the dimension
of Z is finite.
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9.4 Wick and anti-Wick bosonic quantization 237

Definition 9.51 Let B ∈ Bfin(Γs(Z)). We define the Bargmann or complex-
wave kernel of B as

Z ⊕ Z � (z1 , z2) �→ BBar(z1 , z2) :=
∞∑

n,m=0

(z⊗n
1

1√
n!
|B 1√

m!
z⊗m

2 )

= (ea∗(z1 )Ω|Bea∗(z2 )Ω).

Proposition 9.52 (1) The relationship between the Bargmann kernel and the
Wick symbol of an operator B on Γs(Z) is given by the following identity:

BBar(z1 , z2) = ez1 ·z2 sa∗,a
B (z1 , z2) = e

1
2 z 1 ·z1 + 1

2 z 2 ·z2 (Ωz1 |BΩz2 ).

(2) Let B ∈ Bfin(Γs(Z)), Ψ ∈ Γfin
s (Z). Then one has

(T cwBΨ)(z1) = (2πi)−d

ˆ
BBar(z1 , z2)T cwΨ(z2)e−z 2 ·z2 dz2dz2 . (9.55)

(3) Let B1 , B2 ∈ Bfin(Γs(Z)). Then

(B1B2)Bar(z1 , z2) = (2πi)−d

ˆ
BBar

1 (z1 , z0)BBar
2 (z0 , z2)e−z 0 ·z0 dz0dz0 .

(9.56)

Proof (1) is obvious. To prove (2) and (3) we use

1l = (2πi)−d

ˆ
Pzdzdz. (9.57)

We obtain

(Ωz1 |BΨ) = (2πi)−d

ˆ
(Ωz1 |BΩz2 )(Ωz2 |Ψ)dz2dz2 , (9.58)

(Ωz1 |B1B2Ωz2 ) = (2πi)−d

ˆ
(Ωz1 |B1Ωz0 )(Ωz0 |B2Ωz2 )dz0dz0 . (9.59)

Now (9.58) implies (2) and (9.59) implies (3). �

9.4.8 Link between the two Wick operations

In this subsection we use the conventions of Subsect. 9.3.1. In particular, we con-
sider a real Hilbert space X equipped with a positive operator c. We consider the
Kähler space with involution (2c)−

1
2 X ⊕ (2c)

1
2 X equipped with the Kähler anti-

involution j =
[

0 −(2c)−1

2c 0

]
(see (9.22)). Recall that the Wick transformation

w.r.t. the covariance c is given by

:G(x): = e−
1
2 ∇x ·c∇x G(x).

The following proposition explains the link between the Wick transformation on
functions on X and the Wick ordering of operators.
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238 CCR on Fock space

Proposition 9.53 Let F ∈ CPols(X ). Then

Opa∗,a(F ) = :F (xrw ):,

where on the r.h.s. we use the functional calculus, as explained in Remark 8.27.

Proof From Thm. 9.37, we have Opa∗,a(F ) = Op(e−
1
4 ∇2

v F ). Setting ∇v =
(∇x ,∇ξ ), we have

∇2
v = ∇x · 2c∇x +∇ξ · (2c)−1∇ξ .

Thus, on a function that depends only on x, we have

e−
1
4 ∇2

v F (x) = e−
1
2 ∇x ·c∇x F (x) = :F (x):.

Furthermore, for such functions the Weyl–Wigner quantization coincides with
the functional calculus. �

It is often convenient to use multiplication operators expressed as :F (xrw ):, as
explained in Prop. 9.53. In particular, let w ∈ CX . Recall that

w · xrw = a∗(w) + a(w).

For later use let us note the identity

:(w · xrw )p : =
p∑

r=0

(
p

r

)
a∗(w)r a(w)p−r . (9.60)

9.5 Notes

The essential self-adjointness of bosonic field operators was established by Cook
(1953).

A modern exposition of the mathematical formalism of second quantization
can also be found e.g. in Glimm–Jaffe (1987) and Baez–Segal–Zhou (1991).

The complex-wave representation goes back to the work of Bargmann (1961)
and Segal (1963). Therefore, it is often called the Bargmann or Bargmann–Segal
representation. The name “complex-wave representation” was coined by Segal
(1978); see also Baez–Segal–Zhou (1991).

The name “real-wave representation” also comes from Baez–Segal–Zhou
(1991). The properties of second quantized operators in the real-wave repre-
sentation were first established by Nelson (1973). The proof of Prop. 9.29 (1)
follows Nelson (1973), and that of Prop. 9.29 (2) follows Simon (1974). Nelson’s
hyper-contractivity theorem, Thm. 9.30, is proven in Nelson (1973).

The Wick theorem goes back to a paper of Wick (1950) about the evaluation
of the S-matrix.

The “Nτ estimates” were used in constructive quantum field theory and are
due to Glimm–Jaffe (1985).

Wick quantization in the context of particle preserving Hamiltonians is used,
for example, in Dereziński (1998).
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10

Symplectic invariance of CCR in
finite-dimensions

This is the first chapter devoted to the symplectic invariance of the CCR. In
this chapter we restrict ourselves to regular CCR representations over finite-
dimensional symplectic spaces.

In an infinite-dimensional symplectic space there is no distinguished topology.
This problem is absent in a finite-dimensional space. This motivates a separate
discussion of the finite-dimensional case.

The chapter is naturally divided in two parts. In the first three sections we
consider symplectic invariance without invoking any conjugation on the symplec-
tic space. We consider an arbitrary irreducible regular CCR representation over
a finite-dimensional symplectic space and do not explicitly use the Schrödinger
representation.

In the last two subsections we fix a conjugation, so that our symplectic space
can be written as Y = X # ⊕X , and we consider the Schrödinger representation
on L2(X ).

10.1 Classical quadratic Hamiltonians

Throughout this section (Y, ω) is a finite-dimensional symplectic space. Recall
that (Y# , ω−1) is also a symplectic space. As before we denote by y the generic
element of Y and by v the generic element of Y# .

Remark 10.1 It is natural to consider the two symplectic spaces Y and Y#

in parallel. It is a little difficult to decide which space should be viewed as the
principal one: Y# is perhaps more important from the point of view of classical
mechanics, since it plays the role of the phase space, whereas the dual phase space
Y is more natural quantum mechanically, since we use it in the CCR relations.

Recall that ζ ∈ Ls(Y# ,Y) iff ζ ∈ L(Y# ,Y) and ζ# = ζ. We write ζ ≥ 0 if
v·ζv ≥ 0, v ∈ Y# . We write ζ > 0 if in addition Ker ζ = {0}.

The following section is a preparation for the next two where we consider a
regular CCR representation over Y.

10.1.1 Symplectic transformations

Let r ∈ L(Y). Recall that r ∈ Sp(Y) iff

r# ωr = ω. (10.1)
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240 Symplectic invariance of CCR in finite-dimensions

This is equivalent to r# ∈ Sp(Y# ), which means

rω−1r# = ω−1 . (10.2)

We have an isomorphism of groups,

Sp(Y) � r �→ ωrω−1 = (r# )−1 ∈ Sp(Y# ).

Let a ∈ L(Y). Recall that a ∈ sp(Y) iff a# ω + ωa = 0. This is equivalent to
a# ∈ sp(Y# ), which means aω−1 + ω−1a# = 0. Note that

sp(Y) � a �→ ωaω−1 = −a# ∈ sp(Y# )

is an isomorphism of Lie algebras.

10.1.2 Poisson bracket

Definition 10.2 For b1 , b2 ∈ C1(Y# ) we define the Poisson bracket

{b1 , b2}(v) := ω∇b1(v)·∇b2(v) = −∇b1(v)·ω∇b2(v).

C∞(Y# ) equipped with {·, ·} is a Lie algebra.

Definition 10.3 By a quadratic, resp. purely quadratic polynomial we will
mean a polynomial of degree ≤ 2, resp. = 2.

Recall that the space of complex quadratic, resp. purely quadratic poly-
nomials on Y# is denoted CPol≤2

s (Y# ), resp. CPol2s (Y# ). Both are Lie sub-
algebras of C∞(Y# ) w.r.t. the Poisson bracket. More precisely, if λi ∈ C, yi ∈ CY,
ζi ∈ CLs(Y# ,Y) and χi(v) := λi + yiv + 1

2 v·ζiv, then

{χ1 , χ2}(v) = −y1 ·ωy2 + (ζ2ωy1 − ζ1ωy2)·v
+

1
2
v·(−ζ1ωζ2 + ζ2ωζ1)v.

If χ ∈ CPol≤2
s (Y# ), so that χ(v) = λ + y·v + 1

2 v·ζv with λ ∈ C, y ∈ CY and
ζ ∈ CLs(Y# ,Y), then

CY# � v �→ ω∇χ(v) = ωy + ωζv ∈ CY#

is an affine transformation on CY# . We have surjective homomorphisms of Lie
algebras

CPol≤2
s (Y# ) � χ �→ ω∇χ ∈ asp(CY# ),

Pol≤2
s (Y# ) � χ �→ ω∇χ ∈ asp(Y# )

(see Def. 1.102 for the definition of asp(CY# ) and asp(Y# )).

Definition 10.4 If (w, a# ) ∈ asp(Y# ) and ω∇χ(v) = w + a# v, then we say that
χ is a Hamiltonian of (w, a# ).
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Clearly, every element of asp(Y# ) has a one parameter family of Hamiltonians
χ differing by a constant. We will usually demand that χ(0) = 0, which fixes the
choice of a Hamiltonian in a canonical way. With this choice,

χ(v) = (ω−1w)·v +
1
2
v · ω−1a# v.

Let χ ∈ Pol≤2
s (Y# , R), and let vt solve

d
dt

vt = ω∇χ(vt), v0 = v.

Clearly, vt = etω∇χv. Moreover, if b ∈ C1(Y# ) and if we set bt(v) = b(vt), then
d
dt

bt(v) = {χ, bt}(v) = {χ, b}(vt). (10.3)

10.1.3 Spectrum of symplectic transformations

Recall that a subspace Y1 of Y is called symplectic iff ω restricted to Y1 is
non-degenerate. The following proposition is immediate:

Proposition 10.5 Let Y = Y1 ⊕ · · · ⊕ Yk , and let Y1 , . . . ,Yk be mutually ω-
orthogonal subspaces. Then all Yi, i = 1, . . . , k, are symplectic.

Definition 10.6 An element r ∈ Sp(Y) such that Ker(r + 1l) = {0} will be called
regular.

Proposition 10.7 Let r ∈ Sp(Y).

(1) spec rC is invariant under C � z �→ z−1 ∈ C.
(2) For λ ∈ spec rC ∩ {Im z ≥ 0, |z| ≥ 1} =: Λr set Pλ := 1l{λ,λ−1 ,λ,λ

−1 }(rC).
Then Pλ are real projections, constitute a partition of unity, commute with
r and P #

λ ωC = ωCPλ.

(3) If we set Yλ := PλY, then Yλ are symplectic, mutually ω-orthogonal, invari-
ant for r and Y = ⊕

λ∈Λr

Yλ .

(4) Set Ysg := Y−1 and Yreg := ⊕
λ∈Λr \{−1}

Yλ . Then Y = Ysg ⊕ Yreg . If we set

κ := (−1l)⊕ 1l, then

r = κr0 = r0κ, (10.4)

κ is a symplectic involution and r0 ∈ Sp(Y) is regular.

Proof r# ω = ωr−1 implies (1). We also obtain

ωC(z1l− r−1
C

)−1 = (z1l− r#
C
)−1ωC.

Hence

ωC1l{λ−1 }(rC) = ωC1l{λ}(r−1
C

) = 1l{λ}(r
#
C
)ωC.

Therefore,

ωC1l{λ,λ−1 }(rC) = 1l{λ,λ−1 }(r
#
C
)ωC = 1l{λ,λ−1 }(rC)# ωC.
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242 Symplectic invariance of CCR in finite-dimensions

If |λ| = 1, then Pλ = 1l{λ,λ−1 }(rC). If |λ| �= 1, then

Pλ = 1l{λ,λ−1 }(rC) + 1l{λ,λ
−1 }(rC).

In both cases, Pλ is real and can be restricted to Y. This proves (2).
(2) implies (3), which yields (4). �

There exists a classification of quadratic forms in a symplectic case due to
Williamson. The following proposition is its special case for a positive semi-
definite quadratic form, which is all that we need. Note that it would have a
much simpler proof if we assumed that the form is positive definite.

Proposition 10.8 Let ζ ∈ Ls(Y# ,Y) and ζ ≥ 0. Then we can find p ≤ m ≤ d,
λ1 , . . . , λp > 0 and a basis (e1 , . . . , e2d) in Y so that, if the corresponding dual
basis of Y# is (e1 , . . . , e2d), then

ωe2j−1 = −e2j , ωe2j = e2j−1 , j = 1, . . . , d; (10.5)

ζe2j−1 = λje2j−1 , ζe2j = λje2j , j = 1, . . . , p; (10.6)

ζe2j−1 = e2j−1 , ζe2j = 0, j = p + 1, . . . ,m; (10.7)

ζe2j−1 = 0, ζe2j = 0, j = m + 1, . . . , d.

Consequently, spec ωζ ⊂ iR. Besides, spec
(−(ωζ)2

) ⊂]0,∞[ and (ωζ)2 is diag-
onalizable. If ζ > 0, then ωζ is diagonalizable as well.

Note that we have two forms on Y# : ζ and ω−1 . The complements of V ⊂ Y#

w.r.t. these forms have standard symbols Vζ⊥ and Vω−1 ⊥. For brevity, we will
write V⊥ for the former and V◦ for the latter.

For the proof of Prop. 10.8 we need two lemmas. We set

V1 := Ker ζ, V2 := V◦
1 , V3 := (V2)⊥, V4 := V◦

3 .

Lemma 10.9 We have a direct sum decomposition,

Y# = V3 ⊕ V4 ,

which is both ω−1- and ζ-orthogonal, and ζ is non-degenerate on V4 .

Proof We have

V1 = (Y# )⊥ ⊂ V⊥
2 = V3 , (10.8)

hence

V4 = V◦
3 ⊂ V◦

1 = V2 . (10.9)

Clearly,

V2 ⊂ (V⊥
2 )⊥ = V⊥

3 . (10.10)

From (10.9) and (10.10), we get

V4 ⊂ V⊥
3 . (10.11)
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10.1 Classical quadratic Hamiltonians 243

Let us show that V3 ∩ V4 = {0}. Assume that v ∈ V3 ∩ V4 and v �= 0. By (10.11),
we have v·ζv = 0, hence v ∈ V1 .

By the non-degeneracy of ω−1 , there exists v′ such that v′·ωv �= 0. Let us fix
a basis (e1 , . . . , eq ) of V2 such that

ei · ζej = 0, for i �= j,

ei · ζei = 1, for 1 ≤ i ≤ p,

ei · ζei = 0, for p + 1 ≤ i ≤ q.

We set v′′ = v′ −∑p
i=1(v

′·ζei)ei so that v′′·ζei = 0 for 1 ≤ i ≤ q, and hence v′′ ∈
V⊥

2 = V3 . Since v′′ − v′ ∈ V2 = V◦
1 , we have v′′·ω−1v = v′·ω−1v �= 0. Therefore,

v �∈ V◦
3 = V4 , which is a contradiction.

Hence, V3 ∩ V4 = {0} and Y# = V3 ⊕ V4 . The direct sum is clearly ω−1-
orthogonal, and also ζ-orthogonal by (10.11). Finally, V4 ∩ V1 ⊂ V4 ∩ V3 = {0}
by (10.8). Hence, ζ is non-degenerate on V4 . �

Lemma 10.10 There exists a direct sum decomposition

Y# = V8 ⊕ V7 ⊕ V4

which is both ω−1- and ζ-orthogonal, such that ζ is non-degenerate on V4 , Ker ζ ∩
V7 is Lagrangian in V7 , and ζ = 0 on V8 .

Proof Let V5 ⊂ V3 be a maximal subspace on which ζ is non-degenerate. By
(10.8), V1 ⊂ V3 , so V3 = V1 ⊕ V5 . Set

V6 := V1 ∩ V2 , V7 := V6 + V5 , V8 := V◦
7 ∩ V3 .

We claim first that

V5 ∩ (V1 + V2) = {0}, (10.12)

V6 ∩ V◦
5 = {0}. (10.13)

In fact

V5 ∩ (V1 + V2) ⊂ V3 ∩ (V1 + V2) = V⊥
2 ∩ (V1 + V2) ⊂ V1 .

Hence, V5 ∩ (V1 + V2) ⊂ V5 ∩ V1 = {0}.
Similarly,

V6 ∩ V◦
5 ⊂ V2 ∩ V◦

5 = V◦
1 ∩ V◦

5 = (V1 + V5)◦ = V◦
3 = V4 .

Hence, V6 ∩ V◦
5 ⊂ V3 ∩ V4 = {0}.

Recall that if E1 , E2 , F are subspaces of E, then

(E1 + E2) ∩ F = E1 ∩ F + E2 ∩ F, if Ei ⊂ F for i = 1 or 2. (10.14)

Let us prove that

V7 ∩ V8 = {0}. (10.15)
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244 Symplectic invariance of CCR in finite-dimensions

In fact,

V8 = V◦
6 ∩ V◦

5 ∩ V3 = (V1 + V2) ∩ V◦
5 ∩ V3 ,

hence

V7 ∩ V8 = (V5 + V6) ∩ (V1 + V2) ∩ V◦
5 .

Since V6 ⊂ V1 + V2 , we have

(V5 + V6) ∩ (V1 + V2) = V5 ∩ (V1 + V2) + V6 ∩ (V1 + V2) = V6 ,

using (10.12). Next, V6 ∩ V◦
5 = {0} by (10.13), which proves (10.15).

It follows that V3 = V7 ⊕ V8 , and that this decomposition is ω−1-orthogonal.
Since V8 ⊂ (V1 + V2) ∩ V3 ⊂ V1 , the decomposition is also ζ-orthogonal and ζ =
0 on V8 .

Finally, Ker ζ ∩ V7 = V1 ∩ V7 = V1 ∩ V2 and

(V1 ∩ V2)◦ ∩ V7 = (V1 ∩ V2) ∩ V7 = (V1 + V2) ∩ (V1 ∩ V2 + V5)

= V1 ∩ V2 + (V1 + V2) ∩ V5 = V1 ∩ V2 ,

by (10.12). Hence, Ker ζ is Lagrangian in V7 . �

Proof of Prop. 10.8. We first consider separately three cases:
Case 1: ζ is non-degenerate. We can treat Y as a Euclidean space and apply
Corollary 2.85 to the anti-symmetric operator ωζ with a trivial kernel.
Case 2: Ker ζ is a Lagrangian subspace of Y# . Let V a maximal subspace of Y# on
which ζ is non-degenerate. We check that V is Lagrangian and Y# = V ⊕Ker ζ.
We choose a ζ-orthogonal basis (e1 , . . . , ed) of V and complete it to a symplectic
basis of Y# by setting e2j = ωζej , for 1 ≤ j ≤ d.
Case 3: ζ=0. We choose any symplectic basis of Y# .

In the general case we use Lemma 10.10 and apply Case 1 to V4 , Case
2 to V7 and Case 3 to V8 . The remaining statements of the proposition are
immediate. �

Proposition 10.11 Let ζ ∈ CLs(Y# ,Y), with Re ζ > 0. Then spec (ωζ) ⊂ C\R.

Proof Set ζ = ζ1 + iζ2 , with ζ1 , ζ2 real and ζ1 > 0. Let w ∈ CY# with ωζw =
λw be an eigenvector of ωζ for a real eigenvalue λ. Let w = w1 + iw2 , with
w1 , w2 ∈ Y. Then,

2λi〈ω−1w1 |w2〉 = λ〈ω−1w|w〉
= 〈ω−1w|ωζw〉 = −〈w|ζw〉
= −〈w1 |ζw1〉+ 〈w2 |ζw2〉.

Since λ ∈ R, taking the real part yields 〈w1 |ζ1w1〉+ 〈w2 |ζ1w2〉 = 0, and hence
w = 0. �
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10.2 Quantum quadratic Hamiltonians 245

10.1.4 Poisson bracket on charged symplectic spaces

Recall that a complex space Y equipped with a non-degenerate anti-Hermitian
form y1 ·ωy2 is called a charged symplectic space. Its realification YR is equipped
with an anti-involution given by the imaginary unit denoted by j and the sym-
plectic form

y1 ·ωRy2 := Re y1 ·ωy2 =
1
2
(y1 ·ωy2 + y1 ·ωy2). (10.16)

Recall that v denotes the generic variable of Y# (which in this subsection is
complex). Recall from Subsect. 4.1.5 that every function F on Y# has the usual
derivative ∇R

v F (v) ∈ CYR, the holomorphic derivative ∇vF (v) ∈ Y and the anti-
holomorphic derivative ∇vF (v) ∈ Y , related by the identities

u·∇v =
1
2
(
u·∇R

v − i(ju)·∇R

v

)
,

u·∇v =
1
2
(
u·∇R

v + i(ju)·∇R

v

)
,

u·∇R

v = u·∇v + u·∇v , u ∈ Y# . (10.17)

The symplectic form ωR allows us to define a Poisson bracket. Its expression
in terms of real derivatives is

{F,G}(v) = −∇R

v F (v)·ωR∇R

v G(v).

Proposition 10.12 The Poisson bracket expressed in terms of the holomorphic
and anti-holomorphic derivative is

{F,G}(v) = −1
2
∇vF (v)·ω∇vG(v)− 1

2
∇vF (v)·ω∇vG(v).

Proof We can write CYR � Y ⊕ Y; see (1.33). By (10.17), ∇R
v F = (∇vF,∇vF ),

∇R
v G = (∇vG,∇vG), as elements of Y ⊕ Y. Besides, by (10.16), ωR written as a

matrix Y ⊕ Y → Y# ⊕ Y#
is

ωR =
1
2

[
0 ω

ω 0

]
. �

10.2 Quantum quadratic Hamiltonians

As in the previous section, (Y, ω) is a finite-dimensional symplectic space. We
also fix an irreducible regular CCR representation Y � y �→W (y) ∈ U(H). Recall
that, for b ∈ S ′(Y# ), Op(b) denotes the Weyl–Wigner quantization of b.

Recall also that CPol≤2
s (Y# ) denotes the set of polynomials on Y# of degree

≤ 2. CCRpol
≤2 (Y) will denote the set of operators on H obtained as the Weyl–

Wigner quantization of elements of CPol≤2
s (Y# ). These operators will be called

(quantum) quadratic Hamiltonians. (Obviously, in the above definition we can
replace the Weyl–Wigner quantization with x,D−, D,x−, Wick or anti-Wick
quantizations.)
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246 Symplectic invariance of CCR in finite-dimensions

This section is devoted to the study of quantum quadratic Hamiltonians. We
will see in particular that they behave to a large extent in a classical way.

10.2.1 Commutation properties of quadratic Hamiltonians

Recall that ∇(2)b denotes the second derivative of b ∈ S ′(Y# ). We treat it as a
distribution on Y# with values in Ls(Y# ,Y).

The following theorem is one of the most striking expressions of the correspon-
dence principle between classical and quantum mechanics.

Theorem 10.13 (1) For χ ∈ CPol≤2
s (Y# ), b ∈ S ′(Y# ) we have

i[Op(χ),Op(b)] = Op({χ, b}), (10.18)
1
2
(
Op(χ)Op(b) + Op(b)Op(χ)

)
= Op

(
χb +

1
8
Tr ω(∇(2)χ)ω∇(2)b

)
.

(2) The map

CPol≤2
s (Y# ) � χ �→ Op(χ) ∈ CCRpol

≤2 (Y)

is a ∗-isomorphism of Lie algebras, where CPol≤2
s (Y# ) is equipped with the

Poisson bracket {·, ·} and CCRpol
≤2 (Y) is equipped with i[·, ·].

Proof (1) follows from (8.41) by expanding the exponential. (2) follows imme-
diately from (10.18). �

In the following definition one cannot replace the Weyl–Wigner quantization
by the other four basic quantizations.

Definition 10.14 We denote by CCRpol
2 (Y) the set of operators obtained by the

Weyl–Wigner quantization of polynomials in CPol2s (Y# ). Elements of this space
will be called purely quadratic (quantum) Hamiltonians.

It will be convenient to introduce the following notation for purely quadratic
Hamiltonians:

Definition 10.15 If ζ ∈ Ls(CY# , CY), then Op(ζ) will denote the Weyl–Wigner
quantization of Y# � v �→ v·ζv.

Note that if χ(v) = v·ζv, then ∇χ(v) = 2ζv and ∇(2)χ = 2ζ.

Proposition 10.16 (1) For ζ1 , ζ2 ∈ Ls(CY# , CY),

[Op(ζ1),Op(ζ2)] = 2iOp(ζ2 ·ωζ1 − ζ1 ·ωζ2).

Hence

sp(Y) � a �→ i
2
Op(aω−1) ∈ CCRpol

2 (Y)

is an isomorphism of Lie algebras.
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10.2 Quantum quadratic Hamiltonians 247

(2) For ζ ∈ Ls(CY# , CY), y ∈ Y,

W (y)Op(ζ)W (y)∗ = Op(ζ) + 2φ (ζωy)− (y·ωζωy)1l.

Proof (1) immediately follows from (10.18). To prove (2), we use
W (y)φ(y1)W (y)∗ = φ(y1) + y1 ·ωy1l. �

10.2.2 Infimum of positive quadratic Hamiltonians

Quantizations of positive quadratic Hamiltonians are positive. One can give a
formula for their infimum, which in quantum physics is responsible for the so-
called Casimir effect.

Theorem 10.17 Let ζ ∈ Ls(Y# ,Y), ζ ≥ 0. Then Op(ζ) extends to a bounded
below self-adjoint Hamiltonian and

inf Op(ζ) =
1
2
Tr
√
−(ζω)2 . (10.19)

Remark 10.18 By Prop. 10.8, −(ωζ)2 is a diagonalizable operator with non-
negative eigenvalues, hence

√−(ωζ)2 is well defined.

Proof of Thm. 10.17. Let (e1 , . . . , e2d , e
1 , . . . , e2d) be as in the proof of Prop.

10.8. Writing φi for φ(ei), we obtain

Op(ζ) =
p∑

j=1

λj (φ2
2j−1 + φ2

2j ) +
m∑

k=p+1

φ2
2k−1 .

Clearly, inf φ2
k = 0. By the well-known properties of the harmonic oscillator,

inf(φ2
2j+1 + φ2

2j+2) = 1. Thus

inf Op(ζ) =
p∑

j=1

λj .

Now,

−(ζω)2ej = λ2
j ej , 1 ≤ j ≤ 2p,

−(ζω)2ej = 0, 2p + 1 ≤ k ≤ 2d.

Thus, Tr
√−(ωζ)2 = 2

p∑
j=1

λj . �

10.2.3 Scale of oscillator spaces

In the Fock space Γs(Z), a distinguished role is played by the number operator
N . It allows us to define a family of weighted Hilbert spaces (N + 1l)tΓs(Z),
which is often used in applications.
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248 Symplectic invariance of CCR in finite-dimensions

Recall that in this section we consider a regular CCR representation over a
finite-dimensional symplectic space Y � y �→ W (y) ∈ U(H). In this framework,
in general we do not have a single distinguished operator similar to N . However,
a similar role is played by the whole family of positive definite quadratic Hamil-
tonians. They define a family of equivalent norms, as shown by the following
proposition.

Proposition 10.19 Let ζ, ζ1 ∈ Ls(Y# ,Y), where ζ, ζ1 > 0. Then for any t > 0
there exist 0 < Ct such that

C−1
t ‖Op(ζ1)tΨ‖ ≤ ‖Op(ζ)tΨ‖ ≤ Ct‖Op(ζ1)tΨ‖, Ψ ∈ H. (10.20)

Proof Choose a basis, as in Prop. 10.8. Using this basis, we can identify H with
Γs(Cd) and Op(ζ) with dΓ(h) + Trh

2 1l, where the operator h is diagonal and has
positive eigenvalues. Using the natural o.n. basis of Γs(Cd) we easily check that
for any n = 1, 2, . . . there exists Cn such that

‖Op(ζ1)nΨ‖2 ≤ Cn‖Op(ζ)nΨ‖2 .

By interpolation, this implies the first inequality in (10.20). Reversing the role
of ζ and ζ1 we obtain the second inequality. �

Definition 10.20 For any t ≥ 0, the t-th oscillator space Ht is defined as
Dom Op(ζ)t , where ζ ∈ Ls(Y# ,Y), ζ > 0. By Thm. 10.19, Ht does not depend
on the choice of ζ and has the structure of a Hilbertizable space. We set
H−t := (Ht)∗.

Recall that in Def. 8.50 we defined H∞ and in Def. 8.51 we defined H−∞.
They are related to spaces Ht as follows:

H∞ =
⋂
t>0

Ht , H−∞ :=
⋃
t<0

Ht . (10.21)

10.2.4 Quadratic Hamiltonians as closed operators

Prop. 10.19 shows that all Op(ζ) with ζ > 0 have the same domain and in par-
ticular are essentially self-adjoint on H∞. The following theorem describes more
general classes of quadratic Hamiltonians.

Theorem 10.21 (1) Let χ ∈ Pol≤2
s (Y# ) (χ is a real quadratic polynomial).

Then Op(χ) is essentially self-adjoint on H∞.
(2) Let χ ∈ CPol≤2

s (Y# ) (χ is a complex quadratic polynomial). Assume that
the purely quadratic part of χ is positive definite. (In other words, χ(v) =
μ + y·v + 1

2 v·ζv with μ ∈ C, y ∈ CY, ζ ∈ CLs(Y# ,Y) and Re ζ > 0.) Then
Op(χ) is closed on H1 and maximal accretive.
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10.2 Quantum quadratic Hamiltonians 249

Proof Fix ζ0 ∈ Ls(Y,Y# ) such that ζ0 > 0, and set N = Op(ζ0). Op(χ) is Her-
mitian on H∞. By (10.20), we have

‖Op(χ)Φ‖ ≤ C‖NΦ‖, Φ ∈ H1 .

Next we have [Op(χ), iN ] = Op{χ, ζ}. Since {χ, ζ0} ∈ Pol≤2(Y# ), we have
{χ, ζ0} ≤ Cζ0 for some C, and by Thm. 10.17 we get [Op(χ), iN ] ≤ C(N + 1l).
Applying Nelson’s commutator theorem, Thm. 2.74 (1), we obtain that Op(χ)
is essentially self-adjoint on DomN , hence also on H∞, since N is essentially
self-adjoint on H∞. This proves (1).

To prove (2), we set χ1 = Re χ, χ2 = Imχ, Bi = Op(χi), B = Op(χ). We note
that

±[B1 , iB2 ] = Op({χ1 , χ2}) ≤ C(B1 + 1l), (10.22)

by Thm. 10.17. We write

B∗B = B2
1 + B2

2 + [B1 , iB2 ]

≥ B2
1 − C1(B1 + 1l) ≥ 1

2 B2
1 − C21l,

(10.23)

using (10.22), which shows that B is closed on Dom B1 . Next

Re(Ψ|BΨ) = (Ψ|B1Ψ) ≥ 0, (10.24)

by Thm. 10.17. It remains to prove that B + λ is invertible for large enough
λ. Inequalities (10.24) and (10.23) for B replaced by B + λ1l show that
Ker(B + λ1l) = {0} and that Ran(B + λ1l) is closed. Next we have

1
2 (B + λ1l)(B1 + c1l)−1 + 1

2 (B1 + c1l)−1(B∗ + λ1l)

= (B1 + c1l)−
1
2 (B1 + λ1l)(B1 + c1l)−

1
2 + 1

2 (B1 + c1l)−1 [B1 , iB2 ](B1 + c1l)−1

≥ (λ1l− C)(B1 + c1l)−1 ,

again using (10.22). If Ψ ∈ Ran(B + λ1l)⊥, then

Re (Ψ|(B + λ1l)(B1 + c1l)−1Ψ) = 0,

and hence Ψ = 0 if λ is large. This completes the proof of (2). �

10.2.5 One-parameter groups of Bogoliubov ∗-automorphisms

Classical quadratic Hamiltonians generate one-parameter groups of linear sym-
plectic transformations. On the quantum level one can assign two roles
to a quadratic Hamiltonian H: i[H, ·] generates a one-parameter group of
∗-automorphisms eitH · e−itH , and iH generates the one-parameter unitary group
eitH . The following theorem describes the former group. The latter group, which
is somewhat more difficult, is discussed in the following section.
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250 Symplectic invariance of CCR in finite-dimensions

Theorem 10.22 Let χ ∈ Pol≤2
s (Y# ), i.e. χ is a real quadratic polynomial. Let

b ∈ S ′(Y# ) and bt(v) = b(etω∇χv). Then

eitOp(χ)Op(b)e−itOp(χ) = Op(bt). (10.25)

In particular, for y ∈ Y,

eitOp(χ)W (y)e−itOp(χ) = W (e−t∇χω y). (10.26)

Proof Let Φ,Ψ ∈ H∞, b ∈ S(Y# ). By (10.3),

d
dt

bt(v) = {χ, bt}(v).

Set

Φt := eitOp(χ)Φ, Ψt := eitOp(χ)Ψ.

We know that Op(χ) is self-adjoint and Φ,Ψ ∈ Dom Op(χ). Hence, by Thm.
10.13 (1),

d
dt

(Φt |Op(bt)Ψt) = −i(Φt |[Op(χ),Op(bt)]Ψt)

+(Φt |Op({χ, bt})Ψt) = 0.

Hence,

e−itOp(χ)Op(bt)eitOp(χ) = Op(b).

This proves (10.25) for b ∈ S(Y# ). We extend (10.25) to S ′(Y# ) by duality. �

For further reference, let us restate Thm. 10.22 for purely quadratic
Hamiltonians.

Corollary 10.23 Let ζ ∈ Ls(Y# ,Y). Then for b ∈ S ′(Y)# , bt(v) = b(etω∇ζ v),

e
i t
2 Op(ζ )Op(b)e−

i t
2 Op(ζ ) = Op(bt).

In particular, for y ∈ Y,

e
i t
2 Op(ζ )W (y)e−

i t
2 Op(ζ ) = W (e−tζω y).

10.3 Metaplectic group

In this section, as in the previous one, (Y, ω) is a finite-dimensional symplectic
space and Y � y �→ W (y) ∈ U(H) is an irreducible regular CCR representation.
In this section we study unitary operators of the form eiH , where H is a purely
quadratic Hamiltonian. We show that they form a group, called the metaplectic
group, isomorphic to the double cover of the symplectic group.
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10.3 Metaplectic group 251

10.3.1 Implementation of Bogoliubov transformations

It follows from the Stone–von Neumann theorem that, for a finite-dimensional
symplectic space, all Bogoliubov rotations can be implemented by unitary oper-
ators. The set of such unitary implementers forms a group.

Definition 10.24 We define Mpc(Y) to be the set of U ∈ U(H) such that{
UW (y)U∗ : y ∈ Y} =

{
W (y) : y ∈ Y}.

Proposition 10.25 Let U ∈Mpc(Y). Then there exists a unique r ∈ Sp(Y)
satisfying

UW (y)U∗ = W (ry), y ∈ Y. (10.27)

The map Mpc(Y) → Sp(Y) obtained this way is a group homomorphism.

Definition 10.26 If (10.27) is satisfied, we say that U implements r.

Note that (10.27) is equivalent to

UOp(a)U∗ = Op(a ◦ r# ), a ∈ S ′(Y# ). (10.28)

There also exists a smaller group that is sufficient to implement all linear
symplectic transformations. Its definition is more involved. As a preparation for
this definition, with every r ∈ Sp(Y) we associate a pair of unitaries ±Ur differing
by a sign:

Definition 10.27 (1) Let r ∈ Sp(Y) be regular (see Def. 10.6). Let γ ∈ sp(Y)
be the Cayley transform of r, that is, γ = 1l−r

1l+r (see Subsect. 1.4.6). Set

± Ur := ±Op(f),

where f(v) = det(1l + γ)
1
2 eiv ·γω−1 v . (10.29)

(2) Let r ∈ Sp(Y) be arbitrary. Let r = r0κ be the canonical decomposition of
r into a regular r0 ∈ Sp(Y) and an involution κ ∈ Sp(Y) given by (10.4).
Let Y = Ysg ⊕ Yreg be the decomposition of the symplectic space such that
κ = (−1l)⊕ 1l. Let m = dimYsg . Then we set

±Ur := ±UκUr0

for

Uκ := ±Op((iπ)m/2δsg ),

where δsg is the Dirac delta function at zero on Y#
sg times 1 on Y#

reg .

Note that under the assumptions of Def. 10.27 (2), our CCR representation
can be decomposed as the tensor product of a representation over Ysg and over
Yreg , and then

±Uκ = ±im/2Isg ⊗ 1lreg ,
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252 Symplectic invariance of CCR in finite-dimensions

where Isg is the parity operator corresponding to Ysg , defined as in Subsect.
8.4.4.

Definition 10.28 Mp(Y) is the set of operators of the form ±Ur for some
r ∈ Sp(Y). It is called the metaplectic group of Y.

Theorem 10.29 Let r ∈ Sp(Y).

(1) The set of elements of Mp(Y) implementing r consists of a pair operators
differing by the sign ±Ur = {Ur ,−Ur}.

(2) The set of elements of Mpc(Y) implementing r consists of operators of the
form μUr with |μ| = 1.

(3) If r1 , r2 ∈ Sp(Y), then Ur1 Ur2 = ±Ur1 r2 .

The above statements can be summarized by the following commuting diagram
consisting of exact horizontal and vertical sequences:

1 1 1
↓ ↓ ↓

1 → Z2 → U(1) → U(1) → 1
↓ ↓ ↓

1 → Mp(Y) → Mpc(Y) → U(1) → 1
↓ ↓ ↓

1 → Sp(Y) → Sp(Y) → 1
↓ ↓
1 1

(10.30)

The meaning of all the arrows in the above diagram should be obvious. In
particular, the horizontal arrow U(1) → U(1) is just μ→ μ2 .

It remains to prove Thm. 10.29. We start by considering the case of regular
symplectic maps. Recall that the formula for ±Ur is then given in (10.29).

Lemma 10.30 Let r ∈ Sp(Y) be regular. Then

(1) Ur intertwines r, i.e.

Urφ(y) = φ(ry)Ur , y ∈ Y.

(2) Ur is unitary.
(3) If r1 , r2 , r ∈ Sp(Y) are regular and r1r2 = r, then Ur1 Ur2 = ±Ur .

Proof Let y ∈ Y. Set b(v) = v·γω−1v. Using Thm. 10.13 (1), we obtain

Op(eib)φ(y) = Op(eib)Op(y) = Op
(

eiby − i
2
{y, eib}

)
.
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10.3 Metaplectic group 253

Now,

eiby − i
2
{
y, eib} = eib(1l− γ)y

= eib(1l + γ)ry = eibry +
i
2
{
ry, eib} .

Hence,

Op(eib)φ(y) = Op
(

eib(ry) +
i
2
{
ry, eib}) = φ(ry)Op(eib).

Thus Op(eib) intertwines r, and hence (1) is true.
Let b1 , b2 , b, γ1 , γ2 , γ be related to r1 , r2 , r as in (10.29). We know that

Op(eib1 )Op(eib2 ) intertwines r. Likewise, we know that Op(eib) intertwines r.
Hence, for some c,

Op(eib1 )Op(eib2 ) = cOp(eib).

Next using Thm. 8.70 and formula (4.12), we obtain that Op(eib1 )Op(eib2 ) has
the symbolˆ

exp
(
iv1 ·γ1ω

−1v1 + iv2 ·γ2ω
−1v2−2iv1 ·ω−1v − 2iv·ω−1v2 + 2iv1 ·ω−1v2

)dv1dv2

π2d

= π−2d

ˆ
exp
(
i(v1 , v2)·σ(v1 , v2) + 2iθ·(v1 , v2)

)dv1dv2

π2d
,

(10.31)

where

θ := (ω−1v,−ω−1v), σ :=
[

γ1ω
−1 ω−1

−ω−1 γ2ω
−1

]
.

(10.31) equals

det(−iσ)−
1
2 exp(−iθ·σ−1θ).

Setting v = 0 and using Subsect. 1.1.2, we obtain

c = det(−iσ)−
1
2 = ±det(1l + γ1γ2)−

1
2 .

Next, by (1.49),

1l + γ = (1l + γ2)(1l + γ1γ2)−1(1l + γ1).

Hence,

det(1l + γ)
1
2 = ±det(1l + γ2)

1
2 (1l + γ1γ2)

1
2 (1l + γ1)

1
2 .

Therefore,

det(1l + γ)
1
2 Op(eib) = ±det(1l + γ)

1
2 Op(eib1 )(1l + γ1)

1
2 Op(eib2 ).

This proves (3).
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254 Symplectic invariance of CCR in finite-dimensions

It remains to prove that Ur is unitary. We have U∗
r = λUr−1 , for

λ = ±det (1l + γ)
1
2 det(1l− γ)−

1
2 .

Since by (3) Ur−1 Ur = ±U1l = ±1l, it suffices to verify that |λ| = 1. But using
that det a = det a# , we get

det(1l + γ) = det
(
ω(1l− γ)ω−1) = det(1l− γ).

This implies that |det(1l + γ)
1
2 | = |det(1l− γ)

1
2 |, which completes the proof of

(2). �

To treat the general case we will need more lemmas.

Lemma 10.31 Let r1 , r2 , r3 be regular. Then we can write r2 as r2 = r̃2 r̂2 with
r̃2 , r̂2 , r1 r̃2 and r̂2r3 regular.

Proof Let D =
{
r ∈ Sp(Y) : r and r1r are regular

}
. Clearly, D is an open

dense subset of Sp(Y) containing 1l. Hence, we can write r2 as r2 = r̃2 r̂2 , where
r̃2 , r1 r̃2 are regular and 1l− r̂2 can be made as small as we wish. Then if 1l− r̂2

is sufficiently small, r̂2 and r̂2r3 are regular. �

Lemma 10.32 Let ri, r̃i ∈ Sp(Y) be regular for 1 ≤ i ≤ p. Assume that
r1 · · · rp = r̃1 · · · r̃p . Then

Ur1 · · ·Urp
= ±Ur̃1 · · ·Ur̃p

.

Proof If r is regular, so is r−1 , and hence, by Lemma 10.30, Ur−1 = ±U−1
r .

Therefore, we are reduced to proving that

r1 · · · rp = 1l ⇒ Ur1 · · ·Urp
= ±1l. (10.32)

Using Lemma 10.31, we write r1r2r3 as r1 r̃2 r̂2r3 . Then, by Lemma 10.30, we get

Ur2 = ±Ur̃2 Ur̂2 , Ur1 Ur2 Ur3 = ±Ur1 Ur̃2 Ur̂2 Ur3 = ±Ur1 r̃2 Ur̂2 r3 .

Relabeling the ri , we are reduced to showing (10.32) with p replaced by p− 1.
Continuing in this way we end up with

r1r2 = 1l ⇒ Ur1 Ur2 = ±1l,

which holds since r1 , r2 and 1l are regular. �

Lemma 10.33 Let κ be a symplectic involution, so that there exists a decompo-
sition Y = Yreg ⊕ Ysg into mutually ω-orthogonal subspaces and κ = (−1l)⊕ 1l.
Decompose Ysg further as Ysg = Xsg ⊕Xsg , where Xsg is a Euclidean space, with
the standard symplectic form on Ysg . Set

u :=

⎡⎣ 0 −1l 0
1l 0 0
0 0 1l

⎤⎦ ∈ Sp(Y).

Then u ∈ Sp(Y) is regular, u2 = κ and ±Uκ = ±U 2
u .
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10.3 Metaplectic group 255

Proof The lemma follows by the properties of the evolution generated by the
harmonic oscillator; see Subsect. 10.5.1. �

Proof of Thm. 10.29. Let us show that Mp(Y) is a group. Let r1 , r2 , r3 ∈ Sp(Y),
r1r2 = r3 . Let ri = κir0i be the decomposition described in (10.4). Applying
Lemma 10.33, we can write κi = u2

i , where ui ∈ Sp(Y) are regular. Thus, we
have

r1r2 = r01u
2
1r02u

2
2 = r03u

2
3 = r3 .

By definition and then Lemma 10.33,

± Ur1 Ur2 = ±Ur0 1 U
2
u1

Ur0 2 U
2
u2

, (10.33)

±Ur3 = ±Ur0 3 U
2
u3

. (10.34)

By Lemma 10.32, (10.33) equals (10.34). This proves also that Mp(Y) → Sp(Y)
is a homomorphism with the kernel consisting of {1l,−1l} � Z2 .

It is obvious that Mpc(Y) is a group. It clearly contains Mp(Y), and hence
the homomorphism Mpc(Y) → Sp(Y) is onto. By the irreducibility of the CCR
representation, the kernel of this homomorphism is U(1). �

10.3.2 Semi-groups generated by quadratic Hamiltonians

In the next two theorems, we will compute the Weyl–Wigner symbol of the
semi-group generated by a maximal accretive quadratic Hamiltonian and of the
unitary group generated by a self-adjoint quadratic Hamiltonian. We start with
the case of a maximal accretive Hamiltonian.

Theorem 10.34 Let y ∈ CY, ζ ∈ CLs(Y# ,Y). Assume that Re ζ > 0. Consider
the complex quadratic polynomial

χ(v) = y·v + v·ζv. (10.35)

Then for t ≥ 0, the bounded operator e−tOp(χ) has the Weyl–Wigner symbol

ft(v) = (det cos tωζ)−
1
2 exp

(
−v·ω−1tg(tωζ)v (10.36)

−y·(ωζ)−1tg(tωζ)v +
1
4
y· (t1l− (ωζ)−1tg(tωζ)

)
ζ−1y

)
.

The next theorem describes the case of a quadratic self-adjoint Hamiltonian.

Theorem 10.35 Let y ∈ Y, ζ ∈ Ls(Y# ,Y). Consider the real quadratic polyno-
mial χ defined as in (10.35). For t ∈ R, let gt(v) be the Weyl–Wigner symbol of
the unitary operator e−itOp(χ).

(1) If πZ ∩ spec tωζ = ∅, then

gt(v) = (det cosh tωζ)−
1
2 exp

(
iv·ω−1 tanh(tωζ)v (10.37)

+ iy·(ωζ)−1 tanh(tωζ)v +
i
4
y· ((ωζ)−1 tanh(tωζ)− t1l

)
ζ−1y

)
.
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256 Symplectic invariance of CCR in finite-dimensions

(2) In the general case, to find the Weyl–Wigner symbol of e−itOp(χ) we can do
as follows. We choose ζ1 ∈ Ls(Y# ,Y) with ζ1 > 0. We set ζε := ζ + iεζ1 , and
let gε,t be defined by (10.37), where ζ is replaced with ζε . Then

gt(v) =

⎧⎨⎩lim
ε↘0

gε,t(v), t ≥ 0;

lim
ε↗0

gε,t(v), t ≤ 0.

Proof of Thm. 10.34. We first note that e−tOp(χ) is well defined as a strongly
continuous semi-group, since Op(χ) is maximal accretive. Note also from Lemma
10.11 that ωζ and ζω have no real eigenvalues, so the operator tg(tωζ) is well
defined by the holomorphic functional calculus and cos(tωζ)

1
2 �= 0.

Since

∂te−tOp(χ) = −1
2
(
Op(χ)e−tOp(χ) + e−tOp(χ)Op(χ)

)
,

it suffices, using Thm. 10.13, to verify that⎧⎨⎩∂tft(v) = −χ(v)ft(v) + 1
8 Tr(∇(2)χ)ω∇(2)ft(v)ω,

f0(v) = 1.
(10.38)

We have

∂tft(v) = ft(v)
(
− v·ζ cos−2(tωζ)v − y· cos−2(tωζ)v

+
1
4
y· (1l− cos−2(tωζ)

)
ζ−1y − 1

2
∂t log det cos(tωζ)

)
= ft(v)

(
− v·ζv − y·v − v·ζtg2(tωζ)v − y·tg2(tωζ)v

+
1
4
y·tg2(tωζ)ζ−1y +

1
2
Trωζtg(tωζ)

)
. (10.39)

Now,

∇(2)χ(v) = 2ζ,

∇(2)ft(v) = −ft(v)

(
2ω−1tg(tωζ)

−
∣∣∣tg(tωζ)

(
2ω−1v + (ωζ)−1y

)〉〈
tg(tωζ)

(
2ω−1v + (ωζ)−1)y∣∣∣).

Using that Tr|y1〉〈y2 | = 〈y2 |y1〉, we get

Tr(∇(2)χ)ω∇(2)ft(v)ω = ft(v)
(
4Trωζtg(tωζ) (10.40)

+8v·ωζtg2(tωζ)v + 8v·tg2(tωζ)y + 2y·ζ−1y
)
.

Comparing (10.39) and (10.40) we see that (10.38) is true. �
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10.3 Metaplectic group 257

Proof of Thm. 10.35. We may assume that t ≥ 0. For ε > 0, set χε(v) = χ(v)−
iεv·ζ1v. Then we have

e−itOp(χ) = s − lim
ε↘0

e−itOp(χε ) .

This implies that e−itOp(χε ) converges to e−itOp(χ) in CCRS′
(Y). This implies

that the Weyl–Wigner symbol of e−itOp(χε ) converges to the Weyl–Wigner sym-
bol of e−itOp(χ) in S ′(Y# ). Hence Thm. 10.35 follows from Thm. 10.34. �

The following theorem provides an alternative definition of the metaplectic
group:

Theorem 10.36 (1) Let ζ ∈ Ls(Y# ,Y). Then eiOp(ζ ) ∈ Mp(Y).
(2) Conversely, Mp(Y) is generated by operators of the form eiOp(ζ ) with ζ ∈

Ls(Y# ,Y).

Proof By Thm. 10.35, eiOp(ζ ) = Op(g), where

g(v) = (det cosh tωζ)−
1
2 exp

(
iv·ω−1 tanh(tωζ)v

)
.

Set r = e−ζω . Then

γ =
eζω − e−ζω

eζω + e−ζω
= tanh ζω,

1l + γ = 2(1l + r)−1 =
eζω

cosh ζω
.

Taking into account that det eζω = 1, we obtain that

g(v) = det(1l + γω)
1
2 eiv ·γv .

This proves (1).
All elements of Sp(Y) in a neighborhood of 1l are of the form r = ea for a ∈

sp(Y). By (1), the corresponding ±Ur are of the form eiOp(ζ ) for ζ ∈ Ls(Y# ,Y).
But the whole group Sp(Y) is generated by a neighborhood of 1l. This proves
(2). �

10.3.3 Mp(Y) as the two-fold covering of Sp(Y)

Definition 10.37 Let G be a path-connected topological group. A covering group
of G is a path-connected topological group G̃ with a surjective homomorphism
π : G̃ → G. If for each g ∈ G the set π−1(g) has n elements, then G̃ is called an
n-fold covering of G.

Introducing an arbitrary Kähler structure on Y and considering the polar
decomposition, we easily see that Sp(Y) is path-connected. The same argument
shows that its fundamental group, that is, π1(Sp(Y)), equals Z. Hence, for any
n ∈ {1, 2, . . . ,ℵ0} the n-fold covering of Sp(Y) exists and is unique up to an
isomorphism.
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258 Symplectic invariance of CCR in finite-dimensions

The group Mp(Y) is clearly path-connected, since eitOp(ζ ) , t ∈ [0, 1], is a con-
tinuous path joining 1l and eiOp(ζ ) . For U ∈ Mp(Y), let π(U) ∈ Sp(Y) denote
the symplectic transformation r implemented by U . By Thm. 10.29, π−1(r) =
{Ur ,−Ur}. Hence, Mp(Y) is the double covering of Sp(Y).

10.4 Symplectic group on a space with conjugation

Throughout this section we fix a finite-dimensional space X and consider the
space X # ⊕X equipped with the symplectic form ω and the conjugation τ given
by

ω =
[

0 1l
−1l 0

]
, τ =

[
1l 0
0 −1l

]
.

Recall that its dual is isomorphic to X ⊕ X # with the symplectic form ω−1 and
conjugation τ# :

ω−1 =
[

0 −1l
1l 0

]
, τ# =

[
1l 0
0 −1l

]
.

The Poisson bracket on X ⊕ X # takes the familiar form

{b1 , b2} = ∇ξ b1 · ∇xb2 −∇xb1 · ∇ξ b2 , b1 , b2 ∈ C1(X ⊕ X # ).

Recall from Thm. 1.47 that every finite-dimensional symplectic space can
be equipped with a conjugation and is isomorphic to X # ⊕X . This section is
devoted to a discussion of symplectic and infinitesimally symplectic transforma-
tions in a symplectic space with conjugation. It is a preparation for the next
section, where we consider the Schrödinger CCR representation on L2(X ).

As already discussed in Remark 10.1, we actually have two symplectic spaces
with conjugation at our disposal: Y = X # ⊕X and Y# = X ⊕ X # . They are dual
to one another and, as we know, both are relevant, as seen e.g. from the relations
(10.27) and (10.28). We will explicitly describe Sp(Y# ) and sp(Y# ), since they
appear more naturally in the quantization of classical symbols (but, obviously,
it is easy to pass to Sp(Y) and sp(Y), to which they are naturally isomorphic).

10.4.1 Symplectic transformations on a space with conjugation

Let a# ∈ L(X ⊕ X # ). a# belongs to sp(X ⊕ X # ) iff

a# =
[

c β

−α −c#

]
,

where α ∈ Ls(X ,X # ), c ∈ L(X ), β ∈ Ls(X # ,X ).
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10.4 Symplectic group on a space with conjugation 259

Let (q, η)∈X ⊕X # and a# ∈ sp(X ⊕X # ). Clearly,
(
(q, η), a#

)∈ asp(X ⊕X # ).
Its Hamiltonian is

X ⊕ X # � (x, ξ) �→ χ(x, ξ) = −η·x + q·ξ +
1
2
x·αx + ξ·cx +

1
2
ξ·βξ.

Let r# ∈ L(X ⊕ X # ). Write r# as

r# =
[

a b

c d

]
. (10.41)

r# ∈ Sp(X ⊕ X # ) iff

a# d− c# b = 1l, c# a = a# c, d# b = b# d, (10.42)

or, equivalently,

ad# − bc# = 1l, ab# = ba# , cd# = dc# . (10.43)

In fact, (10.42) is equivalent to (10.1) and (10.43) is equivalent to (10.2). We
have

r# −1 =
[

d# −b#

−c# a#

]
.

10.4.2 Generating function of a symplectic transformation

In the next theorem we prove a factorization result for symplectic transforma-
tions, similar to the one discussed in Subsect. 1.1.2. It will be used to define its
generating function.

Theorem 10.38 Let r# ∈ Sp(X ⊕ X # ) be as in (10.41) with b invertible.

(1) We have the factorization

r# =
[

a b

c d

]
=
[

1l 0
e 1l

] [
0 b

−b# −1 0

] [
1l 0
f 1l

]
, (10.44)

where

e = db−1 = b# −1d# ∈ Ls(X ,X # ),

f = b−1a = a# b# −1 ∈ Ls(X ,X # ).

(2) Define S ∈ CPol≤2
s (X ⊕ X ) by setting

X × X � (x1 , x2) �→ S(x1 , x2) := (b−1q) · x1 + (−eq + η) · x2

+
1
2
x1 · fx1 − x1 · b−1x2 +

1
2
x2 · ex2 .

Then [
q

η

]
+
[

a b

c d

] [
x1

ξ1

]
=
[

x2

ξ2

]
(10.45)
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260 Symplectic invariance of CCR in finite-dimensions

iff

∇x1 S(x1 , x2) = −ξ1 , ∇x2 S(x1 , x2) = ξ2 . (10.46)

Proof The proofs are direct computations, using (10.42) and (10.43). �

Definition 10.39 The function S(x1 , x2) is called a generating function of the
affine symplectic transformation (10.45).

10.4.3 Point transformations

Definition 10.40 Elements of sp(X ⊕ X # ) that commute with the conjugation
τ# are called infinitesimal point transformations.

Their set is the image of the following injective homomorphism:

gl(X ) � c �→
[

c 0
0 −c#

]
∈ sp(X ⊕ X # ). (10.47)

X ⊕ X # � (x, ξ) �→ ξ·cx = x·c# ξ is the Hamiltonian of (10.47).

Definition 10.41 Elements of Sp(X ⊕ X # ) that commute with the conjugation
τ# are called point transformations.

Their set is the image of the following injective homomorphism:

GL(X ) � m �→
[

m 0
0 m# −1

]
∈ Sp(X ⊕ X # ). (10.48)

We have

exp
[

c 0
0 −c#

]
=
[

ec 0
0 (ec)# −1

]
.

10.4.4 Transformations fixing X #

The set of elements of sp(X ⊕ X # ) that send X # to zero is the image of the
following injective homomorphism of Lie algebras with the trivial bracket:

Ls(X ,X # ) � α �→
[

0 0
α 0

]
∈ sp(X ⊕ X # ). (10.49)

The Hamiltonian of (10.49) is − 1
2 x·αx.

The set of elements of Sp(X ⊕ X # ) that fix elements of X # is the image of
the following injective homomorphism of groups (where Ls(X ,X # ) is equipped
with the addition):

Ls(X ,X # ) � α �→
[

1l 0
α 1l

]
∈ Sp(X ⊕ X # ). (10.50)

https://www.cambridge.org/core/terms. https://www.cambridge.org/core/product/3F2652F5759A09E8165EE08E3F91CC35
Downloaded from https://www.cambridge.org/core. IP address: 18.191.223.123, on 21 Jul 2024 at 04:58:56, subject to the Cambridge Core terms of use, available at

https://www.cambridge.org/core/terms
https://www.cambridge.org/core/product/3F2652F5759A09E8165EE08E3F91CC35
https://www.cambridge.org/core


10.4 Symplectic group on a space with conjugation 261

We have

exp
[

0 0
α 0

]
=
[

1l 0
α 1l

]
.

10.4.5 Transformations fixing X
The set of elements of sp(X ⊕ X # ) that send X to zero is the image of the
following injective homomorphism of Lie algebras with the trivial bracket:

Ls(X # ,X ) � β �→
[

0 β

0 0

]
∈ sp(X ⊕ X # ). (10.51)

The Hamiltonian of (10.51) is − 1
2 ξ·βξ.

The set of elements of Sp(X ⊕ X # ) that fix elements of X is the image of the
following injective homomorphism of groups (where Ls(X # ,X ) is equipped with
the addition):

Ls(X # ,X ) � β �→
[

1l β

0 1l

]
∈ Sp(X ⊕ X # ). (10.52)

We have

exp
[

0 β

0 0

]
=
[

1l β

0 1l

]
.

The generating function for the transformation (10.52) is

S(x1 , x2) = −1
2
(x1 − x2)·β−1(x1 − x2).

10.4.6 Harmonic oscillator

We choose a scalar product on X and use it to identify X # with X .
Consider the Hamiltonian χ(x, ξ) = 1

2 x2 + 1
2 ξ2 . It generates the flow

etω∇χ

[
x0

ξ0

]
=
[

cos t sin t

− sin t cos t

] [
x0

ξ0

]
=
[

xt

ξt

]
.

Its generating function is S(x0 , xt) = (x2
0 +x2

t ) cos t−2x0 ·xt

2 sin t .

10.4.7 Transformations swapping X and X #

Let b ∈ L(X # ,X ). Then the following transformation is symplectic:[
0 b

−b# −1 0

]
.

Its generating function is S(x1 , x2) = −x1 ·b−1x2 .
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10.5 Metaplectic group in the Schrödinger representation

As in the previous section, X is a finite-dimensional real vector space. In this
section we describe the metaplectic group Mp(X # ⊕X ) in the Schrödinger CCR
representation on L2(X ).

10.5.1 Metaplectic group in L2(R)

We start with the one-dimensional case. Let us consider the Schrödinger repre-
sentation in L2(R) over R⊕ R. We will describe some examples of subgroups of
the metaplectic group Mp(R⊕ R) ⊂ U

(
L2(R)

)
.

Example 10.42 Let χ(x, ξ) = x·ξ. Then Op(χ) = 1
2 (x·D + D·x) and e−itOp(χ)

belongs to the metaplectic group. We have

e−itOp(χ)Ψ(x) = e−
1
2 tΨ(e−tx), Ψ ∈ L2(X ).

Example 10.43 The multiplication operator e−
i
2 tx2

belongs to the metaplectic
group.

Example 10.44 The operator e−
i
2 tD 2

belongs to the metaplectic group. Its inte-
gral kernel equals

(2πit)−
1
2 e

i
2

(x −y ) 2

t .

10.5.2 Harmonic oscillator

We still consider the one-dimensional case. Let χ(x, ξ) := 1
2 ξ2 + 1

2 x2 . Then
Op(χ) = 1

2 D2 + 1
2 x2 . The Weyl–Wigner symbol of e−tOp(χ) is

w(t, x, ξ) = (ch t
2 )−1 exp(−(x2 + ξ2)th t

2 ). (10.53)

Its integral kernel is given by the so-called Mehler’s formula

W (t, x, y) = π− 1
2 (sht)−

1
2 exp

(−(x2 + y2)cht + 2xy

2sht

)
.

e−itOp(χ) has the Weyl–Wigner symbol

w(it, x, ξ) = (cos t
2 )−1 exp

(−i (x2 + ξ2)tg t
2

)
(10.54)

and the integral kernel

W (it, x, y) = π− 1
2 | sin t|− 1

2 e−
iπ
4 e−

iπ
2 [ t

π ] exp
(−(x2 + y2) cos t + 2xy

2i sin t

)
.

Above, [c] denotes the integral part of c.
It is easy to see that (10.53), resp. (10.54) are special cases of (10.36), resp.

(10.37).
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10.5 Metaplectic group in the Schrödinger representation 263

We have W (it + 2iπ, x, y) = −W (it, x, y). Note the special cases

W (0, x, y) = δ(x− y),

W ( iπ
2 , x, y) = (2π)−

1
2 e−

iπ
4 e−ixy ,

W (iπ, x, y) = e−
iπ
2 δ(x + y),

W ( i3π
2 , x, y) = (2π)−

1
2 e−

i 3 π
4 eixy .

Corollary 10.45 (1) The operator with kernel ±(2πi)−
1
2 e−ixy belongs to the

metaplectic group and implements
[

0 −1
1 0

]
.

(2) The operator with kernel ±iδ(x + y) belongs to the metaplectic group and

implements
[−1 0

0 −1

]
.

10.5.3 Quadratic Hamiltonians in the Schrödinger representation

Until the end of the section we consider X of any finite dimension. Any χ ∈
CPol≤2

s (Y# ) is of the form

X ⊕ X # � (x, ξ) �→ χ(x, ξ) = α(x) + ξ·cx + β(ξ),

where α ∈ CPol≤2
s (X ), β ∈ CPol≤2

s (X # ) and c ∈ L(X ). We have

Opx,D (χ) = α(x) + x·c# D + β(D),

Op(χ) = Opx,D (χ) + i
2 Tr c.

10.5.4 Integral kernel of elements of the metaplectic group

First we describe various examples of elements of the metaplectic group.

Proposition 10.46 If m ∈ GL(X ) with det m �= 0, then the operator

±Tm Ψ(x) := ±(det m)
1
2 Ψ(mx) (10.55)

belongs to Mp(X # ⊕X ) and implements
[

m# 0
0 m−1

]
∈ Sp(X # ⊕X ).

Proof Assume first that det m > 0. Let c ∈ gl(X ) such that m = ec . Recall that
if χ(x, ξ) = x·c# ξ, then

Op(χ) = x·c# D +
i
2
Tr c, Opx,D (χ) = x·c# D.

But e
1
2 Trc = (det ec)

1
2 = (detm)

1
2 .

Suppose now that detm < 0. Fix an arbitrary Euclidean structure in X . We
can write m as m1m2 where det m1 > 0 and m2 = 1l− 2|e〉〈e|, where e ∈ X ,
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264 Symplectic invariance of CCR in finite-dimensions

‖e‖ = 1. We have
[

m# 0
0 m−1

]
=
[

m#
1 0

0 m−1
1

] [
1l− 2|e〉〈e| 0

0 1l− 2|e〉〈e|
]
. The

first term we implement as above, the second by the exponential of a one dimen-
sional harmonic oscillator; see Corollary 10.45 (2). �

Proposition 10.47 Let α ∈ Ls(X ,X # ). Then e−
i
2 x·αx ∈ Mp(X # ⊕X ) and

implements
[

1l α

0 1l

]
.

Proposition 10.48 Let b ∈ L(X ,X # ). Then the operator with the kernel

±(2πi)−
d
2 (det b)−

1
2 eix1 ·b−1 x2 (10.56)

belongs to Mp(X # ⊕X ) and implements
[

0 −b−1

b# 0

]
.

Proof Equip X with a scalar product. We can identify X with X # and write[
0 −b−1

b# 0

]
=
[

0 −1l
1l 0

] [
b# 0
0 b−1

]
.

By Corollary 10.45, the operator with integral kernel ±(2πi)−
d
2 e−ix1 ·x2 belongs

to Mp(X ⊕ X ) and implements
[

0 −1l
1l 0

]
. By Prop. 10.46,

[
b# 0
0 b−1

]
is imple-

mented by (10.55). Then we use the chain rule. �

Let us now describe the case of an (almost) arbitrary r ∈ Sp(X # ⊕X ). We

can write r# =
[

a b

c d

]
. Recall from Thm. 10.38 that, if b is invertible, we can

factorize r# as

r# =
[

1l 0
e 1l

] [
0 b

−b# −1 0

] [
1l 0
f 1l

]
,

and introduce the generating function of r# :

X × X � (x1 , x2) �→ S(x1 , x2) :=
1
2
x1 ·fx1 − x1 ·b−1x2 +

1
2
x2 ·ex2 .

The following theorem is one of the most beautiful expressions of the cor-
respondence between classical and quantum mechanics, since the distributional
kernel of the (quantum) unitary operator Ur is expressed purely in terms of the
generating function for the symplectic transformation r# .

Theorem 10.49 Let r ∈ Sp(X # ⊕X ) be such that b is invertible. Then the
operators ±Ur ∈Mp(X # ⊕X ) implementing r have their integral kernels equal
to

±Ur (x1 , x2) = ±(2πi)−
d
2
√
−det∇x1∇x2 S e−iS (x1 ,x2 ) .
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10.6 Notes 265

Proof We can write

r =
[

1l f

0 1l

] [
0 −b−1

b# 0

] [
1l e

0 1l

]
= rf rbre .

rf and re are implemented in Mp(X # ⊕X ) by Ue = e−
i
2 x·ex and Uf = e−

i
2 x·f x .

rb is implemented in Mp(X # ⊕X ) by Ub , which has the integral kernel (10.56).
Hence r = rf rbre is implemented by Uf UbUe , which has the integral kernel

±(2πi)−
d
2 (det b)−

1
2 e−

i
2 x1 ·f x1 eix1 ·b−1 x2 e−

i
2 x2 ·ex2 . �

10.6 Notes

Normal forms of quadratic Hamiltonians were first established by Williamson
(1936). Thus, Prop. 10.8 is a special case of Williamson’s theorem.

The fact that Bogoliubov rotations are implemented by a projective uni-
tary representation of the symplectic group was noted by Segal (1959). Its
implementation by a representation of the two-fold covering of the symplec-
tic group, the so-called metaplectic representation, is attributed to Weil (1964)
and Shale (1962). The metaplectic group plays an important role in the concept
of the Maslov index, the semi-classical approximation and microlocal analysis;
see Maslov (1972), Leray (1978), Guillemin–Sternberg (1977) and Hörmander
(1985). The semi-classical approximation and microlocal analysis are asymptotic
theories (where the small parameter is the Planck constant � or the inverse λ−1

of the momentum scale). One can obtain for example extensions of Thm. 10.35
or Thm. 10.49 to non-quadratic Hamiltonians or non-linear symplectic maps. In
these extensions the expressions of Weyl–Wigner symbols or distributional ker-
nels are given by asymptotic expansions in terms of the small parameter. In the
linear case these expansions have only one term and are exact.

The first famous application of the symplectic invariance of CCR seems to
be Bogoliubov’s theory of the excitation spectrum of the homogeneous Bose gas
(Bogoliubov (1947a); see also Fetter–Walecka (1971) and Cornean–Dereziński–
Ziń (2009)).
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11

Symplectic invariance of the CCR
on Fock spaces

This chapter is a continuation of Chap. 9, where we studied Fock CCR repre-
sentations. Our goal is to extend the results of Chap. 10 about the symplectic
invariance of canonical commutation relations to the case of Fock CCR repre-
sentations in any dimension.

11.1 Symplectic group on a Kähler space

The basic framework of this section, as well as most other sections of this chapter,
is the same as that of Chap. 9.

In particular, throughout the section, (Y, ·, ω, j) is a complete Kähler space.
We recall that for r ∈ B(Y), r# denotes the adjoint of r for the Euclidean scalar
product of Y.

Recall that the holomorphic space Z in CY is defined as Ran 1
2 (1l− ij), so that

CY = Z ⊕ Z. Z is a (complex) Hilbert space.
In this section we study the symplectic group in a complete Kähler space of

any dimension. We treat the symplectic form ω as the basic structure of the
Kähler space Y. However, the additional structure on Y plays an important role.
In particular, it gives Y a Hilbertian topology, which is especially useful when
we consider the infinite-dimensional case.

11.1.1 Basic properties

Definition 11.1 The group of linear transformations on Y that are bounded,
symplectic and have a bounded inverse will be denoted by Sp(Y). Similarly, the
Lie algebra of bounded infinitesimally symplectic transformations on Y will be
denoted by sp(Y).

Note that sp(Y) is the set of generators of norm continuous one-parameter
groups in Sp(Y).

We can use the anti-involution j instead of the symplectic form ω to describe
various properties of symplectic and infinitesimally symplectic transformations.

The following proposition can be compared with Prop. 1.37.

Proposition 11.2 (1) r ∈ Sp(Y) iff

a) r# jr = j, and b) rjr# = j.
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11.1 Symplectic group on a Kähler space 267

(2) r ∈ Sp(Y) iff r# ∈ Sp(Y).
(3) If r ∈ Sp(Y), then r−1 = −jr# j.

Proposition 11.3 (1) a ∈ sp(Y) iff a# j + ja = 0.
(2) a ∈ sp(Y) iff a# ∈ sp(Y).

11.1.2 Unitary group on a Kähler space

Recall that a complete Kähler space Y can be viewed as a complex Hilbert
space. It is then denoted by YC, with the imaginary unit given by j and the
scalar product given by (y1 |y2) := y1 · y2 + iy1 ·ωy2 (see (1.37)).

Proposition 11.4 We have the following characterizations of the unitary group
and Lie algebra on a Kähler space:

U(YC) = O(Y) ∩ Sp(Y) = O(Y) ∩GL(YC) = Sp(Y) ∩GL(YC),

u(YC) = o(Y) ∩ sp(Y) = o(Y) ∩ gl(YC) = sp(Y) ∩ gl(YC).

It is easy to characterize elements of U(YC) and u(YC) by their extensions to
CY = Z ⊕Z.

Proposition 11.5 (1) r ∈ U(YC) iff

rC =
[

p 0
0 p

]
,

with p ∈ U(Z).
(2) a ∈ u(YC) iff

aC = i
[−h 0

0 h

]
,

with h = h∗.

11.1.3 Symplectic transformations on Kähler spaces

We recall that if a ∈ B(Z1 ,Z2), then a# := a∗ ∈ B(Z2 ,Z1). We recall also that
Bs(Z,Z) denotes the set of g ∈ B(Z,Z) such that g# = g, and Bh(Z) denotes
the set of h ∈ B(Z) such that h∗ = h (see Subsect. 2.2.3).

Proposition 11.6 r ∈ Sp(Y) iff its extension to CY equals

rC =
[

p q

q p

]
, (11.1)

with p ∈ B(Z), q ∈ B(Z,Z), and the following conditions hold:

conditions implied by Prop. 11.2 (1a): p∗p− q# q = 1l, p∗q − q# p = 0,

conditions implied by Prop. 11.2 (1b): pp∗ − qq∗ = 1l, pq# − qp# = 0.
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268 Symplectic invariance of the CCR on Fock spaces

Proposition 11.7 a ∈ sp(Y) iff its extension to CY equals

aC = i
[−h g

−g h

]
, (11.2)

with h ∈ Bh(Z) and g ∈ Bs(Z,Z).

We describe now a convenient factorization of a symplectic map. Let r ∈
Sp(Y), and let p, q be defined as in (11.1). Note that

pp∗ ≥ 1l, p∗p ≥ 1l.

Hence p−1 and p∗−1 are bounded operators, and we can set

c := q# (p# )−1 , (11.3)

d := qp−1 . (11.4)

Recall that, for a, b ∈ Bh(Z), a < b means a ≤ b and Ker(b− a) = {0}.
Proposition 11.8 (1) We have c, d ∈ Bs(Z,Z) and

c∗c < 1l, d∗d < 1l. (11.5)

(2) The following equivalent characterizations of c, d hold:

c = p−1q, (11.6)

d = (p∗)−1q# . (11.7)

(3) One has the following factorization:

rC =
[

1l d

0 1l

] [
(p∗)−1 0

0 p

] [
1l 0
c 1l

]
. (11.8)

(4) We have

(r∗C)−1 =
[

p −q

−q p

]
,

(rCr∗C − 1l)(rCr∗C + 1l)−1 =
[

0 d

d 0

]
,

(r∗CrC − 1l)(r∗CrC + 1l)−1 =
[

0 c

c 0

]
. (11.9)

(5) We have the identities

1l− cc∗ = (p∗p)−1 , 1l− d∗d = (p p∗)−1 . (11.10)

Proof For example, the first inequality of (11.5) follows from the fact that
pp∗ > qq∗, which implies that (p∗)−1p−1 = (pp∗)−1 < (q∗)−1q−1 . Now c∗c =
q∗(p∗)−1p−1q < 1l. �
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11.1 Symplectic group on a Kähler space 269

11.1.4 Positive symplectic transformations

Symplectic transformations that are at the same time positive enjoy special prop-
erties. We devote this subsection to a discussion of their basic properties.

Let r ∈ Sp(Y) such that r = r# and r > 0 as an operator on (Y, ·). Recall that
the unitary structure on CY is obtained from the Euclidean structure of Y as in
Subsect. 1.3.4. Hence, rC = r∗

C
and rC > 0. We have

rC =
[

p q

q p

]
,

where p = p∗ > 0 and q = q# . The conditions in Prop. 11.6 simplify to

p2 − qq = 1l, pq − qp = 0.

We have

r−1
C

=
[

p −q

−q p

]
.

In the case of positive symplectic transformations some of the identities of
Prop. 11.8 simplify:

Proposition 11.9 Let r ∈ Sp(Y) such that r = r# and r > 0. Let c ∈ Bs(Z,Z)
be defined as in (11.3). Then c∗c < 1l,

rC =

[
(1l− cc∗)−

1
2 (1l− cc∗)−

1
2 c

c∗(1l− cc∗)−
1
2 (1l− c∗c)−

1
2

]
(11.11)

=
[

1l c

0 1l

] [
(1l− cc∗)

1
2 0

0 (1l− c∗c)−
1
2

] [
1l 0
c∗ 1l

]
,

(r2
C − 1l)(r2

C + 1l)−1 =
[

0 c

c 0

]
. (11.12)

Conversely, let c ∈ Bs(Z,Z) satisfy c∗c < 1l, and let r be defined by (11.11).
Then r ∈ Sp(Y), r = r# , r > 0.

Proof The properties of c follow directly from the properties of p, q given above.
Next let c ∈ Bs(Z,Z) with c∗c < 1l. Clearly, cc∗ = c∗c < 1l, and hence the oper-

ators 1l− cc∗ and 1l− c∗c are invertible. We check that the operator r defined by
(11.11) is a positive symplectic transformation. �

Positive symplectic transformations can be obtained as exponentials of self-
adjoint infinitesimally symplectic transformations:

Proposition 11.10 Let a ∈ sp(Y) such that a = a# . Then aC = a∗
C
, and hence

there exists g ∈ Bs(Z,Z) such that

aC = i
[

0 g

−g 0

]
. (11.13)
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270 Symplectic invariance of the CCR on Fock spaces

Moreover, r = ea belongs to Sp(Y) and satisfies r = r# , r > 0 and

rC =

[
cosh

√
gg∗ i sinh

√
gg∗√

gg∗ g

−ig∗ sinh
√

gg∗√
gg∗ cosh

√
g∗g

]
, (11.14)

c = i
tanh

√
gg∗√

gg∗
g. (11.15)

11.1.5 Polar decomposition of symplectic maps

Proposition 11.11 (1) Let r ∈ Sp(Y) such that r > 0. Then, for each ε ∈ R,
rε ∈ Sp(Y).

(2) Let r ∈ Sp(Y). Then there exist unique k ∈ Sp(Y), u ∈ U(YC) such that
k = k# , k > 0 and r = ku. The operators u, k are given by the polar decom-
position of r as an operator on the real Hilbert space (Y, ·).

Proof Let r ∈ Sp(Y) such that r = r# and r > 0. Then rj = jr−1 , since
r ∈ Sp(Y). This implies that (z − r)−1 j = j(z − r−1)−1 for z ∈ C\R, and
hence

f(r)j = jf(r−1), for any measurable function f.

In particular, for ε ∈ R we have rε j = jr−ε , and hence rε ∈ Sp(Y). This proves
(1).

Now let r ∈ Sp(Y). Set k = (rr# )
1
2 . By (1), k ∈ Sp(Y). Set u = k−1r. Clearly,

u ∈ Sp(Y). By the properties of the polar decomposition in (Y, ·) we have u ∈
O(Y). Hence u ∈ U(YC), which proves (2). �

11.1.6 Restricted symplectic group

In this subsection we introduce a subgroup of the symplectic group on the Kähler
space that plays an important role in Shale’s theorem, a basic result of the theory
of CCR representations on Fock spaces.

Proposition 11.12 Let r ∈ Sp(Y). Consider p, q, c, d defined by (11.1), (11.3)
and (11.4). The following conditions are equivalent:

(1) j− r−1 jr ∈ B2(Y).

(2) rj− jr ∈ B2(Y).

(3) Trq∗q < ∞.

(4) Tr(p∗p− 1l) < ∞.

(5) Tr(pp∗ − 1l) < ∞.

(6) d ∈ B2(Z,Z).

(7) c ∈ B2(Z,Z).
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11.1 Symplectic group on a Kähler space 271

Proof Clearly, (1)⇔ (2).
We have

(rj− jr)C =
[

0 −2iq
2iq 0

]
, (rj− jr)∗C(rj− jr)C =

[
4q# q 0

0 4q∗q

]
.

Hence

Tr(rj− jr)∗C(rj− jr)C = 4(Tr q# q + Tr q∗q) = 8Tr q∗q = 8Tr (p∗p− 1l),

using that q# q = p∗p− 1l. This implies that (2)⇔(3)⇔(4). If v ∈ U(Z) and p =
v|p| = |p∗|v is the polar decomposition of p, we have pp∗ = vp∗pv∗. So (4)⇔(5).

The identities c = p−1q and d = qp−1 and the fact that p is invertible show that
(3)⇒(6) and (3)⇒(7). The identities 1l− cc∗ = (p∗p)−1 and 1l− d∗d = (pp# )−1

show that (7)⇒(4) and (6)⇒(5). �

Definition 11.13 Let Spj(Y) be the set of r ∈ Sp(Y) satisfying the conditions of
Prop. 11.12. The set Spj(Y) is called the restricted symplectic group. We equip
it with the metric

dj(r1 , r2) := ‖p1 − p2‖+ ‖q1 − q2‖2 . (11.16)

Equivalent metrics are ‖[j, r1 − r2 ]+‖+ ‖[j, r1 − r2 ]‖2 and ‖r1 − r2‖+
‖[j, r1 − r2 ]‖2 .

We say that a ∈ spj(Y) if a ∈ sp(Y) and aj− ja ∈ B2(Y), or equivalently g ∈
B2

s (Z,Z), where we use the decomposition (11.2).

Proposition 11.14 (1) Spj(Y) is a topological group.
(2) spj(Y) is a Lie algebra.
(3) If a ∈ spj(Y) then ea ∈ Spj(Y).

Proof The fact that Spj(Y) is a topological group is clear, since [r1r2 , j] =
r1 [r2 , j] + [r1 , j]r2 . To prove (3), we write

ea j− jea =
∞∑

n=0

1
n!

[an , j],

and use that ‖[an , j]‖2 ≤ n‖a‖n−1‖[a, j]‖2 , which yields

‖ea j− jea‖2 ≤ e‖a‖‖aj− ja‖2 . �

11.1.7 Anomaly-free symplectic group

In this subsection we introduce another, much smaller subgroup of the symplectic
group on the Kähler space. Its name is suggested by the well-known terminology
used in quantum field theory.

Definition 11.15 Let Spj,af (Y) be the set of r ∈ Spj(Y) such that
2j− (jr + rj) ∈ B1(Y), or equivalently p− 1lZ ∈ B1(Z), where we use the
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272 Symplectic invariance of the CCR on Fock spaces

decomposition (11.1). Spj,af (Y) will be called the anomaly-free symplectic group
and will be equipped with the metric

dj,af (r1 , r2) := ‖p1 − p2‖1 + ‖q1 − q2‖2 .

An equivalent metric is ‖[j, r1 − r2 ]+‖1 + ‖[j, r1 − r2 ]‖2 .
We also define spj,af (Y) to be the set of a ∈ spj(Y) such that aj + ja ∈ B1(Y),

or equivalently h ∈ B1(Y), where we use the decomposition (11.2).

Proposition 11.16 (1) Spj,af (Y) is a topological group.
(2) spj,af (Y) is a Lie algebra.
(3) If a ∈ spj,af (Y) then ea ∈ Spj,af (Y).

Proof If r ∈ Spj,af (Y), then 1l− r ∈ B2(Y). It follows that if r1 , r2 ∈ Spj,af (Y),
then r1r2 − (r1 + r2) + 1l ∈ B1(Y), which easily implies that r1r2 ∈ Spj,af (Y)
and proves (1). To prove (2), note that spj,af (Y) ⊂ B2(Y). To prove (3), we
use that if a ∈ spj,af (Y), then ea − (1l + a) ∈ B1(Y). �

Proposition 11.17 (1) Let r ∈ Sp(Y) be positive. Then r ∈ Spj(Y) iff r ∈
Spj,af (Y).

(2) Let a ∈ sp(Y) be self-adjoint. Then a ∈ spj(Y) iff a ∈ spj,af (Y).

Proof (1) We know that r ∈ Spj(Y) iff c ∈ B2(Z,Z). But (11.11) then implies
that r ∈ Spj,af (Y).

(2) By the decomposition (11.2), a ∈ spj(Y) is self-adjoint iff h = 0 and g ∈
B2

s (Z,Z). �

Proposition 11.18 Let r ∈ B(Y) and let r = r0u be its polar decomposition.
Then

(1) r ∈ Sp(Y) iff r0 ∈ Sp(Y).
(2) r ∈ Spj(Y) iff r0 ∈ Spj(Y).
(3) r ∈ Spj,af (Y) iff r0 ∈ Spj,af (Y) and u ∈ Spj,af (Y).

11.1.8 Pairs of Kähler structures on symplectic spaces

In this subsection we study the relationship between two Kähler anti-involutions
on a given symplectic space. One of them is denoted j and is treated as the basic
one. The other is denoted j1 .

In the first proposition, j1 is obtained by conjugating j with an arbitrary
symplectic map.

Proposition 11.19 Let r ∈ Sp(Y). Set j1 = r−1 jr.

(1) j1 is a Kähler anti-involution.
(2) r ∈ U(YC) iff j1 = j.
(3) If r = u|r| is the polar decomposition of r, then j1 = |r|−1 j|r|.
(4) j1 = jr# r.
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11.1 Symplectic group on a Kähler space 273

Proof Since r ∈ Sp(Y), we have y·ωj1y = y·ωr−1jry = (ry)·ωjry, which shows
that (ω, j1) is Kähler and proves (1). Clearly, r ∈ U(YC) iff [r, j] = 0, which
is equivalent to j1 = j. This proves (2). If r = u|r|, then [u, j] = 0, hence j1 =
|r|−1 j|r|, which proves (3). (4) follows from Prop. 11.2 (1a). �

The next proposition is a partial converse of the previous one. In particular,
we compute a positive symplectic map that transforms j into j1 .

Theorem 11.20 (1) Let j1 be an anti-involution such that (ω, j1) is Kähler.
Then k := −jj1 is a positive symplectic transformation.

(2) Let k ∈ Sp(Y) be positive. Then j1 := jk is a Kähler anti-involution.
(3) Let k, j1 be as in (2). Then r = k

1
2 defined in Subsect. 2.3.2 satisfies

r ∈ Sp(Y), r = r# , r > 0, r−1jr = j1 . (11.17)

(r is positive symplectic and intertwines j and j1 .)
(4) There exists c ∈ Bs(Z,Z) such that(

k − 1l
k + 1l

)
C

=
[

0 c

c 0

]
. (11.18)

(5) We have

rC =

[
(1l− cc∗)−

1
2 (1l− cc∗)−

1
2 c

c∗(1l− cc∗)−
1
2 (1l− c∗c)−

1
2

]
, (11.19)

kC =
[

(1l + cc∗)(1l− cc∗)−1 2(1l− cc∗)−1c

2c∗(1l− cc∗)−1 (1l + c∗c)(1l− c∗c)−1

]
, (11.20)

j1C = i
[

(1l + cc∗)(1l− cc∗)−1 2(1l− cc∗)−1c

−2c∗(1l− cc∗)−1 −(1l + c∗c)(1l− c∗c)−1

]
. (11.21)

Proof Since j, j1 ∈ Sp(Y), k = −jj1 ∈ Sp(Y). Since (ω, j1) is Kähler, we have

0 = (j1y1)·ωy2 + y1 ·ωj1y2 = −(j1y1)·jy2 − y1 ·jj1y2 ,

i.e. j#
1 j = −jj1 . Hence

(jj1)# = j#
1 j# = −j#

1 j = jj1 ,

i.e. k = k# . Again using that (ω, j1) is Kähler, we get −y · jj1y = y·ωj1y > 0, i.e.
k > 0. This proves (1).

Let us prove (3). The fact that r ∈ Sp(Y) follows from Prop. 11.11 (1). Using
that r = r# and r ∈ Sp(Y), we obtain that j1 = jr2 = r−1 jr.

Set b := k−1l
k+1l . We check that jb = −bj. This implies (4). Then using (11.12) we

see that rC equals (11.11), which is repeated as (11.19). Then we use k = r2 and
j1 = jk to obtain (11.20) and (11.21). �
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274 Symplectic invariance of the CCR on Fock spaces

Proposition 11.21 Let Z and Z1 be the holomorphic subspaces of CY � Z ⊕ Z
for the anti-involutions j and j1 . Let c be as above. Then

Z1 =
{
(z,−cz) : z ∈ Z},

Z1 =
{
(−cz, z) : z ∈ Z}.

Proof Every vector of Z1 is of the form (1l− ij1)y1 for some y1 ∈ Y. Since k > 0,
every vector of Y is of the form y1 = (1l + k)−1y for some y ∈ Y. Now

(1l− ij1)(1l + k)−1y = (1l− ijk)(1l + k)−1y

= 1lZy − 1lZ( k−1l
k+1l )y

= z − cz,

where z = 1lZy ∈ Z. Hence every vector of Z1 is of the form z − cz for z ∈ Z.
Applying the canonical conjugation on CY we obtain the corresponding result
for Z1 . �

The following proposition will be used to describe the unitary equivalence of
two Fock CCR representations (one of the versions of Shale’s theorem).

Proposition 11.22 Let j, j1 , k, c be as above. The following conditions are
equivalent:

(1) j− j1 ∈ B2(Y).
(2) 1l− k ∈ B2(Y).
(3) c ∈ B2(Z,Z).
(4) There exists a positive r ∈ Spj,af (Y) such that j1 = rjr−1 .
(5) There exists r ∈ Spj(Y) such that j1 = rjr−1 .

Proof The identity −j(j− j1) = 1l− k and j ∈ Sp(Y) imply the equivalence of
(1) and (2).

(11.18) and the boundedness of (1l + k)−1 show that (2) implies (3).
Since c∗c < 1lZ and c = c# , we have cc∗ < 1lZ , and hence (1lZ − c∗c)−1 and

(1lZ − cc∗)−1 are bounded. From (11.20) we obtain that (3) implies (2).
(4) ⇒ (5) is obvious. (5) ⇒ (1) is obvious. (3)⇒(4) follows from (11.19). �

Remark 11.23 The Hilbert–Schmidt property in conditions (1) and (2) uses the
real scalar product on Y that belongs to the Kähler structure (·, ω, j). Therefore,
conditions (1) and (2) may not seem symmetric w.r.t. the anti-involutions j and
j1 . Nevertheless, if they are satisfied, then the scalar products · and ·k are related
with the operator k, which is bounded with a bounded inverse, hence the set of
Hilbert–Schmidt operators w.r.t. the scalar products · and ·k coincide.
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11.1.9 Conjugation adapted to a pair of Kähler involutions

Generically, a pair of Kähler anti-involutions determines a conjugation for both
Kähler structures, as expressed in the following proposition:

Proposition 11.24 Suppose that j1 is an anti-involution such that (ω, j1) is
Kähler. Then the following is true:

(1) There exists τ ∈ B(Y) such that

τ 2 = 1l, τ jτ = −j, τ j1τ = −j1 .

(τ is a conjugation for both j and j1 .)
(2) Let k = −jj1 . Then τkτ = k.
(3) If Ker(j− j1) = {0}, or equivalently Ker(1l− k) = {0}, then we can take

τ := 1l]1,+∞[(k)− 1l]0,1[(k).

Proof Recall that k# = k, k > 0.
Assume first that Ker(j− j1) = {0}, and hence Ker(1l− k) = {0}. Set τ =

1l]1,+∞[(k)− 1l]0,1[(k). We have τ 2 = 1l and τ ∈ O(Y). Using that kj = jk−1 , we
see that τ j = −jτ . Since τk = kτ , we have also τ j1 = −j1τ .

If Ker(j− j1) �= {0}, we set Y1 := 1l{1}(k)Y. The spaces Y1 and Y0 := Y⊥
1 are

invariant under j since kj = jk−1 . We first construct the conjugation τ0 on Y0 as
above. On Y1 we have j = j1. We can choose an arbitrary anti-unitary involution
τ1 of YC

1 . Then we set τ = τ1 ⊕ τ0 on Y = Y1 ⊕ Y0 . �

Recall that Y±τ := {y ∈ Y : τy = ±y}. Set X = Y−τ . As in Subsect. 1.3.10,
we can identify the Kähler space with conjugation Y with X ⊕ X by the map

Y � y �→
(
j

1
2
√

2
(1l + τ)y,

1√
2
(1l− τ)y

)
∈ X ⊕ X ,

which corresponds to the choice c = 1l in (1.38). We set m := k−1
∣∣
X , which is a

positive self-adjoint operator on the real Hilbert space X . The symplectic form
on Y � X ⊕ X is

(x+
1 , x−

1 )·ω(x+
2 , x−

2 ) = x+
1 ·x−

2 − x−
1 ·x+

2 .

Proposition 11.25 We have

τ =
[

1l 0
0 −1l

]
, j =

[
0 − 1

2 1l
21l 0

]
, j1 =

[
0 −(2m)−1

2m 0

]
, k =

[
m 0
0 m−1

]
.

Proof The matrix representation of τ and j on X ⊕ X was shown in Subsect.
1.3.10. To compute k, we note that if y ∈ Y is identified with (jx1 , x2) ∈ X ⊕ X ,
then ky is identified with (kjx1 , kx2) = (jmx1 ,m

−1x2) since jk = k−1j. The
formula for j1 follows from j1 = jk. �

https://www.cambridge.org/core/terms. https://www.cambridge.org/core/product/3F2652F5759A09E8165EE08E3F91CC35
Downloaded from https://www.cambridge.org/core. IP address: 18.191.223.123, on 21 Jul 2024 at 04:58:56, subject to the Cambridge Core terms of use, available at

https://www.cambridge.org/core/terms
https://www.cambridge.org/core/product/3F2652F5759A09E8165EE08E3F91CC35
https://www.cambridge.org/core


276 Symplectic invariance of the CCR on Fock spaces

11.2 Bosonic quadratic Hamiltonians on Fock spaces

The basic framework of this section is the same as that of the previous one. Recall,
in particular, that Z is a Hilbert space and Y := Re(Z ⊕ Z) is the corresponding
Kähler space. We consider the Fock CCR representation over Y in Γs(Z).

11.2.1 Wick and anti-Wick quantizations of quadratic polynomials

Let us consider various kinds of complex quadratic polynomials on Y and their
quantizations. We recall that Bfd(Z) denotes the set of finite-dimensional oper-
ators on Z.

Let h ∈ Bfd(Z). Consider the polynomial

Y# � (z, z) �→ z·hz. (11.22)

The Wick, Weyl–Wigner and anti-Wick quantizations of (11.22) are, respectively,

dΓ(h), dΓ(h) +
Tr h

2
1l, dΓ(h) + (Tr h)1l.

Note that the anti-Wick and Weyl–Wigner quantizations of (11.22) can be
extended to the case h ∈ B1(Z), that is, to trace class h. The Wick quantization
of (11.22) can be defined, e.g. for h ∈ B(Z), or even for much more general h.

Suppose that g ∈ Bfd
s (Z,Z) � a l

Γ
2
(Z). Consider the polynomial

Y# � (z, z) �→ z·gz. (11.23)

The Wick, anti-Wick and Weyl–Wigner quantizations of (11.23) coincide with
the two-particle creation operator a∗(g), according to the notation of Subsect.
3.4.4. Following the notation of Def. 9.46, this can be written as Opa∗,a(|g)

)
. It

can be defined as a closable operator also if g ∈ B2
s (Z,Z) � Γ2

s (Z). It will act
on Ψn ∈ Γn

s (Z) as

a∗(g)Ψn :=
√

(n + 2)(n + 1)g ⊗s Ψn . (11.24)

(Note that on the right of (11.24) g is treated as an element of Γ2
s (Z).)

The complex conjugate of (11.23) equals

Y# � (z, z) �→ z·g∗z = z·gz. (11.25)

Its Wick, anti-Wick and Weyl–Wigner quantizations coincide with the two-
particle annihilation operator a(g); see again Subsect. 3.4.4. Following the nota-
tion of Def. 9.46, this can be written as Opa∗,a((g|). It is clear that a(g) extends
to a closable operator iff g ∈ B2

s (Z,Z) � Γs(Z), and a(g)∗ = a∗(g).
A general element of CPol2s (Y# ) is

Y# � (z, z) �→ 2z·hz + z·g1z + z·g2z, (11.26)
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11.2 Bosonic quadratic Hamiltonians on Fock spaces 277

where h ∈ Bfd(Z), g1 , g2 ∈ Bfd
s (Z,Z). We can write (11.26) as

(z, z)·ζ(z, z), where ζC =
[

g1 h

h# g2

]
∈ Bs(Z ⊕ Z,Z ⊕ Z). (11.27)

(Recall that CY � Z ⊕ Z, CY# � Z ⊕Z and we use elements of Bfd
s (Y# ,Y) for

symbols of bosonic quadratic Hamiltonians, as in Def. 10.15.)
The quantizations of ζ are

Opa∗,a(ζ) = 2dΓ(h) + a∗(g1) + a(g2), (11.28)

Op(ζ) = 2dΓ(h) + (Tr h)1l + a∗(g1) + a(g2), (11.29)

Opa,a∗
(ζ) = 2dΓ(h) + (2Tr h)1l + a∗(g1) + a(g2).

Clearly,

Op(ζ) =
1
2

(
Opa∗,a(ζ) + Opa,a∗

(ζ)
)

.

We can extend the definition of Op(ζ) and Opa,a∗
(ζ) to the case of g1 , g2 ∈

B2
s (Z,Z) and h ∈ B1(Z). Opa∗,a(ζ) is defined under much more general con-

ditions. All these quantizations are Hermitian operators iff h is Hermitian and
g1 = g2 .

11.2.2 Bosonic Schwinger term

For simplicity, in this subsection we assume that Z is finite-dimensional. Recall
from Thm. 10.13 that the Weyl–Wigner quantization restricted to quadratic
symbols yields an isomorphism of the Lie algebra sp(Y) into quadratic Hamilto-
nians in CCRpol(Y). This is no longer true in the case of the Wick quantization,
where the so-called Schwinger term appears. This is described in the following
proposition:

Proposition 11.26 Let ζ, ζi ∈ Bs(Y# ,Y), i = 1, 2. Then

Op(ζ) = Opa∗,a(ζ)− 1
2
(Tr ζωj) 1l, (11.30)[

Opa∗,a(ζ1),Opa∗a(ζ2)
]

= 2iOpa∗,a(ζ2ωζ1 + ζ1ωζ2)− i(Tr [ζ2ω, ζ1ω]j) 1l.

Proof Let ζ be as in (11.27). We have ωC = i
[

0 1l
−1l 0

]
∈ B(Z ⊕ Z,Z ⊕ Z).

Therefore,

ζCωC = i
[ −h g1

−g2 h#

]
, ζCωCjC =

[
h g1

g2 h#

]
.

Therefore, (11.30) follows from (11.29).
Now to compute the Schwinger term we apply Prop. 10.16 (1) and (11.30). �
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278 Symplectic invariance of the CCR on Fock spaces

11.2.3 Infimum of bosonic quadratic Hamiltonians

For simplicity, in this subsection we again assume that Z is finite-dimensional.
The Wick quantization of a positive quadratic symbol is then bounded from
below. In the following theorem we compute the infimum of the spectrum of
such Hamiltonians.

Theorem 11.27 Let h ∈ Bh(Z), g ∈ B2
s (Z,Z). Suppose that for z ∈ Z

(z, z)·ζ(z, z) = 2z·hz + z·g∗z + z·gz ≥ 0. (11.31)

Set

ζC =
[

g h

h# g∗

]
∈ Bs(Z ⊕ Z,Z ⊕ Z). (11.32)

Then

inf Opa∗,a(ζ) =
1
2
Tr

([
h2 − gg∗ −hg + gh#

g∗h− h# g∗ h# 2 − g∗g

] 1
2

−
[

h 0
0 h#

])
.

Proof We have (ζCωC)2 = −
[

h2 − gg∗ −hg + gh#

g∗h− h# g∗ h# 2 − g∗g

]
. Thus, by Thm. 10.17,

inf Opa∗,a(ζ) + Trh = inf Op(ζ)

=
1
2
Tr |ζω| = 1

2
Tr
[

h2 − gg∗ −hg + gh#

g∗h− h# g∗ h# 2 − g∗g

] 1
2

.

�

11.2.4 Gaussian vectors

Let c ∈ Γ2
s (Z). Recall that we can define the two-particle creation operator a∗(c)

acting on Γfin
s (Z) as in Subsect. 3.4.4, and that we can identify c with an oper-

ator c ∈ B2
s (Z,Z) (see Subsect. 3.3.4). Since c ∈ B2(Z,Z), c∗c is trace-class, so

det(1l− c∗c) is well defined. If we assume also that c∗c < 1l, then det(1l− c∗c) > 0.
So we can define

Ωc := det(1l− c∗c)
1
4 e

1
2 a∗(c)Ω. (11.33)

Theorem 11.28 (1) If c ∈ B2
s (Z,Z) and c∗c < 1l, then Ωc is a normalized vec-

tor in Γs(Z).
(2) Let k be a positive number with k2 |c| < 1l. Then Ωc belongs to Dom kN and

kN Ωc = Ωk 2 c , where N is the number operator.
(3) Suppose that c is a densely defined operator from Z to Z such that (z1 |cz2) =

(z2 |cz1), i.e. c ⊂ c# . Suppose that there exists Ψ ∈ Γs(Z) satisfying(
a(z)− a∗(cz)

)
Ψ = 0, z ∈ Dom c,
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11.2 Bosonic quadratic Hamiltonians on Fock spaces 279

in the weak sense. Then c ∈ B2
s (Z,Z) and c∗c < 1l. Moreover, Ψ is propor-

tional to Ωc .
(4) Let c1 , c2 ∈ B2

s (Z,Z) and c∗i ci < 1l. Then

(Ωc1 |Ωc2 ) = det(1l− c∗1c1)
1
4 det(1l− c∗2c2)

1
4 det(1l− c∗1c2)−

1
2 .

Proof First let Ψ be as in (3), and let z1 , z2 , . . . be a sequence of vectors in
Dom c. For I ⊂ {1, 2, . . . } finite, set

M(I) =
(

Π
i∈I

a∗(zi)Ω
∣∣Ψ).

From

0 =
(

Π
i∈{1,···n}

a∗(zi)Ω
∣∣(a∗(zn+1)− a(czn+1))Ψ

)
we obtain

M({1, · · · , n + 1}) =
n∑

i=1

(zi |czn+1)M({1, · · · , n}\{i}).

This yields

(a∗(z1) · · · a∗(z2m+1)Ω|Ψ) = 0,

(a∗(z1) · · · a∗(z2m )Ω|Ψ) = λ
∑

σ∈Pair2 m

m−1
Π

i=0
(zσ (2i+1) |czσ (2i+2)),

where λ := (Ω|Ψ) and Pair2m is the set of pairings in {1, . . . , 2m} (see Subsect.
3.6.10).

In particular, for z1 , z2 ∈ Dom c this gives the following formula for the two-
particle component of Ψ:

√
2(z1 ⊗s z2 |Ψ) = λ(z1 |cz2). (11.34)

Since Ψ ∈ Γs(Z), the l.h.s. of (11.34) can be extended to a bounded functional
on Γ2

s (Z). This implies that either λ = 0 or c ∈ Γ2
s (Z), and then the l.h.s. of

(11.34) equals λ(z1 ⊗s z2 |c).
We have

(z1 ⊗s · · · ⊗s z2m |c⊗s m ) =
1

2m!

∑
σ∈S2 m

m−1
Π

i=0
(zσ (2i+1) |czσ (2i+2))

=
m!2m

2m!

∑
σ∈Pair2 m

m−1
Π

i=0
(zσ (2i+1) |czσ (2i+2)),

which implies that

Ψ2m = λ

√
(2m)!

2m m!
c⊗s m = λ

1
2m m!

(a∗(c))m Ω, Ψ2m+1 = 0,

i.e. Ψ = λe
1
2 a∗(c)Ω.
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280 Symplectic invariance of the CCR on Fock spaces

Let us compute ‖e 1
2 a∗(c)Ω‖2 . Since c∗c is trace-class, we can by Corollary 2.88

find an o.n. basis {ei, : i ∈ I} of Z such that cei = λiei , λi ≥ 0. Using this basis,
we can unitarily identify Z with ⊕

i∈I
C. By the exponential law of Subsect. 3.5.4,

we unitarily identify Γs(Z) with ⊗
i∈I

(Γs(C),Ω). Under this identification,

e
1
2 a∗(c)Ω � ⊗

i∈I
e

1
2 λi a

∗2
Ω,∥∥∥e 1

2 a∗(c)Ω
∥∥∥2

Γs (Z)
=
∏
i∈I

∥∥∥e 1
2 λi a

∗2
Ω
∥∥∥2

Γs (C)

=
∏
i∈I

∞∑
m=0

(2m)!λ2m
i

22m (m!)2 (11.35)

=
∏
i∈I

(
1− λ2

i

)− 1
2

= det
(
1l− c∗c

)− 1
2
.

This shows that the vector Ωc in (1) is normalized. Moreover, if λi ≥ 1 for some
i ∈ I, then one of the series on the r.h.s. of (11.35) is divergent, which contra-
dicts the fact that the vector Ψ is normalizable. This shows the necessity of the
condition c∗c < 1l and completes the proof of (3).

Let us now prove (2). Since eitN a∗(c)e−itN = e2ita∗(c), we obtain that

eitN Ωc = det(1l− c∗c)
1
4 e

1
2 a∗(ct )Ω,

for ct = e2itc. It follows that if k4c∗c < 1l, eitN Ωc extends holomorphically in
{z ∈ C : Im z > − log k} and is uniformly bounded on this set. Therefore, Ωc ∈
Dom kN and kN Ωc = det(1l− c∗c)1/4e

1
2 a∗(k 2 c)Ω, which proves (2).

It remains to prove (4). Let us first assume that Z is finite-dimensional. In the
complex-wave representation, e

1
2 a∗(c)Ω equals e

1
2 z ·cz and(

e
1
2 a∗(c1 )Ω|e 1

2 a∗(c2 )Ω
)

= (2πi)−d

ˆ
Re(Z⊕Z)

e−|z |2 e
1
2 z ·c1 z e

1
2 z ·c2 zdzdz. (11.36)

To compute this integral, we use the arguments in Subsect. 4.1.9. We are led to
compute det ν, where ν is an operator on Re(Z ⊕ Z) given by

νC = det
[

1l −c1

−c2 1l

]
.

But det ν = det νC = det(1l− c1c2). From (4.10), we obtain that (11.36) equals

(e
1
2 a∗(c1 )Ω|e 1

2 a∗(c2 )Ω) = det(1l− c1c2)−
1
2 .

Let us now prove (4) in the general case. For simplicity, we will assume that Z is
separable (the non-separable case can be treated by the same argument, replacing
sequences by nets). Let us fix an increasing sequence of finite rank projections
π1 , π2 , . . . such that s − lim

n→∞πn = 1l. For c ∈ B2
s (Z,Z) we set cn = πncπn , so
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11.2 Bosonic quadratic Hamiltonians on Fock spaces 281

that cn → c in the Hilbert–Schmidt norm. We claim that

lim
n→∞Ωcn

= Ωc . (11.37)

By approximating c1 , c2 by c1,n , c2,n , this implies (4) in the general case.
It remains to prove (11.37). Using (4) in the finite-dimensional case, we get

that

‖Ωcn
− Ωcm

‖2 = 2− 2Re(Ωcn
|Ωcm

)→ 0 when n,m →∞,

hence the sequence Ωc1 ,Ωc2 , . . . converges to a normalized vector Ψ. There exists
k > 1 and k0 < 1 such that, for all n, k4c∗ncn < k4

0 1l. Using (2), we obtain that
Ψ ∈ Dom N and that Ωcn

converges to Ψ in Dom N . Therefore, we can let n →∞
in the identity (

a(z)− a∗(cnz)
)
Ωcn

= 0

to get (
a(z)− a∗(cz)

)
Ψ = 0.

Since (Ψ|Ω) = lim
n→∞(Ωcn

|Ω) ≥ 0, (3) implies that Ψ = Ωc . �

11.2.5 Gaussian vectors in the real-wave representation

Let c ∈ B2
s (Z,Z) such that c∗c < 1l. Let k be the positive symplectic transfor-

mation defined in terms of c by formula (11.20), that is,

kC =
[

(1l + cc∗)(1l− cc∗)−1 2(1l− cc∗)−1c

2c∗(1l− cc∗)−1 (1l + c∗c)(1l− c∗c)−1

]
.

As discussed in Subsect. 11.1.9, we can identify Y with X ⊕ X , where X is a real
Hilbert space, the symplectic form on Y has the standard form and

j =
[

0 − 1
2 1l

21l 0

]
, k =

[
m 0
0 m−1

]
,

where m ∈ Bs(X ), m > 0 and 1l−m ∈ B2(X ).
In Sect. 9.3 we described the unitary map T rw between the Fock space Γs(Z)

and the Gaussian L2 space L2(X , e−
1
2 x2

dx) intertwining the Fock and the real-
wave representations such that T rwΩ = 1.

Proposition 11.29 In the real-wave representation, we have

T rwΩc(x) = Ce
1
4 x·(1l−m−1 )x ,

where C is a “normalizing constant” (see Prop. 5.79). If 1l−m ∈ B1(X ) then

T rwΩc(x) = (detm)−
1
4 e

1
4 x·(1l−m−1 )x .
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282 Symplectic invariance of the CCR on Fock spaces

Proof Assume first that Y is finite-dimensional. The proposition can then be
proved by a direct computation, using that

L2(X , e−
1
2 x2

dx) = L2(X , (2π)−
d
2 e−

1
2 x2

dx).

In the general case, we use the same approximation argument as in the proofs
of Thm. 11.28 and of Thm. 5.78, given in Subsect. 11.4.6. �

11.2.6 Two-particle creation and annihilation operators

In this subsection we discuss certain properties of two-particle creation and anni-
hilation operators.

Proposition 11.30 Let c ∈ Γ2
s (Z) � B2

s (Z,Z). Then

(1) a∗(c) and a(c) with domain Γfin
s (Z) are densely defined closable operators.

(2) a∗(c) + a(c) is essentially self-adjoint on Γfin
s (Z).

(3) e
1
2 a∗(c) and e

1
2 a(c) are closable on Γfin

s (Z) iff c∗c < 1l, and we have

e−
1
2 a∗(c)a(z) =

(
a(z) + a∗(cz)

)
e−

1
2 a∗(c) , z ∈ Z; (11.38)

e
1
2 a(c)a∗(z) =

(
a∗(z) + a(cz)

)
e

1
2 a(c) , z ∈ Z. (11.39)

Proof We have a(c) ⊂ a∗(c)∗, a∗(c) ⊂ a(c)∗, which proves (1).
To prove (2) we will use Nelson’s commutator theorem, Thm. 2.74 (1), with

the comparison operator N + 1l. By Prop. 9.50 we get that (N + 1l)−1a∗(c) and
a(c)(N + 1l)−1 are bounded. Since

Na∗(c) = a∗(c)(N + 21l), Na(c) = a(c)(N − 21l),

we obtain that a∗(c)(N + 1l)−1 is bounded, so a∗(c) + a(c) is bounded on DomN .
Next, since

[N, a∗(c) + a(c)] = 2(a∗(c)− a(c)),

we get that ±[N, a∗(c) + a(c)] ≤ C(N + 1l). Applying Nelson’s commutator the-
orem, we see that a∗(c) + a(c) is essentially self-adjoint on DomN , hence on
Γfin

s (Z).
It remains to prove (3). Clearly, e

1
2 a(c) is defined on Γfin

s (Z). We note also that
e

1
2 a∗(c)Ω ∈ Γs(Z) iff c∗c < 1l, by Thm. 11.28. It remains to prove that if c∗c < 1l,

then e
1
2 a∗(c) is defined on Γfin

s (Z). This is equivalent to showing that e
1
2 a∗(c)Ω ∈

Dom
n

Π
i=1

a∗(zi) for all z1 , . . . , zn ∈ Z. But this follows from Thm. 11.28 (2). Since

e
1
2 a(c) ⊂ (e

1
2 a∗(c))∗, e

1
2 a∗(c) ⊂ (e

1
2 a(c))∗, we see that e

1
2 a(c) and e

1
2 a∗(c) are closable.

Identities (11.38) and (11.39) are direct computations. �
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11.3 Bosonic Bogoliubov transformations on Fock spaces 283

11.3 Bosonic Bogoliubov transformations on Fock spaces

We use the same framework as in the previous section. (Y, ·, ω, j) is a complete
Kähler space. Z is the holomorphic subspace of CY, so that we can identify Y
with Re(Z ⊕ Z).

Y � y �→W (y) ∈ U
(
Γs(Z)

)
(11.40)

is the Fock CCR representation.
The central result of this section is the version of Shale’s theorem which

says that a symplectic transformation is implementable in the Fock CCR rep-
resentation iff it belongs to the restricted symplectic group. The corresponding
automorphism of the algebra of operators will be called the Bogoliubov auto-
morphism. Unitary operators implementing Bogoliubov automorphisms (the so-
called Bogoliubov implementers) form a group Mpc

j (Y), which can be viewed
as the natural generalization of the group Mpc(Y) to the case of an infinite
dimension.

We will also describe the group Mpj,af (Y), which is a generalization of the
group Mp(Y) to infinite dimensions. Note that both Mpc

j (Y) and Mpj,af (Y)
depend on the Kähler structure on Y (which is expressed by putting j as a
subscript).

11.3.1 Symplectic transformations in the Fock representation

Definition 11.31 We define Mpc
j (Y) to be the set of U ∈ U

(
Γs(Z)

)
such that{

UW (y)U∗ : y ∈ Y} =
{
W (y) : y ∈ Y}.

We equip Mpc
j (Y) with the strong operator topology.

Definition 11.32 Let r ∈ Sp(Y).

(1) We say that U ∈ B
(
Γs(Z)

)
intertwines r if

UW (y)U∗ = W (ry), y ∈ Y. (11.41)

(2) If in addition U is unitary, then we say that U implements r.
(3) If there exists U ∈ U

(
Γs(Z)

)
that implements r, then we say that r is imple-

mentable on Γs(Z).

We will prove:

Theorem 11.33 (Shale’s theorem about Bogoliubov transformations) (1) Let
r ∈ Sp(Y). Then r is implementable iff r ∈ Spj(Y).

(2) Let U ∈ Mpc
j (Y). Then there exists a unique r ∈ Spj(Y) such that r is imple-

mented by U . Mpc
j (Y) is a group and the map Mpc

j (Y) → Spj(Y) obtained
this way is a group homomorphism.
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284 Symplectic invariance of the CCR on Fock spaces

(3) Let r ∈ Spj(Y). Let p, d, c be defined as in Subsect. 11.1.3. Define

U j
r = |det pp∗|− 1

4 e−
1
2 a∗(d)Γ

(
(p∗)−1)e 1

2 a(c) . (11.42)

Then U j
r is the unique unitary operator implementing r in the Fock repre-

sentation such that

(Ω|U j
rΩ) > 0. (11.43)

All operators implementing r in the Fock representation are of the form μUr ,
where |μ| = 1.

(4) We have an exact sequence

1 → U(1) → Mpc
j (Y) → Spj(Y) → 1. (11.44)

Proof of Thm. 11.33. Let us prove (3). By Prop. 3.53, we have

Γ(p∗−1)a∗(z) = a∗(p∗−1z)Γ(p∗−1), (11.45)

Γ(p∗−1)a(z) = a(pz)Γ(p∗−1). (11.46)

Set V := e−
1
2 a∗(d)Γ

(
(p∗)−1

)
e

1
2 a(c) . Using (11.45), (11.46), (11.38) and (11.39),

we see that

V a∗(z) =
(
a∗(p∗−1z + dpcz) + a(pcz)

)
V =

(
a∗(pz) + a(qz)

)
V,

V a(z) =
(
a(pz) + a∗(dpz)

)
V =

(
a∗(qz) + a(pz)

)
V.

Therefore,

V φ(y) = φ(ry)V, y ∈ Y.

Thus V intertwines the representations (11.40) and (11.41). These representa-
tions are irreducible. Hence, by Prop. 8.13, V is proportional to a unitary oper-
ator. Clearly,

V Ω = e−
1
2 a∗(d)Ω.

By Thm. 11.28,

‖V Ω‖2 = det(1l− d∗d)−
1
2 = (det pp∗)

1
2 .

Hence, U j
r = (det pp∗)−

1
4 V is unitary. (Ω|U j

rΩ) = (det pp∗)−
1
4 > 0, hence U j

r also
satisfies the condition (11.43). The uniqueness is obvious.

Let r ∈ Sp(Y). Suppose that UW (y) = W (ry)U , y ∈ Y. Define the operator
c as in (11.3). Then the vector UΩ satisfies the conditions of Thm. 11.28 (3).
Hence, c ∈ B2

s (Z,Z). By Prop. 11.12, this is equivalent to r ∈ Spj(Y). �
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11.3 Bosonic Bogoliubov transformations on Fock spaces 285

11.3.2 One-parameter groups of Bogoliubov transformations

Let h ∈ Bh(Z), g ∈ B2
s (Z,Z). Let ζ ∈ Bs(Y# ,Y) be defined by ζC =

[
g h

h g

]
.

Recall that

Opa∗,a(ζ) = 2dΓ(h) + a∗(g) + a(g)

is a self-adjoint operator. If in addition h ∈ B1
h(Z), then we can use the Weyl–

Wigner quantization to quantize ζ, obtaining

Op(ζ) = 2dΓ(h) + a∗(g) + a(g) + (Trh)1l. (11.47)

Let a ∈ sp(Y) be given by

aC = ζCωC = i
[−h g

−g h

]
(see (11.2)). Let rt = eta and

rtC =
[

pt qt

qt pt

]
For t ∈ R we set

dt := qtp
−1
t , ct := q#

t (p#
t )−1 .

The following theorem gives the unitary group generated by the Wick and Weyl–
Wigner quantizations of ζ:

Theorem 11.34 (1) For any t ∈ R, pte−ith − 1l ∈ B1(Z), dt, ct ∈ B2(Z,Z)
and

eitOpa ∗ , a (ζ ) =
(
det pte−ith)− 1

2 e−
1
2 a∗(dt )Γ(p∗−1

t )e
1
2 a(ct ) . (11.48)

Besides, (11.48) implements rt .
(2) If in addition h ∈ B1

h(Z), then pt − 1l ∈ B1(Z) and

eitOp(ζ ) = (det pt)−
1
2 e−

1
2 a∗(dt )Γ(p∗−1

t )e
1
2 a(ct ) . (11.49)

(In both (11.48) and (11.49) the branch of the square root is determined by
continuity.)

11.3.3 Implementation of positive symplectic transformations

Let us consider a positive r ∈ Spj(Y). From formula (11.11) we know that there
exists c ∈ B2

s (Z,Z) such that

rC =
[

1l c

0 1l

] [
(1l− cc∗)

1
2 0

0 (1l− c∗c)−
1
2

] [
1l 0
c∗ 1l

]
.
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286 Symplectic invariance of the CCR on Fock spaces

By Thm. 11.33, r is then implemented by

U j
r = det(1l− cc∗)

1
4 e−

1
2 a∗(c)Γ(1l− cc∗)

1
2 e

1
2 a(c) . (11.50)

We recall also that a ∈ spj(Y) is self-adjoint iff

aC = i
[

0 −g

g∗ 0

]
, (11.51)

for g ∈ B2
s (Z,Z).

The following formula is essentially a special case of (11.48) for rt = eta :

U j
rt

= e
i t
2

(
a∗(g)+a(g)

)
(11.52)

= (det cosh
(
t
√

gg∗)
)− 1

2 e
i t
2 a∗( t a n h

√
g g ∗√

g g ∗ g)
Γ
(
cosh(t

√
gg∗)
)−1e

− i t
2 a
(

t a n h
√

g g ∗√
g g ∗ g

)
.

Suppose now that τ is a conjugation as in Thm. 11.24. By Prop. 11.25 we can
identify Y with X ⊕ X , so that for m ∈ Ls(X ), m > 0,

r =
[

m 0
0 m−1

]
.

Recall also that we defined the unitary map T rw between the Fock space Γs(Z)
and Gaussian L2 space L2(X , e−

1
2 x2

dx) intertwining the Fock and real-wave
representations such that T rwΩ = 1.

Proposition 11.35 In the real-wave representation on L2(X , e−
1
2 x2

dx) the oper-
ator U j

r takes the form

T rwU j
rT

rw∗F (x) = (detm)
1
2 e

1
4 x·(1l−m 2 )xF (mx).

11.3.4 Metaplectic group in the Fock representation

Spj(Y) � r �→ Uj
r is not a representation – it is only a projective representation.

To construct a true representation we need to restrict ourselves to Spj,af (Y).
Thus we will obtain a generalization of the metaplectic representation to infinite
dimensions.

Definition 11.36 For r ∈ Spj,af (Y) we define

±Ur := ±(det p∗)−
1
2 e−

1
2 a∗(d)Γ

(
(p∗)−1)e 1

2 a(c) . (11.53)

(We take both signs of the square root, thus ±Ur denotes a pair of operators
differing by the sign.)

Definition 11.37 We denote by Mpj,af (Y) the set of operators of the form ±Ur

for some r ∈ Spj,af (Y). We equip it with the strong operator topology.

Theorem 11.38 Mpj,af (Y) is a topological group. We have the exact sequence

1 → Z2 →Mpj,af (Y) → Spj,af (Y) → 1. (11.54)
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11.4 Fock sector of a CCR representation 287

If Y is finite-dimensional, then Mpj,af (Y) coincides with Mp(Y) introduced in
Def. 10.28.

The proof of this theorem is based on the following lemma:

Lemma 11.39 (1) ±Ur are unitary.
(2) UrW (y)U∗

r = W (ry).
(3) Ur1 Ur2 = ±Ur1 r2 .
(4) If Y is finite-dimensional, then ±Ur coincides with ±Ur introduced in Def.

10.27.

Proof The operators Ur differ by a phase factor from U j
r from Thm. 11.33.

Therefore, they are unitary and implement r. This proves (1) and (2).
Let us prove (3). We know that

(Ω|Ur1 r2 Ω) = ±(det p∗)−
1
2 = ±(det(p1p2 + q1q2)

∗)− 1
2 . (11.55)

Moreover,

(Ω|Ur1 Ur2 Ω) = ±(e 1
2 a∗(c1 )Ω|e− 1

2 a∗(d2 )Ω
)
(det p∗1)

− 1
2 (det p∗2)

− 1
2

= ±det(1l + d2c
∗
1)

− 1
2 (det p∗1)

− 1
2 (det p∗2)

− 1
2 ,

using Thm. 11.28 (4) and the fact that c1 , d2 are symmetric. Using the formulas
in Subsect. 11.1.3, we see that

(p1p2 + q1q2)
∗ = p∗2(1l + d2c

∗
1)p

∗
1 ,

which implies that

(Ω|Ur1 Ur2 Ω) = ±(Ω|Ur1 r2 Ω). (11.56)

We know that Ur1 r2 and Ur1 Ur2 differ by a phase factor. This phase factor must
be equal to ±1 by (11.56), which completes the proof of (3). �

The following theorem gives an alternative definition of the group Mpj,af (Y):

Theorem 11.40 Mpj,af (Y) is the subgroup of U
(
Γs(Z)

)
generated by eiOp(ζ ),

where Op(ζ) are defined as in (11.47) with g ∈ B2
s (Z,Z) and h ∈ B1

h(Z).

11.4 Fock sector of a CCR representation

The main result of this section is a necessary and sufficient criterion for two Fock
CCR representations to be unitarily equivalent. This result goes under the name
Shale’s theorem and is closely related to Thm. 11.33 about the implementability
of bosonic Bogoliubov transformations, which we also call Shale’s theorem.

Another, closely related, subject of this chapter can be described as follows.
Consider a symplectic space Y and a CCR representation in a Hilbert space H.
Suppose that we are given a Kähler anti-involution j. We will describe how to

https://www.cambridge.org/core/terms. https://www.cambridge.org/core/product/3F2652F5759A09E8165EE08E3F91CC35
Downloaded from https://www.cambridge.org/core. IP address: 18.191.223.123, on 21 Jul 2024 at 04:58:56, subject to the Cambridge Core terms of use, available at

https://www.cambridge.org/core/terms
https://www.cambridge.org/core/product/3F2652F5759A09E8165EE08E3F91CC35
https://www.cambridge.org/core


288 Symplectic invariance of the CCR on Fock spaces

find a subspace of H on which this representation is unitarily equivalent to a
multiple of the Fock representation associated with j.

The basic framework of this section is slightly different from that of the preced-
ing sections of this chapter. As previously, in this section (Y, ω) is a symplectic
space and j ∈ L(Y) is a Kähler anti-involution. We do not, however, assume that
Y is complete.

The notation and terminology of this section is based on Subsects. 1.3.6 and
1.3.8, 1.3.9, and was also recalled at the beginning of Chap. 9. Recall, in par-
ticular, that y1 · y2 := −y1 ·ωjy2 is the corresponding symmetric form, so that
(Y, ·, ω, j) is a Kähler space (not necessarily complete). Z := 1l−ijC

2 CY is the cor-
responding holomorphic space. We have identifications CY � Z ⊕ Z and

Y � y �→
(

1
2
(y − ijy),

1
2
(y + ijy)

)
∈ Re(Z ⊕ Z). (11.57)

We recall also that Z inherits a unitary structure. If (zi, zi) = yi , then

y1 · y2 = 2Re(z1 |z2), (11.58)

y1 ·ωy2 = 2Im(z1 |z2).

Recall that the completion of Y is denoted Ycpl. Clearly, Zcpl is the holomor-
phic subspace of the complete Kähler space Ycpl.

11.4.1 Vacua of CCR representations

Suppose that

Y � y �→ Wπ (y) = eiφπ (y ) ∈ U
(
Γs(Z)

)
(11.59)

is a regular CCR representation. As in Subsect. 8.2.4, we introduce the creation,
resp. annihilation operators aπ∗(z), resp. aπ (z) by

aπ∗(z) := φπ (z), aπ (z) := φπ (z), z ∈ Z. (11.60)

Note that these operators depend not only on the representation π, but also
on the Kähler anti-involution j, so in some situations it is natural to call them
j-creation, resp. j-annihilation operators.

Definition 11.41 The space of j-vacua is defined as

Kπ :=
{
Ψ ∈ H : aπ (z)Ψ = 0, z ∈ Z}.

Proposition 11.42 (1) Kπ is a closed subspace of H.
(2) Let Ψ ∈ H. Then

Ψ ∈ Kπ ⇔ (
Ψ|Wπ (y)Ψ

)
= ‖Ψ‖2e−

1
4 ‖y‖2

, y ∈ Y.
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11.4 Fock sector of a CCR representation 289

(3) Elements of Kπ are analytic vectors of φπ (y), y ∈ Y.
(4) If Φ,Ψ ∈ Kπ , then(

Φ|Wπ (y)Ψ
)

= (Φ|Ψ)e−
1
4 ‖y‖2

, y ∈ Y;(
Φ|φπ (y1)φπ (y2)Ψ

)
=

1
2
(Φ|Ψ)(y1 · y2 + iy1 ·ωy2), y1 , y2 ∈ Y.

Proof Let us suppress the superscript π to simplify notation.
(1). The space of vacua K is closed as an intersection of kernels of closed

operators.
Let us prove (2)⇐. Let Ψ ∈ H such that

(
Ψ|W (y)Ψ

)
= ‖Ψ‖2e−

1
4 ‖y‖2

. Without
loss of generality we can assume that ‖Ψ‖ = 1. Taking the first two terms of the
Taylor expansion of

R � t �→ (Ψ|W (ty)Ψ
)

= ‖Ψ‖2e−
1
4 t2 ‖y‖2

,

we obtain (
Ψ|φ(y)Ψ

)
= 0,

(
Ψ|φ(y)2Ψ

)
=

1
2
‖y‖2 . (11.61)

In particular, Ψ ∈ Dom φ(y), y ∈ Y. Let z = y − ijy ∈ Z. Then

a∗(z)a(z) = φ(z)φ(z)

=
(
φ(y)− iφ(y))(φ(y) + iφ(jy)

)
= φ(y)2 + φ(jy)2 − ‖y‖2 .

Hence,

‖a(z)Ψ‖2 =
(
Ψ|φ(y)2Ψ

)
+
(
Ψ|φ(jy)2Ψ

)− ‖y‖2 = 0.

To prove (2) ⇒, note that if Ψ ∈ K, then Ψ ∈ Dom φ(y), y ∈ Y. In particular,
the function

R � t �→ F (t) = (Ψ|W (ty)Ψ)

is C1 . Let y ∈ Y, z = 1
2 (y − ijy) ∈ Z. Using Thm. 8.25 (1), we get

φ(y)W (ty) = a∗(z)W (ty) + W (ty)a(z) +
it
2
‖y‖2W (ty). (11.62)

This yields
d
dt F (t) = i

(
Ψ|φ(y)W (ty)Ψ

)
= i

2

(
a(z)Ψ|W (ty)Ψ

)
+ i

2

(
Ψ|W (ty)a(z)Ψ

)− t
2 ‖y‖2

(
Ψ,W (ty)Ψ

)
= − t

2 ‖y‖2F (t).

Since F (0) = ‖Ψ‖2 , we get that F (t) = ‖Ψ‖2e−
1
4 ‖y‖2

.
From (2) we know that F (t) is analytic, hence by the spectral theorem Ψ ∈ K

is an analytic vector for φ(y), y ∈ Y, which proves (3). Finally, (4) follows from
(11.61) by polarization. �
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290 Symplectic invariance of the CCR on Fock spaces

11.4.2 Fock CCR representations

As in Sect. 3.4, for z ∈ Zcpl we introduce creation, resp. annihilation operators
a∗(z), resp. a(z) acting on the bosonic Fock space Γs(Zcpl).

Definition 11.43 The regular CCR representation

Y � y �→ W (y) = eia∗(z )+ia(z ) ∈ U
(
Γs(Zcpl)

)
, y = (z, z), (11.63)

is called the Fock representation over the Kähler space Y.

This is a slight generalization of the definition used in Subsect. 9.1.1, since
we allow for a non-complete space Y. Clearly, the representation (11.63) can be
extended to a representation over Ycpl in an obvious way.

Note that j-creation, resp. j-annihilation operators defined for the CCR repre-
sentation (11.63) coincide with the usual creation, resp. annihilation operators
a∗(z), resp. a(z). Likewise, a vector Ψ ∈ Γs(Zcpl) is a j-vacuum for (11.63) iff it
is proportional to Ω.

We can also consider another Kähler anti-involution j1 , not necessarily equal
to j. The following theorem describes the vacua inside Γs(Zcpl) corresponding to
j1 . It is essentially a restatement of parts of Thm. 11.28.

Theorem 11.44 (1) Let c ∈ B2
s (Zcpl

,Zcpl), cc∗ < 1l, and let j1 be the Kähler
anti-involution determined by c as in Subsect. 11.1.8. Then Ωc is the unique
vector in Γs(Zcpl) satisfying the following conditions:

(i) ‖Ωc‖ = 1,

(ii) (Ωc |Ω) > 0,
(iii) Ωc is a j1-vacuum.
(2) The statement (1)(iii) is equivalent to(

a(z)− a∗(cz)
)
Ωc = 0, z ∈ Z. (11.64)

11.4.3 Unitary equivalence of Fock CCR representations

Suppose that we are given a symplectic space (Y, ω) endowed with two Kähler
structures, defined e.g. by two Kähler anti-involutions. Each Kähler structure
determines a Fock representation. In this subsection we will prove a necessary
and sufficient condition for the equivalence of these two representations.

Theorem 11.45 (Shale’s theorem about Fock representations) Let Z, Z1 be the
holomorphic subspaces of CY corresponding to Kähler anti-involutions j and j1 .
Let

Y � y �→ eiφ(y ) ∈ U
(
Γs(Z)

)
, (11.65)

Y � y �→ eiφ1 (y ) ∈ U
(
Γs(Z1)

)
(11.66)
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11.4 Fock sector of a CCR representation 291

be the corresponding Fock CCR representations. Then the following statements
are equivalent:

(1) There exists a unitary operator W : Γs(Z) → Γs(Z1) such that

Wφ(y) = φ1(y)W. (11.67)

(2) j− j1 is Hilbert–Schmidt (or any of the equivalent conditions of Prop. 11.22
hold).

Proof Let a∗
1 , a1 ,Ω1 denote the creation and annihilation operators and the

vacuum for the representation (11.66).
(2)⇒(1). Assume that j− j1 ∈ B2(Y). We know by Prop. 11.22 that there

exists r ∈ Spj(Y) such that j1 = rjr# . Thus, by Thm. 11.33 there exists Ur ∈
U
(
Γs(Z)

)
such that Urφ(y)U∗

r = φ(ry).
Note that rC is a unitary operator on CY and rCZ = Z1 . Set u := rC

∣∣
Z . Then

u ∈ U(Z,Z1), hence Γ(u) ∈ U
(
Γs(Z),Γs(Z1)

)
and

Γ(u)a∗(z)Γ(u)∗ = a∗
1(uz), Γ(u)a(z)Γ(u)∗ = a1(uz), z ∈ Z.

Consequently, Γ(u)φ(y)Γ(u)∗ = φ1(ry). Therefore, W := Γ(u)U∗
r satisfies

(11.67).
(1)⇒(2). Suppose that the representations (11.65) and (11.66) are equivalent

with the help of the operator W ∈ U
(
Γs(Z1),Γs(Z)

)
. Then Ψ := WΩ1 satisfies(

a(z)− a∗(cz)
)
Ψ = 0, z ∈ Z.

By Thm. 11.28, this implies that c ∈ B2(Z,Z). Hence, j− j1 ∈ B2(Y). �

11.4.4 Fock sector of CCR representations

Let us go back to an arbitrary regular CCR representation (11.59) over a Kähler
space Y. We will describe how to determine the largest sub-representation of
(11.59) unitarily equivalent to a multiple of the j-Fock representation over Y in
Γs(Zcpl).

Theorem 11.46 Set

Hπ := Spancl{Wπ (y)Ψ : Ψ ∈ Kπ , y ∈ Y}. (11.68)

(1) Hπ is invariant under Wπ (y), y ∈ Y.
(2) There exists a unique unitary operator

Uπ : Kπ ⊗ Γs(Zcpl) → Hπ

satisfying

Uπ Ψ⊗W (y)Ω = Wπ (y)Ψ, Ψ ∈ Kπ , y ∈ Y,

where W (y) denote Weyl operators in the Fock representation on Γs(Zcpl).
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292 Symplectic invariance of the CCR on Fock spaces

(3)

Uπ 1l⊗W (y) = Wπ (y)Uπ , y ∈ Y. (11.69)

(4) If there exists an operator U : Γs(Zcpl) → H such that UW (y) = Wπ (y)U ,
y ∈ Y, then Ran U ⊂ Hπ .

(5) Hπ depends on j only through the equivalence class of j w.r.t. the relation

j1 ∼ j2 ⇔ j1 − j2 ∈ B2(Y). (11.70)

Definition 11.47 Introduce the equivalence relation (11.70) in the set of Kähler
anti-involutions on Y. Let [j] denote the equivalence class w.r.t. this relation.
Then the subspace Hπ defined in (11.68) is called the [j]-Fock sector of a CCR
representation Wπ .

Proof of Thm. 11.46. Clearly, Hπ is invariant under Wπ (y), y ∈ Y. Now let
Ψi ∈ Kπ , yi ∈ Y for i = 1, 2. We have(

Wπ (y1)Ψ1 |Wπ (y2)Ψ2
)

= e
i
2 y1 ·ωy2

(
Ψ1 |Wπ (y2 − y1)Ψ2

)
= (Ψ1 |Ψ2)e

i
2 y1 ·ωy2 e−

1
4 (y2 −y1 )·(y2 −y1 ) .

Similarly, if (zi, zi) = yi , we have(
Ψ1 ⊗W (y1)Ω|Ψ2 ⊗W (y2)Ω

)
= (Ψ1 |Ψ2)e

i
2 (z1 ,z1 )·ω (z2 ,z2 )e−

1
2 (z2 −z1 )·(z2 −z1 ) ,

using (9.13). Using (11.58), we obtain that(
Wπ (y1)Ψ1 |Wπ (y2)Ψ2

)
=
(
Ψ1 ⊗W (y1)Ω|Ψ2 ⊗W (y2)Ω

)
. (11.71)

Let us set

Uπ Ψ⊗W (y)Ω := Wπ (y)Ψ

and extend Uπ to Kπ ⊗ a l
Γs(Zcpl) by linearity. By the identity (11.71), we see

that Uπ is well defined and isometric. It extends as a unitary operator between
Kπ ⊗ Γs(Zcpl) and Hπ . Property (3) follows from the definition of Uπ .

Finally, let U : Γs(Zcpl) → H be an operator such that UW (y) = Wπ (y)U .
Then, by the argument leading to (11.71), we see that UCΩ ⊂ Kπ . Therefore,
Ran U ⊂ Ran Uπ .

Let us prove (5). For i = 1, 2 denote by Hi , Ki the spaces Hπi , Kπi corres-
ponding to the anti-involution ji . It suffices to prove that H2 ⊂ H1 . We first
claim that

K2 ∩H1 �= {0}. (11.72)

In fact, by Thm. 11.46 (1) we know that H1 is invariant under W (y), y ∈ Y.
Besides, y �→W (y)

∣∣
H1

is unitarily equivalent to a multiple of the Fock rep-
resentation on Γs(Z1). Since j1 − j2 ∈ B2(Y), it follows from Thm. 11.45 that
y �→W (y)

∣∣
H1

contains vacua for j2 , hence (11.72) holds.

https://www.cambridge.org/core/terms. https://www.cambridge.org/core/product/3F2652F5759A09E8165EE08E3F91CC35
Downloaded from https://www.cambridge.org/core. IP address: 18.191.223.123, on 21 Jul 2024 at 04:58:56, subject to the Cambridge Core terms of use, available at

https://www.cambridge.org/core/terms
https://www.cambridge.org/core/product/3F2652F5759A09E8165EE08E3F91CC35
https://www.cambridge.org/core


11.4 Fock sector of a CCR representation 293

We claim now that K2 ⊂ H1 , which implies that H2 ⊂ H1 . If K2 �⊂ H1 , then
K2 ∩H⊥

1 is the non-trivial space of j2-vacua for y �→ W (y)
∣∣
H⊥

1
.

Applying the analog of (11.72) to H⊥
1 , we see that H⊥

1 should contain vacua
for j1 , which is absurd. Hence, K2 ⊂ H1 , which completes the proof. �

Proposition 11.48 If the CCR representation (11.59) is irreducible and Kπ �=
{0}, then it is unitarily equivalent to the [j]-Fock representation.

Proof Since (11.59) is irreducible, we have Hπ = {0} or Hπ = H, which proves
the proposition. �

11.4.5 Number operator of regular CCR representations

In this subsection we consider an arbitrary regular CCR representation (11.59)
over a Kähler space Y with a Kähler anti-involution j. We now discuss the notion
of the number operator Nπ associated with (11.59). The number operator Nπ

allows for a direct description of the Fock sector Hπ . In some cases this descrip-
tion can be used to show that Hπ = H. This is in particular the case for a finite-
dimensional Y, when Thm. 11.52 gives an alternative proof of the Stone–von
Neumann theorem (Thm. 8.49).

Here is the first definition of Nπ .

Definition 11.49 Let N be the usual number operator on the bosonic Fock space.
Let Uπ be defined as in Thm. 11.46. Define Dom Nπ := Uπ Kπ ⊗Dom N , which
is a dense subspace of Hπ . The number operator in the representation π is the
operator on H with the domain Dom Nπ defined by

Nπ := Uπ (1l⊗N)Uπ∗.

(Note that Nπ need not be densely defined.)
Before we give an alternative definition of Nπ , let us recall some facts about

quadratic forms. We will assume that a positive quadratic form is defined on the
whole space H and takes values in [0,∞]. The domain of a positive quadratic
form b is defined as

Dom b :=
{
Φ ∈ H : b(Φ) <∞}.

If the form b is closed, then there exists a unique positive self-adjoint operator
B such that

Dom b = Dom B
1
2 , b(Φ) = (Φ|BΦ).

If A is a closed operator, then ‖AΦ‖2 is a closed form. The sum of closed forms
is a closed form, and the supremum of a family of closed forms is a closed
form.
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294 Symplectic invariance of the CCR on Fock spaces

Definition 11.50 For each finite-dimensional subspace V ⊂ Z, set

nπ
V(Φ) :=

dimV∑
i=1

‖aπ (vi)Φ‖2 ,

where {vi}dim V
i=1 is an o.n. basis of V. (If Φ �∈ Dom aπ (vi) for some i, set nπ

V(Φ) =
∞.)

The quadratic form nπ
V does not depend on the choice of the basis {vi}dim V

i=1
of V. Moreover, by Thm. 8.29, nπ

V is densely defined.

Definition 11.51 The number quadratic form nπ is defined by

nπ (Φ) := sup
V

nπ
V(Φ), Φ ∈ H.

The following theorem says that the number quadratic form of Def. 11.51 gives
the number operator introduced in Def. 11.49.

Theorem 11.52 Let nπ be the number quadratic form associated with Wπ and
j. Then Dom nπ = Dom(Nπ )

1
2 and

nπ (Φ) = (Φ|Nπ Φ), Φ ∈ Dom Nπ .

In particular, Hπ = (Dom nπ )cl.

To prepare for the proof of the above theorem, note that nπ defines a positive
operator (with a possibly non-dense domain), which we temporarily denote Ñπ ,
such that Dom nπ = Dom(Ñπ )

1
2 and

nπ (Φ) = (Φ|Ñπ Φ), Φ ∈ Dom Ñπ . (11.73)

Our aim is to show that Ñπ = Nπ .
Note also that

Dom nπ ⊂ Dom φπ (y), y ∈ Y. (11.74)

Lemma 11.53 If Φ ∈ Dom(Ñπ )
1
2 and F is a Borel function, then

aπ (z)F (Ñπ − 1l)Φ = F (Ñπ )aπ (z)Φ. (11.75)

Proof Let us suppress the superscript π to simplify notation. First we note
that W (y) maps Dom Ñ

1
2 into itself and have

n(W (y)Φ) = n(Φ) +
(
Φ|φ(jy)Φ

)
+

1
2
‖y‖2‖Φ‖2 . (11.76)

In fact, using (8.21) we see that (11.76) is true if we replace n with nV , where V
is a finite-dimensional subspace of Y containing y. Then (11.76) follows immedi-
ately.
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By the polarization identity, (11.76) has the following consequence for Φ,Ψ ∈
Dom Ñ

1
2 : (

Ñ
1
2 W (y)Φ|Ñ 1

2 W (y)Ψ
)

(11.77)

=
(
Ñ

1
2 Φ|Ñ 1

2 Ψ
)

+
(
Φ|φ(jy)Ψ

)
+

1
2
‖y‖2(Φ|Ψ).

Replacing Φ by W (y)∗Φ and using the invariance of Dom Ñ
1
2 under W (y), we

can rewrite (11.77) as follows:(
Ñ

1
2 Φ|Ñ 1

2 W (y)Ψ
)

(11.78)

=
(
Ñ

1
2 W (y)∗Φ|Ñ 1

2 Ψ
)

+
(
W (y)∗Φ|φ(jy)Ψ

)
+

1
2
‖y‖2(W (y)∗Φ|Ψ).

Next assume in addition that Φ,Ψ ∈ Dom Ñ . Then we can rewrite (11.78) as(
ÑΦ|W (y)Ψ

)
(11.79)

=
(
W (y)∗Φ|ÑΨ

)
+
(
W (y)∗Φ|φ(jy)Ψ

)
+

1
2
‖y‖2(W (y)∗Φ|Ψ).

We replace y by ty and differentiate (11.79) w.r.t. t. (Differentiating is allowed
by (11.74).) We obtain

(ÑΦ|φ(y)Ψ) = (φ(y)Φ|ÑΨ)− i(Φ|φ(jy)Ψ). (11.80)

Substituting jy for y in (11.80), we obtain(
ÑΦ|φ(jy)Ψ

)
= −(φ(jy)Φ|ÑΨ

)
+ i
(
Φ|φ(y)Ψ

)
. (11.81)

Adding up (11.80) and (11.81), we get(
ÑΦ|a(z)Ψ

)
=
(
a∗(z)Φ|ÑΨ

)− (Φ|a(z)Ψ
)
. (11.82)

Next let us assume that Φ ∈ Dom Ñ
3
2 . Then ÑΦ ∈ Dom Ñ

1
2 ⊂ Dom a(z).

Hence, (11.82) implies(
ÑΦ|a(z)Ψ

)
=
(
Φ|a(z)(Ñ − 1l)Ψ

)
. (11.83)

Therefore, a(z)Ψ ∈ Dom Ñ , and we have

Ñ a(z)Ψ = a(z)(Ñ − 1l)Ψ, (11.84)

or equivalently

(Ñ + λ1l)a(z)Ψ = a(z)(Ñ + λ1l− 1l)Ψ. (11.85)

Now let Φ ∈ Dom Ñ
1
2 and λ > 1. Then (Ñ + λ1l− 1l)−1Φ ∈ Dom Ñ

3
2 . Therefore,

by (11.85),

(Ñ + λ1l)a(z)(Ñ + λ1l− 1l)−1v = a(z)Φ. (11.86)

Multiplying this by (Ñ + λ1l)−1 , we obtain

a(z)(Ñ + λ1l− 1l)−1Φ = (Ñ + λ1l)−1a(z)Φ. (11.87)

https://www.cambridge.org/core/terms. https://www.cambridge.org/core/product/3F2652F5759A09E8165EE08E3F91CC35
Downloaded from https://www.cambridge.org/core. IP address: 18.191.223.123, on 21 Jul 2024 at 04:58:56, subject to the Cambridge Core terms of use, available at

https://www.cambridge.org/core/terms
https://www.cambridge.org/core/product/3F2652F5759A09E8165EE08E3F91CC35
https://www.cambridge.org/core


296 Symplectic invariance of the CCR on Fock spaces

Since linear combinations of functions (Ñ + λ1l)−1 with λ > 0 are strongly
dense in the von Neumann algebra of bounded Borel functions of Ñ , and a(z) is
closed, (11.87) implies

a(z)F (Ñ − 1l)Φ = F (Ñ )a(z)Φ, Φ ∈ Dom Ñ
1
2 ,

for any bounded Borel function F . �

Lemma 11.54 Kπ = {0} implies Dom Ñπ = {0}.
Proof Again we suppress the superscript π to simplify notation. Suppose that
Dom Ñ �= {0}. We know that Ñ ≥ 0. Therefore, spec Ñ is non-degenerate and
bounded from below. Hence, λ0 := inf spec Ñ is a finite number, and

Ran 1l[λ0 ,λ0 +1[(Ñ) �= {0}.
By Lemma 11.53, for any z ∈ Z

aπ (z)1l[λ0 ,λ0 +1[(Ñ) = 1l[λ0 −1,λ0 [(Ñ)aπ (z). (11.88)

But

1l[λ0 −1,λ0 [(Ñ) = 0.

Therefore, (11.88) is zero and

Ran 1l[λ0 ,λ0 +1[(Ñ) ⊂ K = {0},
which is a contradiction. �

The following lemma is immediate:

Lemma 11.55 Suppose that H = H0 ⊕H1 . Suppose that

Y � y �→Wπ (y) ∈ H
is a CCR representation and Wπ (y), y ∈ Y, leaves H0 invariant. Then Wπ (y)
also leaves H1 invariant. Thus we have two CCR representations,

Y � y �→Wπ (y)
∣∣
H0 , Y � y �→Wπ (y)

∣∣
H1 .

Let Ki, Ñ i denote the corresponding spaces of vacua and the operators defined
by (11.73) for the representations i = 0, 1. Then

K = K0 ⊕K1 , Ñ = Ñ 0 ⊕ Ñ 1 . (11.89)

Proof of Thm. 11.52. We are in the situation of Lemma 11.55: we have two
CCR representations, in H0 = Hπ and in H1 = (H0)⊥.

By the definition of Nπ , we have

Nπ = N 0 ⊕N 1 ,
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11.4 Fock sector of a CCR representation 297

where Dom N 1 = {0}. From Uπ 1l⊗W (y) = Wπ (y)Uπ , y ∈ Y, we get
Uπ 1l⊗ a(z) = aπ (z)Uπ , z ∈ Z, and hence Ñ 0 = N 0 .

We know that K ⊂ H0 , hence K1 = {0}. By Lemma 11.54, this implies
Dom Ñ 1 = {0}. Therefore, Ñπ = Nπ . �

11.4.6 Relative continuity of Gaussian measures

In this subsection we prove Thm. 5.78, the Feldman–Hajek theorem, which says
that the Gaussian measures with covariances A1 , A2 are relatively continuous iff
A

− 1
2

1 A2A
− 1

2
1 − 1l is Hilbert–Schmidt.

Proof of Thm. 5.78. To conform with the notation used in this chapter we
denote the covariances A1 , A2 of Thm. 5.78 by a1 , a2 .

Without loss of generality we can assume that a1 = 1l. In fact, note that

(ξ|a1ξ)X = (ξ|ξ)
a
− 1

2
1 X

, (ξ|a2ξ)X = (ξ|bξ)
a
− 1

2
1 X

,

for b = a−1
1 a2 . Since a

1
2
1 is unitary from a

− 1
2

1 X to X , we see that 1l− a−1
1 a2 ∈

B2(a− 1
2

1 X ) iff 1l− a
− 1

2
1 a2a

− 1
2

1 ∈ B2(X ). Hence, replacing X by a
− 1

2
1 X and a2 by

a−1
1 a2 , we may assume that a1 = 1l and denote a2 simply by a.
Let us consider the real-wave representations for the covariances 1l and a, as

in Sect. 9.3. From Prop. 9.16 we know that they are unitarily equivalent to
the Fock representations for the symplectic space (X ⊕ X , ω) with the Kähler
anti-involutions

j =
[

0 − 1
2

2 0

]
, j1 =

[
0 −(2a)−1

2a 0

]
.

We set

k = −jj1 =
[

a 0
0 a−1

]
.

It is easy to see that 1l− k is Hilbert–Schmidt for the real scalar product on
X ⊕ X coming from the Kähler structure (ω, j) iff 1l− a is Hilbert–Schmidt on
X .
Proof of ⇒. Assume that 1l− a ∈ B2(X ). For simplicity let us denote the two
Gaussian L2 spaces by L2(X ,dμ) and L2(X ,dμ̃).

By Thm. 11.45, we know that the two real-wave representations above are
unitarily equivalent. In particular, there exists a unitary operator U intertwining
these representations. By restriction to the position operators, we deduce that

U : L2(X ,dμ) → L2(X ,dμ̃), UF (x)U−1 = F (x),

for all cylinder continuous functions F on X . By monotone convergence, this
identity extends first to all bounded Bcyl-measurable functions, and then to all
measurable functions (see Subsect. 5.2.1). We note then that if A ∈ B,
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298 Symplectic invariance of the CCR on Fock spaces

then μ(A) = 0, resp. μ1(A) = 0 iff 1lA (x) = 0 as a multiplication operator on
L2(X ,dμ), resp. L2(X ,dμ̃), which shows that μ and μ1 are mutually absolutely
continuous.
Proof of ⇐. Assume now that μ and μ̃ are mutually absolutely continuous. Then
we have

dμ̃ = Fdμ, for F ≥ 0 a.e., and
ˆ
X

Fdμ = 1.

Clearly, Ψ := F
1
2 is a unit vector in L2(X ,dμ). We will show that

arw (w)Ψ− a∗
rw (cw)Ψ = 0, w ∈ CX , (11.90)

in the weak sense, where c = a−1l
a+1l and a∗

rw (·), arw (·) are the creation and annihi-
lation operators in the real-wave representation on L2(X ,dμ) defined in Subsect.
9.3.1.

We claim that (11.90) implies that 1l− a ∈ B2(X ). In fact, by Prop. 9.16,
the real-wave representation on L2(X ,dμ) with the anti-involution j above is
unitarily equivalent to the Fock representation on Γs(CX ). Applying Thm. 11.28,
we deduce from (11.90) that c ∈ B2(CX ), i.e. 1l− a ∈ B2(X ).

Note that if X is finite-dimensional, then

F (x) = (det a)−
1
2 e−

1
2 (x|a−1 x)+ 1

2 (x|x) ,

Ψ(x) = F
1
2 (x) = (det a)−

1
4 e−

1
4 (x|a−1 x)+ 1

4 (x|x) . (11.91)

Hence,

w · ∇xΨ(x) =
1
2
(1l− a−1)w · xΨ(x),

which is equivalent to (11.90). In the general case we will approximate X by an
increasing family of finite-dimensional subspaces Xn on which (11.91) is valid,
and pass to the limit n → +∞.

We choose an increasing sequence (πn )n∈N of rank n orthogonal projections in
X such that s − lim

n→∞πn = 1l. We set

Xn := πnX , an := πnaπn , Bn := BXn ,

where we recall from Sect. 5.2.1 that BY is the σ-algebra of cylinder sets based
on Y.

We note that B is generated by
⋃

n∈N
Bn . This follows from the fact that the

polynomials based on
⋃

n∈N
Xn are dense in L2(X ,dμ), which is a consequence

of Thm. 5.56.
We denote by μn , resp. μ̃n the Gaussian measures on Xn with covariances 1l,

resp. an . For ξ ∈ Xn we haveˆ
Xn

eiξ ·xdμn =
ˆ
X

eiξ ·xdμ,

ˆ
Xn

eiξ ·xdμ̃n =
ˆ
X

eiξ ·xdμ̃,
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which by a density argument implies thatˆ
Xn

u(x)dμn =
ˆ
X

u(x)dμ,

ˆ
Xn

u(x)dμ̃n =
ˆ
X

u(x)dμ̃, (11.92)

if u is a Bn -measurable integrable function.
We denote by Fn := EBn

(F ) the conditional expectation of F w.r.t. Bn . We
recall that if (Q,B, μ) is a probability space and B0 ⊂ B is a σ-algebra, then
EB0 is defined on L2(Q,dμ) as the orthogonal projection on the subspace of
B0-measurable L2 functions. EB0 extends to a contraction on L1(Q,dμ) with´

Q
EB0 (u)dμ =

´
Q

udμ. In our case, since B is generated by
⋃

n∈N
Bn , we know

that

Fn → F μ a.e. and in L1(X ,dμ). (11.93)

If Φ is Bn -measurable, we have, using (11.92),
ˆ
Xn

Φ(x)dμ̃n =
ˆ
X

Φ(x)dμ̃ =
ˆ
X

Φ(x)Fdμ =
ˆ
X

Φ(x)Fndμ =
ˆ
Xn

Φ(x)Fndμn ,

which shows that

dμ̃n = Fndμn , n ∈ N. (11.94)

For P ∈ CPols(Xn ) and w ∈ CXn , we have
ˆ
Xn

w · ∇xP (x)F (x)dμn =
ˆ
Xn

w · ∇xP (x)dμ̃n ,

which we can rewrite as

(w · ∇xP |F )L2 (Xn ,dμn ) = (w · ∇xP |1)L2 (Xn ,dμ̃n ) .

On L2(X ,dμn ), we have

(w·∇x)∗ = −w·∇x + w·x, (11.95)

and on L2(X ,dμ̃n ), we have

(w·∇x)∗ = −w·∇x + a−1
n w·x. (11.96)

This yields ˆ
Xn

w · ∇xPFndμn =
ˆ
Xn

a−1
n w · xPFndμn . (11.97)

Since Xn is n-dimensional, μn and μ̃n can be realized on Xn with

dμn = (2π)−n/2e−
1
2 (x|x)dx, dμ̃n = (2π)−n/2(det an )−

1
2 e−

1
2 (x|a−1

n x)dx,

so that

Fn (x) = (det an )−
1
2 e−

1
2 (x|a−1

n x)+ 1
2 (x|x) .
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300 Symplectic invariance of the CCR on Fock spaces

It follows from (11.97) that Fn satisfies in the usual sense the identity

w · ∇xFn (x) = (1l− a−1
n )w · xFn (x).

Let us set

Ψn := F
1
2

n ,

so that Ψn ∈ L2(Xn ,dμn ), ‖Ψn‖ = 1. From ∇xΨn = 1
2 F

− 1
2

n ∇xFn , we get that

w · ∇xΨn (x) =
1
2
(1l− a−1

n )w · xΨn (x), w ∈ CXn .

Considering now Ψn as a function on X , using (11.95) we can rewrite this identity
as ˆ

X

(−w · ∇x +
1
2
(1l + a−1

n )w · x)PΨndμ = 0, P ∈ CPols(Xn ), w ∈ CXn ,

or equivalently
ˆ
X

(−anw · ∇x +
1
2
(1l + an )w · x)PΨndμ = 0, P ∈ CPols(Xn ), w ∈ CXn .

(11.98)
We note now that if w ∈ X and wn := πnw, then for all P ∈ CPols(X )

lim
n→∞(anwn − aw) · ∇xP = 0,

lim
n→∞

(
(an + 1l)wn · x− (a + 1l)w · x)P = 0 in L2(X, μ).

Since Ψn is uniformly bounded in L2(X ,dμ), we deduce from (11.98) that

lim
n→∞

ˆ
X

(−aw · ∇x +
1
2
(1l + a)w · x)PΨndμ = 0, P ∈ CPols(Xm ), w ∈ CX

for some m. (11.99)

We claim now that

w − lim
n→∞Ψn = Ψ. (11.100)

In fact, since Ψn is uniformly bounded in L2 , it suffices to show that, for all
G ∈ L∞(X ,dμ),

lim
n→∞

ˆ
X

(Ψn −Ψ)Gdμ = 0. (11.101)

Let Φn = (Ψn −Ψ)G ∈ L2 ⊂ L1 . We know from (11.93) that Φn → 0 μ a.e..
Moreover the sequence (Φn ) is bounded in L2 , since G ∈ L∞. It follows from
Subsect. 5.1.9 that the sequence (Φn ) is equi-integrable, which using the fact
that Φn → 0 μ a.e. implies (11.101).
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11.5 Coherent sector of CCR representations 301

Passing to the limit in (11.99) and using (11.100), we finally get
ˆ
X

(−aw · ∇x +
1
2
(1l + a)w · x)PΨdμ = 0, w ∈ X , (11.102)

first for P ∈ CPols(Xm ) for some m, and then by density for all P ∈ CPols(X ).
Using the definition of arw (w), a∗

rw (w) on L2(X ,dμ), we see that (11.102)
implies (11.90), which completes the proof of the ⇐ part of the theorem. �

Proof of Prop. 5.79. We use the notation of the proof of Thm. 5.78. We have
seen that Ψ, resp. Ψn are the bosonic Gaussian vectors for c = (a− 1l)(a + 1l)−1 ,
resp. cn = πncπn . Since cn → c in B2(X ), it follows from Thm. 11.28 that
Ψn → Ψ in L2 , hence Fn → F in L1 . This proves (1) and (3). (2) is left to the
reader. �

11.5 Coherent sector of CCR representations

This section is devoted to coherent representations, that is, translations of Fock
CCR representations. It is to a large extent parallel to the previous section about
Fock CCR representations.

We keep the same notation as in the previous section. In particular, (Y, ω) is
a symplectic space,

Y � y �→ Wπ (y) ∈ U(H)

is a regular representation of CCR and j ∈ L(Y) is a Kähler anti-involution, so
that we obtain a Kähler space (Y, ·, ω, j).
Z is the holomorphic subspace of CY. As usual, we identify CY with Z ⊕ Z.

We do not assume that Y, or equivalently Z, is complete.
Y# denotes the algebraic dual of Y. Similarly, Z∗ denotes the algebraic anti-

dual of Z. We have the identification Y# = Re(Z∗ ⊕Z∗
).

11.5.1 Coherent vectors in a CCR representation

Let f ∈ Z∗, that is, f is an anti-linear functional on Z, possibly unbounded.
We also introduce a symbol for the corresponding (possibly unbounded) linear
functional on Y, v = (f, f)

∣∣
Y ∈ Y# . Clearly,

v · (z, z) = (f |z) + (z|f).

Definition 11.56 We define the space of j, f -coherent vectors

Kπ
f :=

{
Ψ ∈ H : Ψ ∈ Dom aπ (z), aπ (z)Ψ = (z|f)Ψ, z ∈ Z},

where the j-creation, resp. j-annihilation operators aπ∗(z), resp. aπ (z) are defined
in Subsect. 8.2.4.
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302 Symplectic invariance of the CCR on Fock spaces

Proposition 11.57 (1) Kπ
f is a closed subspace of H.

(2) Ψ ∈ Kπ
f iff (Ψ|Wπ (y)Ψ) = e−

1
4 y 2 +iv ·y , y ∈ Y.

(3) Elements of Kπ
f are analytic vectors for φπ (y), y ∈ Y.

(4) If Φ,Ψ ∈ Kπ
f , then

(Φ|Wπ (y)Ψ) = (Φ|Ψ)e−
1
4 y 2 +iv ·y ,

(Φ|φπ (y)Ψ) = (Φ|Ψ)v · y,

(Φ|φπ (y1)φπ (y2)Ψ) =
1
2

(y1 ·y2 + iy1 ·ωy2) (Φ|Ψ) + (v·y1)(v·y2)(Φ|Ψ).

Proof We will suppress the superscript π to simplify notation.
(1) Kf is closed as an intersection of kernels of closed operators.
Let us prove (2)⇐. Let Ψ ∈ H such that (Ψ|W (y)Ψ) = ‖Ψ‖2e−

1
4 y 2 +iv ·y . With-

out loss of generality we can assume that ‖Ψ‖ = 1. Taking the first two terms in
the Taylor expansion of

t �→ (Ψ|W (ty)Ψ) = e−
1
4 t2 y 2 +itv ·y ,

we obtain

(Ψ|φ(y)Ψ) = v·y, (Ψ|φ(y)2Ψ) =
1
2
y2 + (v·y)2 . (11.103)

If z = 1
2 (y − ijy) ∈ Z, we have(

a∗(z) −(f |z)1l
)(

a(z)− (z|f)1l
)

= 1
4 φ(y)2 + 1

4 φ(jy)2 + i
4 [φ(y), φ(jy)]

− 1
2 (z|f)φ(y) + i

2 (z|f)φ(jy)− 1
2 (f |z)φ(y)− i

2 (f |z)φ(jy) + (f |z)(z|f)1l.

Using (11.103), we obtain that

‖(a(z)− (z|f)1l
)
Ψ‖2 = 0.

Let us prove (2) ⇒. Consider y ∈ Y. Note that if Ψ ∈ Kf , then Ψ ∈ Dom φ(y).
We consider the function

R � t �→ (Ψ|W (ty)Ψ),

as in the proof of Prop. 11.42. For z = 1
2 (y − ijy) ∈ Z, we get

d
dt F (t) = i

(
Ψ|φ(y)W (ty)Ψ

)
= i

2

(
a(z)Ψ|W (ty)Ψ

)
+ i

2

(
Ψ|W (ty)a(z)Ψ

)− t
2 y2
(
Ψ|W (ty)Ψ

)
= i
(
(f |z) + (z|f)

)
F (t)− t

2 y2F (t),

which yields F (t) = ‖Ψ‖2e−
1
4 t2 y 2 +itv ·y .

(2) immediately implies (3).
(4) follows from (2) and (11.103) by polarization. �
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11.5 Coherent sector of CCR representations 303

11.5.2 Coherent vectors in Fock spaces

We consider the bosonic Fock space Γs(Zcpl) and the usual creation and annihi-
lation operators a∗(z), a(z).

Theorem 11.58 Let Ψ ∈ Γs(Zcpl) be an f-coherent vector for the Fock repre-
sentation over Y, that is, for any z ∈ Z, Ψ ∈ Dom a(z) and

a(z)Ψ = (z|f)Ψ.

Then the following is true:

(1) If f is continuous, i.e. f ∈ Zcpl, then Ψ is proportional to W (−if, if)Ω.
(2) If f is not continuous, then Ψ = 0.

Proof By induction we show that, for z1 , . . . , zn ∈ Z,

a(zn−1) · · · a(z1)Ψ ∈ Dom a(zn ), a(zn ) · · · a(z1)Ψ = (z1 |f) · · · (zn |f)Ψ.

This implies

(a∗(z1) · · · a∗(zn )Ω|Ψ) = (z1 |f) · · · (zn |f)(Ω|Ψ). (11.104)

In particular,

(z|Ψ) = (a∗(z)Ω|Ψ) = (z|f)(Ω|Ψ), z ∈ Z.

Using the fact that Z is dense in Zcpl, we see that (Ω|Ψ)f is a bounded functional
on Z, hence it belongs to Zcpl. Thus either f ∈ Zcpl or (Ω|Ψ) = 0. In the latter
case, (11.104) implies that Ψ = 0. �

11.5.3 Coherent representations

Consider the usual Weyl operators W (y), y ∈ Y, on the bosonic Fock space
Γs(Zcpl). Set

Y � y �→ Wf (y) := W (y)e2iRe(f |z ) ∈ U
(
Γs(Zcpl)

)
. (11.105)

Clearly, (11.105) is a regular CCR representation,

Definition 11.59 (11.105) is called the j, f-coherent CCR representation.

Theorem 11.60 (1) (11.105) is the translation of the Fock representation by
the vector (f, f) ∈ Y# (see Def. 8.21).

(2) If f ∈ Zcpl (equivalently, v ∈ Ycpl), then

Wf (y) = W (if,−if)W (y)W (−if, if).

(3) If f �∈ Zcpl, then (11.105) is not unitarily equivalent to the Fock representa-
tion Y � y �→ W (y).
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304 Symplectic invariance of the CCR on Fock spaces

Proof (3) Let U ∈ U(H) intertwining Wf (·) and W (·). Since UΩ satisfies the
assumptions of Thm. 11.58 we obtain that UΩ = 0, which is a contradiction. �

11.5.4 Coherent sector

Let us go back to an arbitrary CCR representation (11.59) over a Kähler space
Y. We will describe how to determine the largest sub-representation of (11.59)
unitarily equivalent to a multiple of a coherent representation over Y in Γs(Zcpl).

Definition 11.61 Introduce the equivalence relation on the set of Kähler anti-
involutions on Y and anti-linear functionals on the corresponding holomorphic
space Z:

(j1 , f1) ∼ (j2 , f2) ⇔ j1 − j2 ∈ B2(Y), f1 − f2 ∈ Zcpl.

Let [j, f ] denote the equivalence class of (j, f) w.r.t. this relation.
The [j, f ]-coherent sector of the representation Wπ is the subspace of H defined

as

Hπ
[f ] := Spancl{Wπ (y)Ψ : Ψ ∈ Kπ

f , y ∈ Y}.
The CCR representation Wπ is [j, f ]-coherent if Hπ

[f ] = H.

Theorem 11.62 (1) Hπ
[f ] is invariant under Wπ (y), y ∈ Y.

(2) There exists a unique unitary operator

Uπ
f : Kπ

f ⊗ Γs(Zcpl) → Hπ
[f ]

satisfying

Uπ
f Ψ⊗Wf (y)Ω = Wπ (y)Ψ, Ψ ∈ Kπ

f , y ∈ Y.

(3)

Uπ
f 1l⊗Wf (y) = Wπ (y)Uπ

f , y ∈ Y. (11.106)

(4) If there exists an operator U : Γs(Zcpl) → H such that UWf (y) = Wπ (y)U
for y ∈ Y, then Ran U ⊂ Hπ

[f ].

11.6 van Hove Hamiltonians

In this section we will study self-adjoint operators on bosonic Fock spaces of the
form

H =
ˆ

h(ξ)a∗(ξ)a(ξ)dξ +
ˆ

w(ξ)a(ξ)dξ +
ˆ

w(ξ)a∗(ξ)dξ + c

= dΓ(h) + a(w) + a∗(w) + c1l (11.107)

(first written in the “physicist’s notation” and then in the “mathematician’s
notation”). Note that this expression may have only a formal meaning. In some
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11.6 van Hove Hamiltonians 305

cases, the constant c is actually infinite. Following Schweber (1962), we call
(11.107) van Hove Hamiltonians. We will see that in the case of an infinite num-
ber of degrees of freedom these Hamiltonians have a surprisingly rich theory. We
will discuss both classical and quantum van Hove Hamiltonians. Their theories
are parallel to one another.

Throughout this section, Z is a Hilbert space and h is a positive operator on
Z with Kerh = {0}. (It is, however, easy to generalize the theory of van Hove
Hamiltonians to non-positive h.)

In addition to h, van Hove Hamiltonians depend on the choice of w. The choice
w ∈ Z turns out to be too narrow.

In order to explain the nature of w, it will be convenient to use the notation
introduced in Subsect. 2.3.4. In particular, we will consider the spaces (hα +
hβ )Z for 0 ≤ α ≤ β. Note that

w ∈ (hα + hβ )Z ⇔ 1l]0,1](h)w ∈ hαZ, 1l[1,+∞[(h)w ∈ hβZ. (11.108)

For w ∈ (hα + hβ )Z, the behavior of w near h = 0 (resp. h = +∞), i.e. at low
(resp. high) energies, is encoded by the exponent α (resp. β) and connected
with the so-called infrared (resp. ultraviolet ) problem. We will always assume
that

w ∈ (1l + h)Z. (11.109)

Note that if w ∈ (1l + h)Z, then (eith − 1l)h−1w ∈ Z for any t ∈ R.

11.6.1 Classical van Hove dynamics

Definition 11.63 The classical van Hove dynamics is defined for t ∈ R as

αt(z) := eithz + (eith − 1l)h−1w, z ∈ Z, t ∈ R.

It is easy to see that R � t �→ αt is a one-parameter group of affine transfor-
mations of Z preserving the scalar product.

Let us note the following property of the dynamics α. Let p1 , p2 be two comple-
mentary orthogonal projections commuting with h. For i = 1, 2, let Zi := Ran pi .
Thus we have a direct sum decomposition Z = Z1 ⊕Z2 .

Set hi := pih, treated as a self-adjoint operator on Zi . Let αi be the dynamics
on Zi defined by hi , wi . Then the dynamics α splits as

αt(z1 , z2) = (αt
1(z1), αt

2(z2)).

In particular, we can take

p1 := 1l[0,1](h), p2 := 1l]1,∞[(h). (11.110)

Then h1 is bounded and h2 ≥ 1l. In the case of h1 the ultraviolet problem is
absent, but the infrared problem can show up. In the case of h2 we have the
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306 Symplectic invariance of the CCR on Fock spaces

opposite situation: the infrared problem is absent, but we can face the ultraviolet
problem.

Assume for a moment that w ∈ hZ. Then the van Hove dynamics is equivalent
to the free van Hove dynamics:

αt = τ−1 ◦ αt
0 ◦ τ, (11.111)

where

τ(z) := z + h−1w, αt
0(z) := eithz. (11.112)

11.6.2 Classical van Hove Hamiltonians

Z can be interpreted as a charged symplectic space with the form z1 ·ωz2 :=
i(z1 |z2). In the case of finite dimensions we know that for every charged sym-
plectic dynamics t �→ αt there exists a real function H on Z satisfying

d
dt

αt(z) = i∇zH(αt(z)). (11.113)

This function is called a Hamiltonian of α. It is unique up to an additive constant.
In the case of an infinite number of degrees of freedom the situation is more

complicated. It is even unclear how to give a general definition of a Hamiltonian
of an arbitrary charged symplectic dynamics. It may, for instance, turn out that
natural candidates for a Hamiltonian are defined only on a subset of Z, and
differentiable on a smaller subset.

The classical van Hove dynamics is an example of a charged symplectic dynam-
ics. If the dimension is finite, it is easy to see that its Hamiltonian is

H(z) = (z|hz) + (z|w) + (w|z) + c,

where c is an arbitrary real constant.
In infinite dimensions we will see that the van Hove dynamics possesses natural

Hamiltonians. Clearly, these Hamiltonians will be defined only up to an arbitrary
additive constant. One can ask whether it is possible to fix this constant in a
natural way. We will argue that there are two ways to do so, both under some
additional assumptions on w in addition to (11.109).

Definition 11.64 Assume

w ∈ (1l + h
1
2 )Z. (11.114)

Set DI := Dom h
1
2 , and

HI(z) := (z|hz) + (z|w) + (w|z), z ∈ DI .

We will say that HI is the classical van Hove Hamiltonian of the first kind.
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11.6 van Hove Hamiltonians 307

Definition 11.65 Assume

w ∈ h1/2Z + hZ. (11.115)

Set DII := {z ∈ Z : h1/2z + h−1/2w ∈ Z}, and

HII(z) := (h1/2z + h−1/2w|h1/2z + h−1/2w), z ∈ DII .

We will say that HII is the classical van Hove Hamiltonian of the second kind.

Clearly, both HI and HII are well defined iff

w ∈ h1/2Z = (1l + h
1
2 )Z ∩ (h

1
2 + h)Z,

and then

HII = HI + (w|h−1w).

Definition 11.66 Let w be a functional satisfying (11.109). We split the dynam-
ics α into α1 ⊕ α2 , the functional w into w1 ⊕ w2 as explained in Subsect. 11.6.1,
with the splitting given by (11.110). Then, by (11.108), w1 ∈ Z1 = (1l + h

1
2
1 )Z1

and w2 ∈ h2Z2 = (h
1
2
2 + h2)Z2 . So we can define the Hamiltonian H1,I for the

dynamics α1 on the domain D1,I, and the Hamiltonian H2,II for the dynamics
α2 on the domain D2,II.

Set D := D1,I ⊕D2,II. A function H on D will be called a classical van Hove
Hamiltonian if it is of the form

H(z1 , z2) := H1,I(z1) + H2,II(z2) + c, (z1 , z2) ∈ D,

where c ∈ R is arbitrary.

Note that, in general, there exist w ∈ (1l + h)Z that do not belong to
(1l + h1/2)Z ∪ (h1/2 + h)Z. For such w, the dynamics α is well defined but nei-
ther HI nor HII are well defined.

The following proposition says that van Hove Hamiltonians are in a certain
sense Hamiltonians of the van Hove dynamics. Recall that the Gâteaux differen-
tiability was defined in Def. 2.50.

Proposition 11.67 Let w ∈ (1l + h)Z. Let H be the corresponding van Hove
Hamiltonian with the domain D. Then

(1) The function H is Gâteaux differentiable at z ∈ Z iff hz + w belongs to Z,
and then

∇zH(z) = hz + w.

(2) The dynamics t �→ αt(z) is differentiable w.r.t. t iff hαt(z) + w ∈ Z, and
then

d
dt

αt(z) = i(hαt(z) + w),

which can be written in the form (11.113).
(3) αt leaves D invariant and H is constant along the trajectories.
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308 Symplectic invariance of the CCR on Fock spaces

The following theorem discusses various special features of van Hove
Hamiltonians.

Theorem 11.68 Let H be a van Hove Hamiltonian.

(1) 0 belongs to D iff w ∈ (1l + h1/2)Z. If this is the case, then H = HI + H(0).
(2) H is bounded from below iff w ∈ (h1/2 + h)Z. If this is the case, then H =

HII + inf H.
(3) H has a minimum iff w ∈ hZ. This minimum is at −h−1w, and then

HII(z) = (τ(z)|hτ(z)) ,

where τ was defined in (11.112).

Proof We split the dynamics, the functional and the vectors in Z. Then the
proofs are immediate. �

Formally,

HI(z) = (z|hz) + (w|z) + (z|w),

HII(z) = (z|hz) + (w|z) + (z|w) + (w|h−1w).

11.6.3 Quantum van Hove dynamics

We again assume w ∈ (1l + h)Z. Many quantum objects are analogous to their
classical counterparts. Typically, in such cases we will use the same symbols in
the classical and quantum case, which should not lead to any confusion.

Definition 11.69 For B ∈ B
(
Γs(Z)

)
, we set

αt (B) := V (t)BV (t)∗,

where V (t) is a family of unitary operators on Γs(Z)

V (t) := Γ(eith) exp
(
a∗((1l− e−ith)h−1w

)− a
(
(1l− e−ith)h−1w

))
.

t �→ αt will be called a quantum van Hove dynamics.

It is easy to check that V (t) is strongly continuous and, for any t1 , t2 ∈ R,

V (t1)V (t2) = c(t1 , t2)V (t1 + t2),

for some c(t1 , t2) ∈ C, |c(t1 , t2)| = 1. Hence, α is a one-parameter group of
∗-automorphisms of B

(
Γs(Z)

)
, continuous in the strong operator topology.

In order to make the relationship with the classical dynamics clearer, one can
note that

αt (a∗(z)) =
(
(eith − 1l)h−1w|z)+ a∗(eithz), z ∈ Z.
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11.6 van Hove Hamiltonians 309

Let Z = Z1 ⊕Z2 , as in Subsect. 11.6.1. Then we have the identification
Γs(Z) = Γs(Z1)⊗ Γs(Z2). The dynamics α factorizes as

αt(B1 ⊗B2) = αt
1(B1)⊗ αt

2(B2), Bi ∈ B
(
Γs(Zi)

)
, i = 1, 2. (11.116)

11.6.4 Quantum van Hove Hamiltonians

Definition 11.70 We say that a self-adjoint operator H is a quantum van Hove
Hamiltonian for the dynamics t �→ αt if

αt(B) = eitH Be−itH . (11.117)

By Prop. 6.68, such a Hamiltonian always exists and is unique up to an additive
real constant.

Assume for a moment that w ∈ hZ. Then, up to a constant, van Hove Hamil-
tonians are unitarily equivalent to the free van Hove Hamiltonian:

H := UdΓ(h)U∗ + c1l,

where U is the “dressing operator”

U := exp
(−a∗(h−1w) + a(h−1w)

)
. (11.118)

In the general case, (11.118) can be ill defined, and the construction of van Hove
Hamiltonians is more complicated.

Definition 11.71 Let w ∈ (1l + h1/2)Z. Define

UI(t) := eiIm(h−1 w |ei t h h−1 w )−it(w |h−1 w )V (t).

We easily check that UI(t) is a one-parameter strongly continuous unitary group.
Therefore, by the Stone theorem there exists a unique self-adjoint operator HI

such that

UI(t) = eitH I .

We will say that HI is the quantum van Hove Hamiltonian of the first kind.

Definition 11.72 Let w ∈ (h1/2 + h)Z. Define

UII(t) := eiIm(h−1 w |ei t h h−1 w )V (t).

We easily check that UII(t) is a one-parameter strongly continuous unitary group.
Therefore, by the Stone theorem there exists a unique self-adjoint operator HII

such that

UII(t) = eitH I I .

We will say that HII is the quantum van Hove Hamiltonian of the second kind.
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310 Symplectic invariance of the CCR on Fock spaces

Clearly, both HI and HII are well defined iff w ∈ h1/2Z, and then

HII = HI + (w|h−1w).

Theorem 11.73 Let H be a quantum van Hove Hamiltonian of a dynamics
t �→ αt . Then the following statements are true:

(1) Ω belongs to Dom |H|1/2 (the form domain of H) iff w ∈ (1l + h1/2)Z. Under
this condition H = HI + (Ω|HΩ).

(2) The operator H is bounded from below iff w ∈ (h1/2 + h)Z. Under this con-
dition H = HII + inf H, where inf H denotes the infimum of the spectrum of
H.

(3) The operator H has a ground state (inf H is an eigenvalue of H) iff w ∈ hZ.
Then, using the dressing operator defined in (11.118), we can write

HII = UdΓ(h)U∗. (11.119)

Proof We write α as α1 ⊗ α2 , w as w1 ⊕ w2 , with w1 ∈ Z1 , w2 ∈ h2Z2 ; see
(11.116).

The operator dΓ(h1) + a∗(w1) + a(w1) is essentially self-adjoint on DomN1 ,
by Nelson’s commutator theorem with the comparison operator N1 ; see Thm.
2.74 (1). We set

H1,I :=
(
dΓ(h1) + a∗(w1) + a(w1)

)cl
.

Clearly, H1,I is a Hamiltonian of α1 .
Next we set

H2,II := U2dΓ(h2)U∗
2 , U2 := exp

(−a∗(h−1
2 w2) + a(h−1

2 w2)
)
,

which is a Hamiltonian of αt
2 . Hence, any Hamiltonian of α is of the form

H = H1,I ⊗ 1l + 1l⊗H2,II + c1l.

We drop the subscripts I, II in the rest of the proof. Since Ω1 ∈ Dom H1 we see
that

Ω = Ω1 ⊗ Ω2 ∈ Dom |H| 12 ⇔ Ω2 ∈ Dom H
1
2
2

⇔ U∗
2 Ω ∈ Dom dΓ(h2)

1
2 ⇔ w2 ∈ h

1
2
2 Z2 .

This proves (1).
Let us now prove (2). Since H2 ≥ 0, H is bounded below iff H1 is bounded

below. Since Dom N1 is a core for H1 , we have

inf specH1 = inf
Ψ1 ∈DomN1 , ‖Ψ1 ‖=1

(Ψ1 |H1Ψ1).
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11.6 van Hove Hamiltonians 311

Set wε
1 = 1l[ε,1](h)w1 , Uε = exp(−a∗(h−1

1 wε
1) + a(h−1

1 wε
1)). Then

(Ψ1 |H1Ψ1) = lim
ε→0

(
Ψ1 |
(
dΓ(h1) + a∗(wε

1) + a(wε
1)
)
Ψ1

)
= lim

ε→0

((
U∗

ε Ψ1 |dΓ(h1)U∗
ε Ψ1
)− (wε

1 |h−1
1 wε

1
)‖Ψ1‖2

)
.

It follows that if w1 ∈ h
1
2
1 Z1 , then H1 ≥ −(w1 |h−1

1 w1).
Conversely, assume that H1 is bounded below. Then, for

Ωz1 = exp(a∗(z1)− a(z1))Ω1 ,

we have, by Subsect. 9.1.4,

(Ωz1 |H1Ωz1 ) = (z1 |h1z1) + (w1 |z1) + (z1 |w1).

By Thm. 11.68 (2), this implies that w1 ∈ h
1
2
1 Z1 . This completes the proof of (2).

To prove (3), we note that H2 has the ground state U2Ω2. Hence, H has
a ground state iff H1 has one. If w1 ∈ h1Z1 , then H1 = U1dΓ(h1)U∗

1 for U1 =
exp
(−a∗(h−1

1 w1) + a(h−1
1 )w1

)
, hence it has a ground state.

Assume now that H1 has a ground state Ψ. We again split Z1 into Zε
1 ⊕Zε⊥

1 ,
for Zε

1 = 1l[0,ε](h)Z1 . Then H1 splits into Hε
1 ⊗ 1l + 1l⊗Hε⊥

1 , w1 into wε
1 ⊕ wε⊥

1
and Ψ into Ψε ⊗Ψε⊥. Since wε⊥

1 ∈ h−1
1 Zε⊥

1 , we have

Ψε⊥ = exp
(−a∗(h−1

1 wε⊥
1 )− a(h−1

1 wε⊥
1 )
)
Ω,

and therefore

a(z)Ψ = (z|h−1w1)Ψ, z ∈ Zε,⊥
1 .

We apply Thm. 11.58 with Z =
⋃

ε>0
Zε⊥

1 , so that Zcpl = Z1 , and we obtain that

w1 ∈ h1Z1 . �

Formally,

HI = dΓ(h) + a∗(w) + a(w),

HII = dΓ(h) + a∗(w) + a(w) + (w|h−1w)1l.

11.6.5 Nine classes of van Hove Hamiltonians

We can sum up the theory of van Hove Hamiltonians by dividing them into three
classes based on the infrared behavior and three classes based on the ultraviolet
behavior. Altogether we obtain 3× 3 = 9 classes.

Infrared regularity

1.
(
w|1l[0,1](h)h−2w

)
< ∞.

In the classical case, H has a minimum; and in the quantum case, H has a ground
state.
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312 Symplectic invariance of the CCR on Fock spaces

2.
(
w|1l[0,1](h)h−1w

)
< ∞,

(
w|1l[0,1](h)h−2w

)
= ∞ .

H is bounded from below and HII is well defined, but in the classical case H has
no minimum, and in the quantum case H has no ground state.

3.
(
w|1l[0,1](h)w

)
<∞,

(
w|1l[0,1](h)h−1w

)
=∞.

H is unbounded from below; HII is ill defined.

Ultraviolet regularity

1.
(
w|1l[1,∞[(h)w

)
< ∞.

In the classical case the perturbation is bounded; in the quantum case the per-
turbation is a closable operator.

2.
(
w|1l[1,∞[(h)h−1w

)
< ∞,

(
w|1l[1,∞[(h)w

)
= ∞.

HI is well defined, but in the classical case the perturbation is not bounded, and
in the quantum case the perturbation is not a closable operator.

3.
(
w|1l[1,∞](h)h−2w

)
< ∞,

(
w|1l[1,∞](h)h−1w

)
=∞.

The constant c in (11.107) is infinite; HI is ill defined.

11.7 Notes

The existence of many inequivalent representations of CCR was noticed in the
1950s, e.g. by Segal (1963) and G̊arding–Wightman (1954). Shale’s theorem was
first proven in Shale (1962). Among early works describing implementations of
symplectic transformations on Fock spaces let us mention the books by Friedrichs
(1953) and by Berezin (1966). They give concrete formulas for the implemen-
tation of Bogoliubov transformations in bosonic Fock spaces. Related problems
were discussed, often independently, by other researchers, such as Ruijsenaars
(1976, 1978) and Segal (1959, 1963).

Infinite-dimensional analogs of the metaplectic representation seem to have
been first noted by Lundberg (1976).

The book by Neretin (1996) and the review article by Varilly–Gracia-Bondia
(1992) describe the infinite-dimensional metaplectic group.

The Fock sector of a CCR representation is discussed e.g. in Bratteli–Robinson
(1996). It is, in particular, useful in the context of scattering theory; see Chap.
22 and Dereziński–Gérard (1999, 2000, 2004).

Coherent representations appeared already in the book by Friedrichs (1953),
and were used by Roepstorff (1970). Our presentation follows Dereziński–Gérard
(2004).

The ultraviolet problem of van Hove Hamiltonians is discussed e.g. in the
books of Berezin (1966), Sect. III.7.4, and of Schweber (1962), following earlier
papers by van Hove (1952), Edwards–Peierls (1954) and Tomonaga (1946). The
name “van Hove model” is used in Schweber (1962).

The understanding of the infrared problem of van Hove Hamiltonians can be
traced back to the papers by Bloch–Nordsieck (1937) and by Kibble (1968).

Our presentation of the theory of van Hove Hamiltonians follows Dereziński
(2003).
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12

Canonical anti-commutation relations

Throughout this chapter, (Y, ν) is a Euclidean space, that is, a real vector space
Y equipped with a positive definite form ν.

In this chapter we introduce the concept of representations of the canonical
anti-commutation relations (CAR representations). The definition that we use is
very similar to the definition of a representation of the Clifford relations, which
will be discussed in Chap. 15. In the case of CAR representations we assume in
addition that operators satisfying the Clifford relations act on a Hilbert space
and are self-adjoint, whereas in the standard definition of Clifford relations the
self-adjointness is not required.

CAR representations are used in quantum physics to describe fermions. Actu-
ally, CAR representations, as introduced in Def. 12.1, are appropriate for the
so-called neutral fermions. Most fermions in physics are charged, and for them a
slightly different formalism is used, which we introduce under the name charged
CAR representations. Charged CAR representations can be viewed as a special
case of (neutral) CAR representations, where the dual phase space Y is complex
and a somewhat different notation is used.

CAR representations appear in quantum physics in at least two contexts. First,
they describe fermionic systems. This is to us the primary meaning of the CAR,
and most of our motivation and terminology is derived from it. Second, they
describe spinors, that is, representations of the Spin and Pin groups. In most
applications the second meaning is restricted to the finite-dimensional case. We
will also discuss the second meaning (including the Spin and Pin groups over
infinite-dimensional spaces).

12.1 CAR representations

12.1.1 Definition of a CAR representation

Let H be a Hilbert space. Recall that Bh(H) denotes the set of bounded self-
adjoint operators on H and [A,B]+ := AB + BA is the anti-commutator of A

and B.

Definition 12.1 A representation of the canonical anti-commutation relations
or a CAR representation over Y in H is a linear map

Y � y �→ φπ (y) ∈ Bh(H) (12.1)
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314 Canonical anti-commutation relations

satisfying

[φπ (y1), φπ (y2)]+ = 2y1 ·νy21l, y1 , y2 ∈ Y. (12.2)

The operators φπ (y) are called (fermionic) field operators.

Remark 12.2 The superscript π is an example of a “name” of a given CAR
representation.

Remark 12.3 Unfortunately, the analogy between the CAR (12.2) and the CCR
(8.23) is somewhat violated by the number 2 on the r.h.s. of (12.2). The reason
for this convention is the identity φπ (y)2 = (y·νy)1l.

Remark 12.4 Later on we will sometimes call (12.1) neutral CAR representa-
tions, to distinguish them from charged CAR representations introduced in Def.
12.17.

In what follows we assume that we are given a CAR representation (12.1).
By complex linearity we can extend the definition of φπ (y) to CY:

φπ (y1 + iy2) := φπ (y1) + iφπ (y2), y1 , y2 ∈ Y.

Definition 12.5 The operators φπ (w) for w ∈ CY are also called field operators.

We have

[φπ (w1), φπ (w2)]+ = 2w1 ·νCw21l, w1 , w2 ∈ CY,

where νC is the complexification of ν.
We will sometimes use a different terminology. Let I be a set. We will say that

{φπ
i : i ∈ I} ⊂ Bh(H) is a CAR representation iff

[φπ
i , φπ

j ]+ = 2δij . (12.3)

Clearly, if Y � y �→ φπ (y) is a CAR representation and we choose an o.n. basis
{ei : i ∈ I}, then φπ

i := φπ (ei) is a CAR representation in the second meaning.

Theorem 12.6 Introduce the notation |y|ν := (y·νy)
1
2 . Let y ∈ Y, dimY > 1.

(1) spec φπ (y) = {−|y|ν , |y|ν }, ‖φπ (y)‖ = |y|ν .
(2) Let t ∈ C, y ∈ Y. Then ‖t1l + φπ (y)‖ = max{|t + |y|ν |, |t− |y|ν |}.
(3) eiφπ (y ) = cos |y|ν 1l + i sin |y |ν

|y |ν φπ (y).
(4) Let Ycpl be the completion of Y. Then there exists a unique extension of

(12.1) to a continuous map

Ycpl � y �→ φπ c p l
(y) ∈ B(H). (12.4)

(12.4) is a representation of CAR.

Proof Since (φπ )2(y) = |y|2ν 1l, we have spec φπ (y) ⊂ {−|y|ν , |y|ν }. If there exists
y0 ∈ Y with y0 �= 0 and φπ (y0) = λ1lH, then dimY = 1. But we assumed that
dimY > 1. Therefore, the spectrum of φπ (y) cannot consist of only one element,
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12.1 CAR representations 315

which proves (1). Statements (2) and (3) follow from (12.2), and statement (4)
follows from (1). �

Motivated by Thm. 12.6 (4), henceforth we will assume that Y is a real Hilbert
space.

12.1.2 CAR representations over a direct sum

Constructing a CAR representation over a direct sum of two spaces is not as
simple as the analogous construction for CCR relations (compare with Prop. 8.6).

Proposition 12.7 Let Y1 , Y2 be two real Hilbert spaces. Suppose that I1 ∈
B(H1) is such that

Y1 ⊕ R � (y1 , t) �→ φ1(y1) + tI1 ∈ B(H1),

Y2 � y2 �→ φ2(y2) ∈ B(H2)

are CAR representations. Then

Y1 ⊕ Y2 � (y1 , y2) �→ φ1(y1)⊗ 1l + I1 ⊗ φ2(y2) ∈ B(H1 ⊗H2)

is a CAR representation.

12.1.3 Cyclicity and irreducibility

The following concepts are essentially the same as in the case of CCR represen-
tations.

Definition 12.8 We say that a subset U ⊂ H is cyclic for (12.1) if

Span
{
φπ (y) · · ·φπ (yn )Ψ : Ψ ∈ U , y1 , . . . , yn ∈ Y

}
is dense in H. We say that Ψ0 ∈ H is cyclic for (12.1) if {Ψ0} is cyclic for
(12.1).

Definition 12.9 We say that the representation (12.1) is irreducible if the only
closed subspaces of H invariant under the φπ (y) for y ∈ Y are {0} and H.

Proposition 12.10 (1) A CAR representation is irreducible iff B ∈ B(H) and
[φπ (y), B] = 0 for all y ∈ Y implies that B is proportional to identity.

(2) In the case of an irreducible CAR representation, all non-zero vectors in H
are cyclic.

12.1.4 Intertwining operators

Let

Y � y �→ φ1(y) ∈ Bh(H1), (12.5)

Y � y �→ φ2(y) ∈ Bh(H2) (12.6)

be CAR representations over the same Euclidean space Y.
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316 Canonical anti-commutation relations

Definition 12.11 We say that an operator A ∈ B(H1 ,H2) intertwines (12.5)
and (12.6) iff

Aφ1(y) = φ2(y)A, y ∈ Y.

We say that it anti-intertwines (12.5) and (12.6) iff

Aφ1(y) = −φ2(y)A, y ∈ Y.

We say that (12.5) and (12.6) are unitarily equivalent, resp. anti-equivalent if
there exists a unitary U ∈ U(H1 ,H2) intertwining, resp. anti-intertwining (12.5)
and (12.6).

Proposition 12.12 If the representations (8.11) and (8.12) are irreducible, then
the set of operators (anti-)intertwining them equals either {0} or {λU : λ ∈ C}
for some U ∈ U(H).

Proof The proof is an obvious modification of the proof of the analogous fact
about CCR representations and about C∗-algebras; see Thm. 8.13. �

12.1.5 Volume element

Consider a CAR representation (12.1). Let X be a finite-dimensional oriented
subspace of Y. Let (e1 , . . . , en ) be an o.n. basis of X compatible with the orien-
tation.

Definition 12.13 The volume element of the subspace X in the representation
(12.1) is defined by

Qπ
X := φπ (e1) · · ·φπ (en ).

In what follows we drop the superscript π. Note that QX does not depend
on the choice of an oriented o.n. basis. Changing the orientation amounts to
changing QX into −QX . We have

Q2
X = (−1)n(n−1)/21l, Q∗

X = Q−1
X = (−1)n(n−1)/2QX .

Thus QX is self-adjoint iff n = 0, 1 (mod 4); otherwise it is anti-self-adjoint.
Define uX ∈ O(Y) by

uX = (−1l)⊕ 1l,

where we use the decomposition Y = X ⊕ X⊥. Clearly,

QXφ(y)Q−1
X = (−1)nφ(uX y), y ∈ Y.

12.1.6 CAR over Kähler spaces

In this subsection we fix a CAR representation (12.1). We use the notation and
results of Subsects. 1.3.6, 1.3.8 and 1.3.9.
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12.1 CAR representations 317

The following proposition shows that choosing a sufficiently large subspace
of anti-commuting field operators is equivalent to fixing a Kähler structure in
(Y, ν).

Proposition 12.14 Suppose that Z ⊂ CY is a subspace such that

(1) CY = Z ⊕ Z;
(2) z1 , z2 ∈ Z implies [φπ (z1), φπ (z2)]+ = 0 (or equivalently, Z is isotropic for

νC).

Then there exists a unique Kähler anti-involution j on (Y, ν) such that

Z = {y − ijy : y ∈ Y}. (12.7)

Proof (1) implies that there exists a linear map j ∈ L(Y) such that Z is given
by (12.7). (2) implies

0 = (y1 + ijy1)·νC(y2 + ijy2)

= y1 ·νy2 − (jy1)·ν(jy2) + i ((jy1)·νy2 + y1 ·νjy2) .

Hence,

y1 ·νy2 − (jy1)·ν(jy2) = 0, (jy1)·νy2 + y1 ·νjy2 = 0,

which shows that j is orthogonal and anti-symmetric, hence is a Kähler anti-
involution. �

Motivated in part by the above proposition, let us fix j, a Kähler anti-involution
on (Y, ν). Recall that the space Z given by (12.7) is called the holomorphic
subspace of CY.

Definition 12.15 We define the j-creation and j-annihilation operators:

aπ∗(z) := φπ (z), aπ (z) := φπ (z), z ∈ Z.

They are bounded operators, adjoint to one another.

Proposition 12.16 One has φπ (z, z) = aπ∗(z) + aπ (z), z ∈ Z,

[aπ∗(z1), aπ∗(z2)]+ = 0, [aπ (z1), aπ (z2)]+ = 0,

[aπ (z1), aπ∗(z2)]+ = (z1 |z2)1l, z1 , z2 ∈ Z.

The Kähler structure appears naturally in the context of Fock representations.
It also arises when the Euclidean space (Y, ν) is equipped with a charge 1 U(1)
symmetry, as in Subsect. 1.3.11. We discuss the latter application in the following
subsection.
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318 Canonical anti-commutation relations

12.1.7 Charged CAR representations

CAR representations, as defined in Def. 12.1, provide a natural framework for the
description of neutral fermions. Therefore, sometimes we will call them neutral
CAR representations. In the context of charged fermions (much more common
than neutral fermions) physicists prefer to use another formalism described in
the following definition.

Definition 12.17 Suppose that (Y, (·|·)) is a unitary space and H a Hilbert
space. We say that an anti-linear map

Y � y �→ ψπ (y) ∈ B(H)

is a charged CAR representation if

[ψπ∗(y1), ψπ∗(y2)]+ = [ψπ (y1), ψπ (y2)]+ = 0,

[ψπ (y1), ψπ∗(y2)]+ = (y1 |y2)1l, y1 , y2 ∈ Y.

Suppose that y �→ ψπ (y) is a charged CAR representation. Set

φπ (y) :=
(
ψπ (y) + ψπ∗(y)

)
,

y1 ·νy2 := Re(y1 |y2).

Then Y � y �→ φπ (y) ∈ Bh(H) is a neutral CAR representation over the
Euclidean space (Y, ν). In addition, Y is equipped with a charge 1 symmetry
U(1) � θ �→ eiθ ∈ O(Y).

Conversely, charged CAR representations arise when we have a (neutral) CAR
representation and the underlying Euclidean space is equipped with a charge 1
U(1) symmetry. Let us make this precise. Suppose that (Y, ν) is a Euclidean
space and

Y � y �→ φπ (y) ∈ Bh(H)

is a neutral CAR representation. Suppose that

U(1) � θ �→ uθ = cos θ1l + sin θjch ∈ O(Y)

is a charge 1 symmetry. We know that jch is a Kähler anti-involution. Following
the standard procedure described in the previous subsection, we introduce the
holomorphic subspace for jch , that is,

Zch := {y − ijchy : y ∈ Y} ⊂ CY.

We define creation and annihilation operators associated with jch . We have a
natural identification of the space Zch with Y:

Y � y �→ z =
1
2
(1l− ijch)y ∈ Zch . (12.8)
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12.2 CAR representations in finite dimensions 319

We use the identification (12.8) to introduce charged fields parametrized by
elements of Y:

ψπ∗(y) := φπ (z) , ψπ (y) := φπ (z) .

Then we obtain a charged CAR representation over YC with the complex struc-
ture given by jch and the scalar product

(y1 |y2) := y1 ·νy2 − iy1 ·νjchy2 , y1 , y2 ∈ Y. (12.9)

12.1.8 Bogoliubov rotations

Consider a CAR representation (12.1). To simplify notation, we drop π, that is,
we consider a CAR representation

Y � y �→ φ(y) ∈ Bh(H). (12.10)

Let r ∈ O(Y). Clearly,

Y � y �→ φr (y) := φ(ry) ∈ U(H) (12.11)

is also a CAR representation.

Definition 12.18 We say that the representation (12.11) is the Bogoliubov
rotation or transformation of the representation (12.10) by r# .

Proposition 12.19 (1) If r1 , r2 ∈ O(Y), then (φr1 )r2 (y) = φr2 r1 (y).
(2) The set of r ∈ O(Y) such that (12.11) is unitarily equivalent to (12.10) is a

subgroup of O(Y).
(3) (12.11) is irreducible iff (12.10) is.

12.2 CAR representations in finite dimensions

Throughout the section we assume that (Y, ν) is a finite-dimensional Euclidean
space.

In this section we discuss CAR representations in the finite-dimensional case.
In the literature the material of this section is usually described as a part of the
theory of spinors and Clifford algebras.

12.2.1 Volume element

Suppose that Y is oriented and we are given a CAR representation (12.1). Let
(e1 , . . . , en ) be an o.n. basis of Y compatible with the orientation. The following
definition is a special case of Def. 12.13.

Definition 12.20 The operator

Qπ := φπ (e1) · · ·φπ (en )

will be called the volume element in the representation (12.1)
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320 Canonical anti-commutation relations

In what follows we drop the superscript π. Let us summarize the properties of
Q, which follow from Subsect. 12.1.5:

Theorem 12.21 (1) Q depends only on the orientation of Y and changes sign
under the change of the orientation.

(2) Q is unitary. It is self-adjoint for n ≡ 0, 1 (mod 4), otherwise anti-self-
adjoint. Moreover, Q2 = (−1l)n(n−1)/2 .

(3) Qφ(y) = (−1)n−1φ(y)Q, y ∈ Y.
(4) If n = 2m, then Q2 = (−1l)m , Q anti-commutes with φ(y), y ∈ Y, and

R2m+1 � (y, t) �→ φ(y)± tim Q

are two representations of the CAR.
(5) If n = 2m + 1, then Q2 = (−1l)m , Q commutes with φ(y), y ∈ Y, and

H = Ker(Q− im 1l)⊕Ker(Q + im 1l)

gives a decomposition of H into a direct sum of subspaces invariant for the
CAR representation.

Definition 12.22 Let dimY = 2m + 1. We will say that a CAR representation
is compatible with the orientation if Q = im 1l.

12.2.2 Pauli matrices

Consider the space C2 . Occasionally we will need its canonical basis, whose
elements will be denoted | ↑), | ↓).
Definition 12.23 Pauli matrices are defined as

σ1 =
[

0 1
1 0

]
, σ2 =

[
0 −i
i 0

]
, σ3 =

[
1 0
0 −1

]
.

Note that σ2
i = 1, σ∗

i = σi , i = 1, 2, 3, and

σ1σ2 = −σ2σ1 = iσ3 ,

σ2σ3 = −σ3σ2 = iσ1 ,

σ3σ1 = −σ1σ3 = iσ2 .

Moreover, B(C2) is generated by {σ1 , σ2}. Clearly, {σ1 , σ2 , σ3} is a CAR repre-
sentation over R3 .

Lemma 12.24 Let {φ1 , φ2} be a CAR representation over R2 in a Hilbert space
H. Then there exists a Hilbert space K and a unitary operator U : C2 ⊗K → H
such that

σ1⊗1lK U = Uφ1 , σ2⊗1lK U = Uφ2 .
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12.2 CAR representations in finite dimensions 321

Proof Set I := iφ1φ2 . Clearly, I = I∗ and I2 = 1l. Note that I �= 1l, since I = 1l
would contradict the fact that φ2 is self-adjoint. Hence, spec I = {1,−1}. Let
K := Ker(I − 1l). We unitarily identify H with K ⊕K by the map

Ψ �→ UΨ :=
(1

2
(φ1 − φ1I)Ψ,

1
2
(1l + I)Ψ

)
.

Then Uφ1 = σ1⊗1lK U , Uφ2 = σ2⊗1lK U . �

12.2.3 Jordan–Wigner representation

In this subsection we introduce certain basic CAR representations over a finite-
dimensional space. We start with the case of an even dimension, which is simpler.

In the algebra B(⊗m C2) we introduce the operators

σ
(j )
i := 1l⊗(j−1) ⊗ σi ⊗ 1l⊗(m−j ) , i = 1, 2, 3, j = 1, . . . ,m.

Note that σ
(j )
3 = iσ(j )

1 σ
(j )
2 . Moreover, B(⊗m C2) is generated by

{σ(j )
i : j = 1, . . . , m, i = 1, 2}.

We also set I0 := 1l, Ij := σ
(1)
3 · · ·σ(j )

3 for j = 1, . . . , m. If we set

φJW
2j−1 := Ij−1σ

(j )
1 , φJW

2j := Ij−1σ
(j )
2 , j = 1, . . . ,m, (12.12)

it is easy to see that

(φJW
1 , . . . , φJW

2m ) (12.13)

is an irreducible CAR representation over R2m in the Hilbert space ⊗m C2 . Note
that Q = Im .

Definition 12.25 The CAR representation (12.13) will be called the Jordan–
Wigner representation over R2m .

In the odd-dimensional case with n = 2m + 1, there exist two inequivalent
irreducible CAR representations, both in ⊗m C2 . They are obtained by adding
the operator ±Im to (12.12). In other words,

(φJW
1 , . . . , φJW

2m , Im ), (12.14)

(φJW
1 , . . . , φJW

2m ,−Im ) (12.15)

are irreducible CAR representations over R2m+1. We have Q = im 1l in the case
of (12.14) and Q = −im 1l in the case of (12.15). Thus the representation (12.14)
is compatible with the natural orientation of R2m+1.

Another useful, but reducible, CAR representation over R2m+1 acts on the
space ⊗m+1C2 . It is given by

(φJW
1 , . . . , φJW

2m , φJW
2m+1). (12.16)
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It decomposes into the sum of two irreducible sub-representations, one equivalent
to (12.14) and the other equivalent to (12.15). We have Q = im 1l⊗m ⊗ σ1 . The
commutant of (12.16) is spanned by 1l⊗(m+1) and Q.

Definition 12.26 The CAR representation (12.16) will be called the Jordan–
Wigner representation over R2m+1 .

12.2.4 Unitary equivalence of the CAR in finite dimensions

The following two theorems can be viewed as the fermionic analog of the Stone–
von Neumann theorem. Again, we first deal with the even-dimensional case.

Theorem 12.27 Let (φ1 , φ2 , . . . , φ2m ) be a CAR representation over R2m in
a Hilbert space H. Then there exists a Hilbert space K and a unitary operator
U : ⊗m C2 ⊗K → H such that

UφJW
j ⊗ 1lK = φjU, j = 1, . . . , 2m.

The representation is irreducible iff K = C.
In particular, every irreducible CAR representation over an even-dimensional

space is unitarily equivalent to the corresponding Jordan–Wigner representation.

Proof Set

Ĩ0 := 1l, Ĩj := ij φ1 · · ·φj , j = 1, . . . , n,

σ̃
(j )
1 := Ĩj−1φ2j−1 , σ̃

(j )
2 := Ĩj−1φ2j , j = 1, . . . ,m.

From the CAR we get

Ĩ∗j = Ĩj , Ĩ2
j = 1l,

φk Ĩj = −Ĩj φk , k ≤ 2j, φk Ĩj = Ĩj φk , k > 2j.
(12.17)

This implies that

σ̃
(j )
1 σ̃

(j )
2 = φ2j−1φ2j , Ĩj = ij σ̃(1)

1 σ̃
(1)
2 · · · σ̃(j )

1 σ̃
(j )
2 ,

φ2j−1 = Ĩj−1 σ̃
j
1 , φ2j = Ĩj−1 σ̃

(j )
2 .

(12.18)

We observe that the pairs {σ̃(j )
1 , σ̃

(j )
2 } satisfy the CAR over R2 and commute

with each other. Applying Lemma 12.24 inductively we see that there exists a
Hilbert space K and a unitary map U : ⊗nC2 ⊗K → H such that

Uσ
(j )
1 ⊗ 1lK = σ̃

(j )
1 U, Uσ

(j )
2 ⊗ 1lK = σ̃

(j )
2 U, j = 1, · · · ,m.

From (12.18) we get that UIj ⊗ 1lK = ĨjU , and hence

UIj−1σ
(j )
1 ⊗ 1lK = φ2j−1U, UIj−1σ

(j )
2 ⊗ 1lK = φ2jU, j = 1, · · · ,m.

This completes the proof of the theorem. �
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Theorem 12.28 Let (φ1 , φ2 , . . . , φ2m+1) be a representation of CAR over R2m+1

in a Hilbert space H. Then there exist Hilbert spaces K− and K+ and a unitary
operator U : ⊗m C2 ⊗ (K+ ⊕K−) → H such that

UφJW
j ⊗ 1lK+ ⊕K− = φjU, j = 1, . . . , 2m;

UIm ⊗ (1lK+ ⊕−1lK−) = φ2m+1U.

The representation is irreducible iff K+ ⊕K− = C.
In particular, every irreducible CAR representation over an odd-dimensional

oriented space compatible with its orientation is unitarily equivalent to (12.14).

Proof Let Ĩj , σ̃
(j )
1 , σ̃

(j )
2 be as in the proof of Thm. 12.27. Let U1 : ⊗m C2 ⊗

K → H be a unitary operator as in Thm. 12.27 for the CAR representation
(φ1 , . . . , φ2m ) over R2m . From (12.17) and the CAR we get

[φj , Ĩm φ2m+1] = 0, j = 1, . . . , 2m. (12.19)

Since B(⊗m C2) is generated by {σ(j )
i , j = 1, . . . , m, i = 1, 2}, we see that

U∗
1 Ĩm φ2m+1U1 = 1l⊗A, A ∈ B(K).

Again using the CAR, we get (Ĩm φ2m+1)2 = 1l. Hence, A2 = 1l.
If A = ±1lK, we get Ĩm φ2m+1 = ±1lH. Hence, φ2m+1 = ±Ĩm . In this case the

CAR representation is one of the two constructed in Subsect. 12.2.3. In the
general case we have K = K+ ⊕K−, A = 1lK+ ⊕−1lK− , and hence

UIm ⊗ (1lK+ ⊕−1lK−) = φ2m+1U.

The other identities follow from Thm. 12.27. �

Corollary 12.29 (1) Suppose that Y is an even-dimensional Euclidean space.
Let Y � y �→ φ1(y) ∈ Bh(H) and Y � y �→ φ2(y) ∈ Bh(H) be two irreducible
representations of the CAR. Then they are unitarily equivalent.

(2) The same is true if Y is odd-dimensional and oriented, and both representa-
tions are compatible with its orientation.

12.3 CAR algebras: finite dimensions

As in the previous section, we assume that (Y, ν) is a finite-dimensional Euclidean
space.

In this section we discuss ∗-algebras generated by the CAR in finite dimension.
As pure ∗-algebras they are not very interesting – they are full matrix algebras
over a 2m -dimensional space in the case of even dimension, and the direct sum of
two such algebras in the case of odd dimension. They become interesting when
we consider them together with the linear subspace of distinguished elements
φ(y), y ∈ Y.
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12.3.1 CAR algebra

Let (Y, ν) be a finite-dimensional Euclidean space.

Definition 12.30 CAR(Y) is the complex unital ∗-algebra generated by elements
φ(y), y ∈ Y, with relations

φ(λy) = λφ(y), λ ∈ R, φ(y1 + y2) = φ(y1) + φ(y2),

φ∗(y) = φ(y), φ(y1)φ(y2) + φ(y2)φ(y1) = 2y1 ·νy21l.

The following theorem is a simple algebraic fact:

Proposition 12.31 If

Y � y �→ φπ (y) ∈ B(H)

is a CAR representation, then there exists a unique ∗-homomorphism

π : CAR(Y) → B(H)

such that π(1l) = 1lH and π(φ(y)) = φπ (y), y ∈ Y.

Definition 12.32 Applying Prop. 12.31 to the Jordan–Wigner representations
(12.13) or (12.16) we obtain ∗-homomorphisms

πJW : CAR(R2m ) → B(⊗m C2),

πJW : CAR(R2m+1) → B(⊗m+1C2).

Proposition 12.33 (1) The ∗-homomorphisms πJW for n = 2m are bijective
and CAR(R2m ) is ∗-isomorphic to B(⊗m C2).

(2) The ∗-homomorphisms πJW for n = 2m + 1 are injective and CAR(R2m+1)
is ∗-isomorphic to B(⊗m C2)⊕B(⊗m C2).

Proof Choose an o.n. basis (e1 , . . . , en ) in Y. For an ordered subset {i1 , . . . , ik}
of {1, . . . , n}, set φi1 ,...,ik

:= ik(k−1)/2φi1 · · ·φik
. It is easy to prove that the ele-

ments φi1 ,...,ik
are self-adjoint and are a basis of CAR(Rn ). Their commutation

relations are determined by the CAR.
Following the construction of the Jordan–Wigner representations we see that

B(⊗m C2), if n = 2m, and B(⊗m C2)⊕B(⊗m C2), if n = 2m + 1, have self-
adjoint bases satisfying the same relations. �

The Jordan–Wigner representation determines a unique C∗-norm on CAR(Y).
Henceforth we will treat CAR(Y) as a C∗-algebra.

If Y1 ⊂ Y2 are two finite-dimensional spaces, then CAR(Y1) is isometrically
embedded in CAR(Y2).
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12.3.2 Parity

CAR algebras have a natural Z2-grading. Therefore, they are examples of super-
algebras. Consistently with the terminology of super-algebras, we introduce the
following definition:

Definition 12.34 The map α(φ(y)) := −φ(y) extends to a unique
∗-isomorphism α of CAR(Y). For j = 0, 1, we set

CARj (Y) :=
{
B ∈ CAR(Y) : α(B) = (−1)jB

}
.

Elements of CAR0(Y), resp. CAR1(Y) are called even, resp. odd.

Suppose that Y is oriented. The following definition is closely related to Def.
12.13.

Definition 12.35 The volume element of the algebra CAR(Y) is defined by

Q := φ(e1) · · ·φ(en ), (12.20)

where (e1 , . . . , en ) is any o.n. basis of Y compatible with its orientation.

Note that Q is never proportional to 1l as an element of CAR(Y).

Proposition 12.36 (1) Let A ∈ CAR0(Y) commute with φ(y), y ∈ Y (and
hence with all CAR(Y)). Then A is proportional to 1l.

(2) Let a non-zero A ∈ CAR1(Y) commute with φ(y), y ∈ Y (and hence with all
CAR(Y)). Then dimY is odd, and A is proportional to Q.

(3) Let a non-zero A ∈ CAR(Y) anti-commute with φ(y), y ∈ Y (and hence with
all CAR1(Y)). Then dimY is even, and A is proportional to Q.

12.3.3 Complex conjugation and transposition

Definition 12.37 The map c(φ(w)) := φ(w), w ∈ CY, extends to a unique anti-
linear ∗-isomorphism c of CAR(Y). We introduce the Clifford algebra over (Y, ν)
as the real sub-algebra

Cliff(Y) :=
{
B ∈ CAR(Y) : c(B) = B

}
. (12.21)

We also introduce the transposition A# := c(A∗), which is a linear anti-
automorphism.

Cliff(Y) is a real ∗-algebra with a basis

φi1 · · ·φik
, {i1 , . . . , ik} ⊂ {1, . . . , n}. (12.22)

In Chap. 15 we will introduce a more general notion of Clifford algebras, defined
for an arbitrary symmetric form on a vector space. The algebra Cliff(Y) defined
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in Def. 12.37 corresponds to the special case of a real space equipped with a
Euclidean scalar product.

12.3.4 Bogoliubov automorphisms

Proposition 12.38 If r ∈ O(Y), then the map r̂ (φ(y)) := φ(ry) extends to a
unique ∗-automorphism r̂ of CAR(Y). We have r̂1r2 = r̂1 r̂2 .

Definition 12.39 r̂ is called the Bogoliubov automorphism associated with r.

12.4 Anti-symmetric quantization and real-wave
CAR representation

In this section we introduce a natural parametrization of operators in a CAR
algebra by anti-symmetric polynomials. This parametrization, which we call the
anti-symmetric quantization, can be viewed as the fermionic analog of the Weyl–
Wigner quantization.

We also define a representation given by the GNS construction from the tracial
state. This representation has some analogy to the real-wave CCR representation
considered in Sect. 9.3; therefore we will call it the real-wave CAR representation.
In this section we describe the real-wave CAR representation only in the case
of a finite number of degrees of freedom. We will extend it to the case of an
infinite dimension in Subsect. 12.5.3, and then we will continue its study using
the formalism of Fock spaces in Subsect. 13.2.1.

In this section, (Y, ν) is a finite-dimensional Euclidean space.

12.4.1 Anti-symmetric quantization

Definition 12.40 Let y1 , . . . , yn ∈ CY. We can treat these as elements of
CPol1a(Y# ) and take their product y1 · · · yn ∈ CPola(Y# ). We define

Op(y1 · · · yn ) :=
1
n!

∑
σ∈Sn

sgn(σ) φ(yσ (1)) · · ·φ(yσ (n)) ∈ CAR(Y). (12.23)

The map extends uniquely to a linear bijective map

CPola(Y# ) � b �→ Op(b) ∈ CAR(Y), (12.24)

called the anti-symmetric quantization.

The above definition should be compared with Def. 8.65, where the Weyl–
Wigner quantization was introduced.

Definition 12.41 The inverse of (12.24) will be called the anti-symmetric sym-
bol. The anti-symmetric symbol of an operator B ∈ CARalg(Y) will be denoted
sB ∈ CPola(Y# ).
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As usual, N denotes the number operator, which in the context of CPola(Y# )
is perhaps better called the degree operator. Recall that in Chap. 3 we introduced

Λ := (−1)N (N −1l)/2 , I := (−1)N ;

see (3.9) and (3.29). We will use the functional notation for elements of
CPola(Y# ); see Subsect. 7.1.1. The generic variable in Y# will be denoted v.
We equip Y with a volume form compatible with the scalar product ν. We will
use the corresponding Berezin integral on CPola(Y# ), defined in Subsect. 7.1.4.

Proposition 12.42 (1) Op(b)∗ = Op(Λb).
(2) Let Z be an isotropic subspace of CY for νC. Let f1 , . . . , fn ∈ Pola(Z# ) ⊂

CPola(Y# ). Then

Op(f1) · · ·Op(fn ) = Op(f1 · · · fn ).

(3) If b, b1 , b2 ∈ CPola(Y# ) and Op(b) = Op(b1)Op(b2), then

b(v) = exp (∇v2 ·ν∇v1 ) b1(v1)b2(v2)
∣∣
v1 =v2 =v

(12.25)

=
ˆ

Y#

ˆ

Y#

e(v−v1 )·ν−1 (v−v2 )b1(v1)b2(v2)dv2dv1 . (12.26)

(4) If b ∈ CPola(Y# ), y ∈ CY, then

1
2

(φ(y)Op(b) + Op(Ib)φ(y)) = Op(y · b), (12.27)

1
2

(φ(y)Op(b)−Op(Ib)φ(y)) = Op((νy)·∇v b). (12.28)

Proof Statements (1) and (2) are immediate. Let us prove (12.25). Let us fix
an o.n. basis (e1 , . . . , ed) of Y such that Ξ = en ∧ · · · ∧ e1 . We use the Berezin
calculus introduced in Subsect. 7.1.5. We rename the variable v1 as v and the
variable v2 as w. We will write vi = ei · v, wi = ei · w. Without loss of generality,
we can assume that b1(v) =

∏
i∈I

vi , b2(w) =
∏
i∈J

wi for I, J ⊂ {1, . . . , d}. We have

exp

(
d∑

i=1

∇wi
· ∇vi

)
=

∑
K⊂{i,...,d}

∏
i∈K

∇wi
· ∇vi

. (12.29)

The only term in (12.29) giving a non-zero contribution to

exp

(
d∑

i=1

∇wi
· ∇vi

)
b1(v) · b2(w)

∣∣
w=v

is K = I ∩ J . Without loss of generality we can further assume that 1 ≤ p ≤ n ≤
m and

b1(v) = v1 · · · vp · vp+1 · · · vn , b2(w) = wn · · ·wp+1 · wn+1 · · ·wm .
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Then
n∏

i=p+1

∇wi
· ∇vi

b1(v) · b2(w)
∣∣
w=v

= v1 · · · vp · vn+1 · · · vm =: b(v).

We have

Op(b1) = φ(e1) · · ·φ(ep) · φ(ep+1) · · ·φ(en ),

Op(b2) = φ(en ) · · ·φ(ep+1) · φ(en+1) · · ·φ(em ),

and

Op(b1)Op(b2) = φ(e1) · · ·φ(ep) · φ(en+1) · · ·φ(em ) = Op(b),

using the CAR. This proves (12.25).
To obtain (12.26), we apply Prop. 7.19 to the even-dimensional space

X = Y ⊕ Y. Let x = (y1 , y2), ξ = (v1 , v2) be the generic variables in X and

X # . Let ζ =
[

0 ν−1

−ν−1 0

]
∈ La(X # ,X ), so that 1

2 x · ζ−1x = y2 · νy1 and

1
2 ξ · ζξ = v1 · ν−1v2 . The Pfaffian of ζ w.r.t. dv2 ∧ dv1 is equal to 1, which by
Prop. 7.19 proves the second identity of (3).

To prove (4), we can assume without loss of generality that b(v) = vi1 · · · vip

and 〈y|v〉 = vj . Then Op(b) = φ(ei1 ) · · ·φ(eip
), φ(y) = φ(ej ). Using the CAR we

get
1
2
(
φ(ej )φ(ei1 ) · · ·φ(eip

) + (−1)pφ(ei1 ) · · ·φ(eip
)φ(ej )

)
=

{
0 if j ∈ {i1 , . . . , ip},
φ(ej )φ(ei1 ) · · ·φ(eip

) if j �∈ {i1 , . . . , ip},
which proves the first statement of (4). The second can be proved similarly. �

Theorem 12.43 If b, b1 , . . . , bn ∈ CPola(Y# ) and

Op(b) = Op(b1) · · ·Op(bn ),

then the following version of the Wick theorem for the anti-symmetric quantiza-
tion is true:

b(v) = exp
(∑

i>j

∇vi
·ν∇vj

)
b1(v1) · · · bn (vn )

∣∣
v=v1 =···=vn

.

12.4.2 Real-wave CAR representation

Definition 12.44 For A ∈ CAR(Y), we define

trA = 2−m Tr πJW (A), dimY = 2m,

trA = 2−m−1Tr πJW (A), dimY = 2m + 1,
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12.4 Anti-symmetric quantization and real-wave CAR representation 329

where πJW is the Jordan–Wigner representation. tr is called the canonical tracial
state on CAR(Y).

Theorem 12.45 (1) tr is a tracial state on CCR(Y), which means

tr(AB) = tr(BA), A,B ∈ CAR(Y).

(2) It satisfies

tr(A) = tr(c(A)) = tr(α(A)) = tr(r̂(A)), A ∈ CAR(Y), r ∈ O(Y).

(3) If b, c ∈ CPola(Y# ) � Γa(CY), then

tr(Op(b)∗Op(c)) = (b|c). (12.30)

(4) For y, y1 , y2 ∈ X , we have the expectation values

tr (φ(y)) = 0,

tr (φ(y1)φ(y2)) = y1 ·νy2 .

More generally,

tr (φ(y1) · · ·φ(y2m−1)) = 0,

tr (φ(y1) · · ·φ(y2m ))=
∑

σ∈Pair2 m

sgn(σ)
m∏

j=1

yσ (2j−1) ·νyσ (2j ) .

Definition 12.46 Let (πtr ,Htr ,Ωtr) denote the GNS representation of CAR(Y)
w.r.t. the state tr. The CAR representation

Y � y �→ φtr(y) := πtr(φ(y)) ∈ Bh(Htr)

will be called the real-wave or tracial CAR representation.

12.4.3 Real-wave CAR representation in coordinates

Let n be an integer. We are going to describe the real-wave representation over
Rn more explicitly.

Clearly, ⊗nC2 has a natural conjugation, denoted as usual ⊗nC2 � Ψ �→ Ψ ∈
⊗nC2 . For typographical reasons, it will sometimes be denoted by χ. The cor-
responding real subspace of ⊗nC2 obviously equals ⊗nR2 . Linear operators pre-
serving ⊗nR2 are called real.

The conjugation of A ∈ B(⊗nC2) is denoted by A or χAχ.
Define the “vacuum vector” Ω := | ↓)⊗ · · ·⊗| ↓). Clearly, Ω = Ω.
Introduce the following operators on ⊗nC2 :

N :=
n∑

j=1

1l⊗j⊗σ3 + 1l
2

⊗1l⊗(n−j ) , Λ := (−1)N (N −1l)/2 .
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330 Canonical anti-commutation relations

The role of these operators will become clear in Chap. 13, where we will iden-
tify ⊗nC2 with the fermionic Fock space Γa(Cn ) and they will coincide with
the operators defined in (3.9) and (3.29). Therefore, in particular, N is called
the number operator. For further reference let us note the following identities
involving Λ:

Λ1l⊗(j−1)⊗σ1⊗1l⊗(n−j )Λ = (−σ3)⊗(j−1)⊗σ1⊗(−σ3)⊗(n−j ) ,

Λ1l⊗(j−1)⊗σ2⊗1l⊗(n−j )Λ = −(−σ3)⊗(j−1)⊗σ2⊗(−σ3)⊗(n−j ) ,

Λ1l⊗(j−1)⊗σ3⊗1l⊗(n−j )Λ = 1l⊗(j−1)⊗σ3⊗1l⊗(n−j ) .

In order to describe the real-wave CAR representation over Rn , introduce the
following operators

φl
j = σ

⊗(j−1)
3 ⊗σ1⊗1l⊗(n−j ) ,

φr
j = 1l⊗(n−j )⊗σ1⊗σ

⊗(j−1)
3 = Λφl

jΛ.

Theorem 12.47 (1) We have two mutually commuting CAR representations:

φl
1 , . . . , φ

l
n , (12.31)

φr
1 , . . . , φ

r
n . (12.32)

That means

[φl
i , φ

l
j ]+ = 2δi,j , [φr

i , φ
r
j ]+ = 2δi,j , [φl

i , φ
r
j ] = 0, i, j = 1, . . . , n.

(2) Let πl : CAR(Rn ) → B(⊗nC2) be the ∗-homomorphism obtained by Prop.
12.31 from the CAR representation (12.31). Then

tr(A) = (Ω|πl(A)Ω), A ∈ CAR(Rn ),

and πl (CAR(Rn )) Ω = ⊗nC2 . Thus Ω is a cyclic vector representative for
the state tr, and hence πl is the GNS representation of CAR(Rn ) for the
state tr.

(3) Let J be the modular conjugation for the state tr. Then J = Λχ (where χ

denotes the complex conjugation). We have

Jφl
j J = φr

j , j = 1, . . . , n.

(4) We have

φl
i = φl

i , i = 1, . . . , n.

Therefore,

πtr(c(A)) = πtr(A), A ∈ CAR(Rn ).

Consequently, πtr(Cliff(Rn )) consists of real elements of πtr(CAR(Rn )).
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(5) Let Q be the operator defined in (12.20). We have

πl(Q) = Jπl(Q)J = φl
1 · · ·φl

n = φr
n · · ·φr

1

=

{
(−1)m σ2⊗σ1⊗ · · ·⊗σ2⊗σ1 , n = 2m;

(−1)m σ1⊗σ2⊗ · · ·⊗σ2⊗σ1 , n = 2m + 1.

By Thm. 12.47 (2), the representation φl can be identified with the real-wave
CAR representation defined in Def. 12.46.

The analysis of the real-wave CAR representation, in the case of an arbitrary
dimension, will be continued in Subsect. 13.2.1, where we will use the formalism
of Fock spaces.

12.5 CAR algebras: infinite dimensions

Throughout this section (Y, ν) is a Euclidean space, possibly infinite-
dimensional.

One aspect of the theory of CAR algebras simplifies in infinite dimensions: it
is not necessary to distinguish between the even and odd cases. On the other
hand, the topological aspects become more subtle. In particular, it is natural to
define (at least) three different kinds of CAR algebras: the algebraic, the C∗-
and the W ∗-CAR algebra. (The situation is, however, simpler than in the case
of CCR algebras.)

12.5.1 Algebraic CAR algebra

The definition of the algebraic CAR algebra is the same as that of the CAR
algebra in finite dimension:

Definition 12.48 The algebraic CAR algebra over Y, denoted CARalg(Y), is
the complex unital ∗-algebra generated by elements φ(y), y ∈ Y, with relations

φ(λy) = λφ(y), λ ∈ R, φ(y1 + y2) = φ(y1) + φ(y2),

φ∗(y) = φ(y), φ(y1)φ(y2) + φ(y2)φ(y1) = 2y1 ·νy21l.

Clearly, Prop. 12.31 extends to infinite dimension, with CARalg(Y) replac-
ing CAR(Y). The parity α, the complex conjugation c and the transposi-
tion # naturally extend to CARalg(Y). If r ∈ O(Y), we can introduce a unique
∗-automorphism r̂ of CARalg(Y), called the Bogoliubov automorphism, satisfying
r̂(φ(y)) = φ(ry) as in Def. 12.39.

Definition 12.49 Let j = 0, 1. We introduce

CARalg
j (Y) :=

{
B ∈ CARalg(Y) : α(B) = (−1)jB

}
,

Cliffalg (Y) :=
{
B ∈ CARalg(Y) : c(B) = B

}
.
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332 Canonical anti-commutation relations

Note that if Y is infinite-dimensional, CARalg(Y) does not contain an operator
analogous to the operator Q defined in (12.20). (The same remark applies to
CARC ∗

(Y) and CARW ∗
(Y) defined later on.)

12.5.2 C∗-CAR algebra

Proposition 12.50 There exists a unique C∗-norm on CARalg(Y).

Proof We already know that this is true if Y is finite-dimensional.
If Y has an infinite dimension, then CARalg(Y) is the union of CAR(Y1)

for finite-dimensional subspaces of Y. So CARalg(Y) is equipped with a unique
C∗-norm. �

Definition 12.51 The CAR C∗-algebra over Y is defined as

CARC ∗
(Y) :=

(
CARalg(Y)

)cpl
,

where the completion is w.r.t. the C∗-norm defined above. CARC ∗
(Y) is a

C∗-algebra.

The relationship between CAR representations and the algebra CARC ∗
(Y) is

given by the following theorem:

Proposition 12.52 If

Y � y �→ φπ (y) ∈ Bh(H)

is a CAR representation, then there exists a unique ∗-homomorphism of
C∗-algebras

π : CARC ∗
(Y) → B(H)

such that π(φ(y)) = φπ (y), y ∈ Y.

Proof We already know that this is true if we replace CARC ∗
(Y) with

CARalg(Y). π extends to CARC ∗
(Y) by continuity.

To see the uniqueness, note that every ∗-homomorphism between C∗-algebras
is continuous. �

Clearly, CARC ∗
(Y) coincides with CARC ∗

(Ycpl). Hence, it is enough to restrict
to complete Y.

Proposition 12.53 The parity α, the complex conjugation c and the trans-
position # are isometric, and hence extend by continuity from CARalg(Y) to
CARC ∗

(Y). For r ∈ O(Y), the same is true concerning the Bogoliubov automor-
phism r̂.
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12.5 CAR algebras: infinite dimensions 333

Proof Let A ∈ CARalg(Y). Then

spec A = spec α(A) = spec c(A) = spec A# = spec r̂(A).

Therefore, α, c, # and r̂ do not change the spectral radius of A. Hence, they are
isometric. �

Definition 12.54 We define CARC ∗
i (Y), i = 0, 1, and CliffC ∗

(Y) as in
Def. 12.49.

Theorem 12.55 If Y is an infinite-dimensional real Hilbert space, then
CARC ∗

(Y) is simple. If in addition Y is separable, then CARC ∗
(Y) is isomorphic

to UHF(2∞) defined in Subsect. 6.2.9.

Proof Choose an o.n. basis (e1+ , e1−, e2+ , e2−, . . . ) of Y. Let Yn be the space
spanned by the first n vectors of this basis. We have a commuting diagram,

CAR(Y2m ) ⊂ CAR(Y2m+2)
↓ ↓

B(⊗m C2) → B(⊗m+1C2),

where the vertical arrows are ∗-isomorphisms and the lower horizontal arrow is
A �→ A⊗1lC2 . Clearly,

⋃∞
m=1 Y2m is dense in Y. Hence,

CARC ∗
(Y) =

( ∞⋃
m=1

CAR(Y2m )

)cpl

�
( ∞⋃

m=1

B(⊗m C2)

)cpl

= UHF(2∞).
�

12.5.3 W ∗-CAR algebra

In Thm. 12.47 we defined the state tr on CAR(Y) for any finite-dimensional
Y. For an arbitrary Y this gives rise to a state on CARalg(Y), and hence on
CARC ∗

(Y), also denoted tr. We can perform the GNS representation using the
state tr and obtain the triple (Htr , πtr ,Ωtr), where

πtr : CARC ∗
(Y) → B(Htr)

is a faithful ∗-representation, Ωtr ∈ Htr is a vector cyclic for πtr(Htr) and

tr(A) = (Ωtr |πtr(A)Ωtr).

Definition 12.56 We define the W ∗-CAR algebra of Y as

CARW ∗
(Y) :=

(
πtr
(
CARC ∗

(Y)
))′′

.
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Since πtr is faithful, it defines an isomorphism of CARC ∗
(Y) onto

πtr(CARC ∗
(Y)). Therefore, in what follows these two algebras will be identi-

fied. Thus CARC ∗
(Y) is a σ-weakly dense sub-algebra of CARW ∗

(Y).
We have a normal state

(Ωtr |AΩtr), A ∈ CARW ∗
(Y). (12.33)

On CARC ∗
(Y) it coincides with tr. In what follows, we will write trA also for

(12.33).
Thm. 12.45 extends with obvious adjustments:

Theorem 12.57 (1) tr is a tracial state on CARW ∗
(Y).

(2) The conjugation c and the parity α extend to σ-weakly continuous involu-
tions on CARW ∗

(Y) preserving tr. For r ∈ O(Y), the same is true for the
Bogoliubov automorphism r̂.

(3) The identities of Thm. 12.45 (3) and (4) are true.

Definition 12.58 We define CARW ∗
i (Y), i = 0, 1, and CliffW ∗

(Y) as in Def.
12.49.

Theorem 12.59 If Y is an infinite-dimensional separable Hilbert space, then
CARW ∗

(Y) is isomorphic to HF (the unique hyper-finite type II1 factor described
in Subsect. 6.2.10).

Recall from Subsect. 6.5.2 that, for any 1 ≤ p ≤ ∞, we can define the space
Lp(CARW ∗

(Y), tr). For p = 1, it coincides with the space of normal functionals
on CARW ∗

(Y). For p = 2, it coincides with the GNS Hilbert space for the state
tr, denoted also Htr . Finally, for p =∞, it coincides with CARW ∗

(Y) itself.
For 1 ≤ p < ∞, CARalg(Y) is dense in Lp(CARW ∗

(Y), tr), so that
Lp(CARW ∗

(Y), tr), can be understood as the completion of CARalg(Y) in the
norm ‖A‖p := (tr|A|p)1/p .

Definition 12.60 Similarly to the case of a finite dimension, in the general case
we define the tracial or real-wave CAR representation over Y by

Y � y �→ φtr(y) := πtr(φ(y)) ∈ Bh(Htr).

12.5.4 Conditional expectations between CAR algebras

Consider a closed subspace Y1 of Y. Clearly, CARW ∗
(Y1) can be viewed as a

W ∗-sub-algebra of CARW ∗
(Y). Besides, CARW ∗

(Y) is equipped with a tracial
state tr. Therefore, by Subsect. 6.5.4, there exists a unique conditional expecta-
tion

EY1 : CARW ∗
(Y) → CARW 1 (Y1)

such that

trA = trEY1 (A), A ∈ CARW ∗
(Y).
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It commutes with the parity:

α ◦ EY1 = EY1 ◦ α.

It restricts to a conditional expectation between the corresponding CAR C∗-
algebras:

EY1 : CARC ∗
(Y) → CARC ∗

(Y1).

If {Yi}i∈I is an increasing net of closed subspaces of Y with ∪
i∈I
Yi dense in Y,

we have the norm convergence

lim
i

EYi
(A) = A, A ∈ CARC ∗

(Y), (12.34)

and the σ-weak convergence

σ−w − lim
i

EYi
(A) = A, A ∈ CARW ∗

(Y).

12.5.5 Irreducibility of infinite-dimensional CAR algebras

The following proposition extends Prop. 12.36 to the infinite-dimensional case.

Proposition 12.61 (1) Let A ∈ CARC ∗
0 (Y) commute with φ(y), y ∈ Y (and

hence with all CARC ∗
(Y)). Then A is proportional to 1l.

(2) Let a non-zero A ∈ CARC ∗
1 (Y) commute with φ(y), y ∈ Y (and hence with

all CARC ∗
(Y)). Then dimY is finite and odd, and A is proportional to Q.

(3) Let a non-zero A ∈ CARC ∗
(Y) anti-commute with φ(y), y ∈ Y (and hence

with all CARC ∗
1 (Y)). Then dimY is finite and even, and A is proportional

to Q.

Proof We pick an increasing net Yi , i ∈ I of finite-dimensional subspaces of
Y with (

⋃
i∈I Yi)cl = Y. Let Ei be the conditional expectation onto CAR(Yi).

Let A ∈ CARC ∗
0 (Y) such that Aφ(y) = φ(y)A for y ∈ Y. Let Ai := Ei(A). Since

Eiφ(y) = φ(y), y ∈ Yi , we obtain from Prop. 6.83 that Aiφ(y) = φ(y)Ai , y ∈ Yi .
By Prop. 12.36, this implies that, for all i, Ai = λi1l. We know that lim

i
Ai = A

by (12.34). Hence, lim
i

λi =: λ exists and A = λ1l. This proves (1).

Let us now prove (2). Let us assume that there exists A with the stated prop-
erties, and that dimY is infinite. We pick an increasing net of finite-dimensional
subspaces Yi of odd dimensions as above, equip them with orientations and
denote by Qi the associated volume elements as in (12.20). Considering the
net Ai := EiA, we know by Prop. 12.36 that, for all i, Ai = λiQi . Clearly, if
i ≤ j, then Ei(Qj ) = Qi , which implies that λi coincide and equal a certain
non-zero number λ. Since A := lim

i
Ai �= 0 exists, lim

i
Qi �= 0. Using now the

CAR we see that if Yi , Yj are two finite-dimensional spaces with Yi � Yj , then

https://www.cambridge.org/core/terms. https://www.cambridge.org/core/product/3F2652F5759A09E8165EE08E3F91CC35
Downloaded from https://www.cambridge.org/core. IP address: 18.191.223.123, on 21 Jul 2024 at 04:58:56, subject to the Cambridge Core terms of use, available at

https://www.cambridge.org/core/terms
https://www.cambridge.org/core/product/3F2652F5759A09E8165EE08E3F91CC35
https://www.cambridge.org/core
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‖Qi −Qj‖ = 1, which is a contradiction, since Y is infinite-dimensional. The
proof of (3) is similar. �

The following proposition is the W ∗-analog of Prop. 12.61.

Proposition 12.62 (1) Let A ∈ CARW ∗
0 (Y) commute with φ(y), y ∈ Y (and

hence with all CARW ∗
(Y)). Then A is proportional to 1l.

(2) Let a non-zero A ∈ CARW ∗
1 (Y) commute with φ(y), y ∈ Y (and hence with

all CARW ∗
(Y)). Then dimY is finite and odd, and A is proportional to Q.

(3) Let a non-zero A ∈ CARW ∗
(Y) anti-commute with φ(y), y ∈ Y (and hence

with all CARW ∗
1 (Y)). Then dimY is finite and even, and A is proportional

to Q.

Proof The proof of (1) is completely analogous to Prop. 12.61. Let us explain
the modifications for the proof of (2). By the same arguments as in Prop. 12.61,
we obtain that lim

i
Qi exists in the σ-weak topology. Working in the GNS repre-

sentation for the tracial state, we see that lim
i

QiΩ does not exist. The proof of

(3) is similar. �

12.6 Notes

Clifford relations and Clifford algebras appeared in mathematics before quantum
theory, in Clifford (1878). They will be further discussed in Chap. 15.

Canonical anti-commutation relations were introduced in the description of
fermions by Jordan–Wigner (1928).

Pauli matrices were introduced by Pauli (1927) to describe spin 1
2 particles.

Mathematical properties of CAR algebras were extensively studied; see e.g.
the review paper by Araki (1987) and the book by Plymen–Robinson (1994).
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13

CAR on Fock spaces

This chapter is devoted to the study of Fock representations of the canonical anti-
commutation relations, a basic tool of quantum many-body theory and quantum
field theory. It is parallel to Chap. 9, where Fock CCR representations were
studied.

The basic framework is almost the same as in Chap. 9. Throughout this chapter
Z is a Hilbert space, called the one-particle space. We will consider the Fock CAR
representation acting on the fermionic Fock space Γa(Z).

As in Sect. 1.3, we introduce the space

Y = Re(Z ⊕ Z) := {(z, z) : z ∈ Z},
which will serve as the dual phase space of our system. Recall that in the bosonic
case we equipped Y with the structure of the Kähler space consisting of the
anti-involution j, the Euclidean scalar product · and the symplectic form ω:

j(z, z) := (iz, iz), (13.1)

(z, z) · (w,w) := 2Re(z|w), (13.2)

(z, z)·ω(w,w) := 2Im(z|w) = −(z, z) · j(w,w). (13.3)

In our presentation of the fermionic case, we will need the Kähler anti-involution
j. The symplectic form ω will not be used. Instead of the scalar product (13.2)
we will use another scalar product,

(z, z)·ν(w,w) := Re(z|w) =
1
2
(z, z) · (w,w).

Again we will avoid identifing Z with Y.
CY is identified with Z ⊕ Z by the map

CY � (z1 + z1) + i(z2 + z2) �→ (z1 + iz2 , z1 − iz2) ∈ Z ⊕ Z.

Y# , the space dual to Y, is canonically identified with Re(Z ⊕ Z) by using the
scalar product (9.2), and CY# is identified with Z ⊕ Z.

13.1 Fock CAR representation

Consider the fermionic Fock space Γa(Z). Recall that, for z ∈ Z, a∗(z), resp.
a(z) denote the corresponding creation, resp. annihilation operators defined in
Sect. 3.4.
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338 CAR on Fock spaces

13.1.1 Field operators

Definition 13.1 For y = (z1 , z2) ∈ CY, the corresponding field operator acts
on Γa(Z) and is defined as

φ(z1 , z2) := a∗(z1) + a(z2). (13.4)

Recall that I := (−1)N .

Theorem 13.2 (1) Operators φ(z1 , z2) are bounded and

φ(z1 , z2)∗ = φ(z2 , z1).

In particular, φ(z, z) are self-adjoint.
(2) [φ(w1 , w2), φ(z1 , z2)]+ = (w2 |z1) + (z2 |w1). Hence, in particular,

[φ(w,w), φ(z, z)]+ = 2(w,w)·ν(z, z)1l.

(3) [φ(z1 , z2), I]+ = 0.
(4) If p ∈ B(Z), we have

Γ(p)φ(z1 , z2) = φ(pz1 , p∗−1z2)Γ(p).

(5) If h ∈ B(Z), we have

[dΓ(h), φ(z1 , z2)] = φ(hz1 ,−h∗z2).

(6) We have an irreducible CAR representation,

Y � (z, z) �→ φ(z, z) ∈ Bh
(
Γa(Z)

)
. (13.5)

For further reference let us record:

Proposition 13.3 Let A ∈ B
(
Γa(Z)

)
anti-commute with φ(y), y ∈ Y. Then A

is proportional to I.

Definition 13.4 (13.5) is called the Fock CAR representation over Y in Γa(Z).

Remark 13.5 Suppose that Z = Cm and (e1 , . . . , em ) is the canonical basis of
Cm . Clearly, Γa(C) can be identified with C2 . Therefore, we have the identifica-
tion

⊗m C2 � ⊗m Γa(C) � Γa(Cm ).

Under this identification, φJW
2j−1 , resp. φJW

2j acting on ⊗m C2 defined in (12.12)
coincides with φ(ej , ej ), resp. φ(iej ,−iej ) acting on Γa(Cm ). Note that

(e1 , e1), (ie1 ,−ie1), . . . , (em , em ), (iem ,−iem )

is an o.n. basis of (Y, ν). Thus, the Jordan–Wigner representation over R2m in
⊗m C2 coincides with the Fock representation over R2m on Γa(Cm ).
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13.2 Real-wave and complex-wave CAR representation on Fock spaces 339

13.1.2 Extended Fock representation

Note that I implements the parity transformation, since

Iφ(z, z)I−1 = −φ(z, z).

Let us extend the scalar product ν to the space Y ⊕ R by

(z1 , z1)·ν(z2 , z2) + t1t2 := Re(z1 |z2) + t1t2 .

Clearly,

Y ⊕ R � (z, z, t) �→ φ(z, z) + tI ∈ B
(
Γa(Z)

)
(13.6)

is also an irreducible representation of the CAR.

Definition 13.6 (13.6) is called the extended Fock CAR representation over
Y ⊕ R in Γa(Z).

Remark 13.7 Extending Remark 13.5 in an obvious way, we note that the
representation (12.14) over R2m+1 in ⊗m C2 can be identified with the extended
Fock representation over R2m+1 in Γa(Cm ).

13.1.3 Slater determinants

Let W be a finite-dimensional oriented subspace of Z. (For the definition of an
oriented complex space see Subsect. 3.6.8.) Let (w1 , . . . , wn ) be an o.n. basis of
W compatible with the orientation. Then

a∗(w1) · · · a∗(wn )Ω =
√

n! w1 ⊗a · · · ⊗a wn (13.7)

is a normalized vector.

Definition 13.8 Vectors of the form (13.7) are called Slater determinants. If
W = Z, then (13.7) is called a ceiling vector.

If u ∈ U(W), then

a∗(uw1) · · · a∗(uwn )Ω = (det u)a∗(w1) · · · a∗(wn )Ω.

Thus a Slater determinant depends only on the oriented subspace W.

13.2 Real-wave and complex-wave CAR representation
on Fock spaces

In Subsects. 12.4.2 and 12.5.3 we introduced the concept of a real-wave CAR
representation by using the GNS representation for the canonical tracial state.
There exists a convenient alternative description of this representation that uses
the Fock CAR representation, which we will discuss in this section.
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340 CAR on Fock spaces

We will also introduce the complex-wave CAR representation – an analog of
the complex-wave CCR representation, which we discussed in Subsect. 9.2.1.

13.2.1 Real-wave CAR representation on Fock spaces

Let Y be a real Hilbert space. Clearly, CY is a complex Hilbert space possess-
ing a natural conjugation. For typographical reasons, this conjugation will be
sometimes denoted χ.

In this subsection we continue to discuss the real-wave representation in an
arbitrary dimension.

We will consider the Fock space Γa(CY) equipped with the corresponding
conjugation. Γa(Y) is its real subspace of elements fixed by the conjugation
Γ(χ). Linear operators that preserve Γa(Y) are called real.

Introduce the following operators on the fermionic Fock space Γa(CY):

φl(y) := a∗(y) + a(y),

φr(y) := Λ
(
a∗(y) + a(y)

)
Λ, y ∈ Y,

where we recall that Λ = (−1)N (N −1)/2 .

Theorem 13.9 (1) We have two mutually commuting CAR representations:

Y � y �→ φl(y) ∈ Bh
(
Γa(CY)

)
, (13.8)

Y � y �→ φr(y) ∈ Bh
(
Γa(CY)

)
. (13.9)

That means, for y1 , y2 ∈ Y,

[φl(y1), φl(y2)]+ = [φr(y1), φr(y2)]+ = 2y1 ·νy21l, [φl(y1), φr(y2)] = 0.

(2) We have

φl(w) = a∗(w) + a(χw), φl(w)∗ = φ(χw), w ∈ CY. (13.10)

(3) Let πl : CARC ∗
(Y) → B

(
Γa(CY)

)
be the ∗-homomorphism obtained by

Prop. 12.31 from the CAR representations (13.8). Then Ω is a cyclic vec-
tor representative for the state tr and the representation πl. Therefore, πl

is the GNS representation of CARC ∗
(Y) for the state tr and it extends to a

∗-isomorphism of CARW ∗
(Y) onto πl

(
CARC ∗

(Y)
)′′

.
(4) Let J be the modular conjugation for the state tr. Then J = ΛΓ(χ). We have

Jφl(y)J = φr(y), y ∈ Y.

(5) We have

πl(c(A)
)

= Γ(χ)πl(A)Γ(χ), A ∈ CAR(Rn ).

Consequently, πl
(
Cliff(Y)

)
consists of real elements of πl

(
CAR(Y)

)
.

Proof Statements (1) and (2) are simple computations.
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13.2 Real-wave and complex-wave CAR representation on Fock spaces 341

Consider the GNS representation of CARC ∗
(Y) w.r.t. the state tr, denoted

(Htr , πtr ,Ωtr). The Hilbert space Htr contains CARC ∗
(Y) as a dense subspace,

equipped with the scalar product

trA∗B, A,B ∈ CARC ∗
(Y).

Let us define a linear operator
a l
Γa(CY) � a �→ Ua := Op(a) ∈ CARC ∗

(Y) ⊂ Htr .

The identity

trOp(b)∗Op(c) = (b|c) (13.11)

implies that U extends to a unitary operator

U : Γa(CY) → Htr .

U maps Ω ∈ Γa(CY) onto Op(1) = 1l = Ωtr.
We have

πtr(A)B = AB, A ∈ CARC ∗
(Y), B ∈ CARC ∗

(Y) ⊂ Htr .

In particular, consider A = Op(y) = φ(y), y ∈ Y, and B = Op(b). Adding up
(12.27) and (12.28) we obtain

πtr
(
φ(y)
)
Op(b) = Op

(
y·b + (νy)·∇v b

)
.

Therefore,

U∗πtr
(
φ(y)
)
U = y·v + (νy)·∇v

= a∗(y) + a(y) = πl(y).

This proves (3). �

By the above theorem, we can identify the representation πl with the real-wave
representation πtr considered in Subsect. 12.5.3.

13.2.2 Operators in the real-wave CAR representation

This subsection is parallel to Subsect. 9.3.5, where we studied operators in the
real-wave CCR representation. For brevity, we will write R for CARW ∗

(Y).
Let us use the terminology of non-commutative probability spaces, introduced

in Sect. 6.5. By Thm. 13.9, we have a canonical unitary identification

L2(R, tr
) � Γa(CY). (13.12)

Thus the real-wave representation acts on a “non-commutative L2 space”, which
we view as a justification for the name “real-wave representation of CAR” for
the constructions described above.
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342 CAR on Fock spaces

Definition 13.10 Let a be a contraction on Y. We define an operator Γrw(a)
on L2 (R, tr) = Γa(CY) by

Γrw(a) = Γ(aC).

Proposition 13.11 (1) Let a be a contraction on Y, b, c ∈ Γa(CY) and c =
Γrw(a)b. Then, if we use the identification (13.12), we have

Op(c) = Op
(
Γ(a)b

)
.

(2) Let Y1 be a closed subspace of Y and e1 the orthogonal projection onto Y1 .
Then

Γrw(e1) = EY1 ,

where EY1 is the conditional expectation introduced in Subsect. 12.5.4.
(3) Let r ∈ O(Y). Then r̂, defined originally as an automorphism of R, can be

extended to a unitary operator on L2(R, tr). If we denote this extension also
by r̂, we have

Γrw(r) = r̂.

The following fermionic analog of Prop. 9.29 is due to Gross (1972):

Proposition 13.12 Let a ∈ B(Y). Then if ‖a‖ ≤ 1, Γrw(a) is positivity pre-
serving. It follows that Γrw(a) extends to a contraction on Lp(R, tr) for all
1 ≤ p ≤ ∞.

Proof We follow the proof in Prop. 9.29, writing a as j∗uj. The map Γrw(j)
becomes

L2(R, tr) � A �→ A⊗ 1l ∈ L2(R, tr)⊗ L2(R, tr),

which is positivity preserving, as well as Γrw(j∗) = Γrw(j)∗. If A ∈ R⊗R, then
Γrw(u)A as an operator on Γa(CY ⊕ CY) equals Γ(uC)AΓ(uC)−1 , which belongs
to R⊗R and is positive if A is. Hence, Γ(uC) is positivity preserving. The second
statement then follows from Thm. 6.81. �

The following fermionic version of Nelson’s hyper-contractivity theorem is due
to Gross (1972) and Carlen–Lieb (1993):

Theorem 13.13 Let a ∈ B(Y), 1 < p ≤ q < ∞ and

‖a‖ ≤ (p− 1)
1
2 (q − 1)−

1
2 .

Then Γrw(a) is a contraction from Lp(R, tr) to Lq (R, tr).

13.2.3 Complex-wave CAR representation in finite dimensions

One can reformulate the Fock CAR representation so that it becomes analo-
gous to the complex-wave CCR representation considered in Subsect. 9.2.1. For
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13.2 Real-wave and complex-wave CAR representation on Fock spaces 343

simplicity, at first we restrict ourselves to finite-dimensional spaces Z. We iden-
tify Z# with Z using the scalar product.

Recall that an alternative notation for Γa(Z) is Pola(Z). Elements of Pola(Z)
are treated as sequences whose n-th element is an anti-symmetric n-linear form
on Z. Thus to define F ∈ Pola(Z) we need to specify

F (z1 , . . . , zn ), z1 , . . . , zn ∈ Z, n = 0, 1, 2, . . . . (13.13)

In algebraic formulas we write F (z) instead of (13.13), treating z as the “generic
variable” in Z, as discussed in Subsect. 3.5.1.

Likewise, an alternative notation for Γa(Z) is Pola(Z). Applying the complex
conjugation to F ∈ Pola(Z), we obtain F ∈ Pola(Z) such that

F (z1 , . . . , zn ) = F (z1 , . . . , zn ), z1 , . . . , zn ∈ Z, n = 0, 1, 2, . . . . (13.14)

We will commonly write F (z) or F (z) instead of (13.14), treating z as the
“generic variable” in Z.

Let us fix a (complex) volume form dz on Z compatible with the scalar product
of Z, and let dz be the dual volume form on Z. As in Subsect. 7.2.1, if A ∈
CPola(Z ⊕ Z), we can define its Berezin integral,ˆ

A(z, z)dzdz.

Equip Pola(Z) with the scalar product

(F |G) :=
ˆ

F (z)G(z)ez ·zdzdz.

We define the map T cw : Γa(Z) → Pola(Z) by

T cwΨ(z1 , . . . , zn ) :=
1√
n!

(z1 ⊗a · · · ⊗a zn |Ψ), Ψ ∈ Γa(Z), z1 , . . . , zn ∈ Z.

Applying Thm. 7.23 (2) to Y = Z, Y# = Z, we obtain the following theorem:

Theorem 13.14 (1) The operator T cw is unitary, that is, for Φ,Ψ ∈ Γa(Z),

(Φ|Ψ) =
ˆ

T cwΦ(z)T cwΨ(z)ez ·zdzdz.

(2) For w ∈ Z we have

T cwΩ = 1,

T cwa∗(w) = w · z T cw ,

T cwa(w) = w · ∇z T cw ,(
T cwΓ(p)Ψ

)
(z) = (T cwΨ)(p# z), p ∈ B(Z), Ψ ∈ Γa(Z).

Proposition 13.15 For w ∈ Z, define an operator on Pola(Z) by

φcw (w,w) := w · z + w · ∇z .
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344 CAR on Fock spaces

The map

Re(Z ⊕ Z) � (w,w) �→ φcw (w,w) ∈ Bh
(
Pola(Z)

)
is a CAR representation unitarily equivalent to the Fock representation:

φcw (w,w) = T cw(a∗(w) + a(w)
)
T cw∗. (13.15)

Definition 13.16 (13.15) is called the basic form of the complex-wave CAR
representation.

13.2.4 Complex-wave CAR representation: the general case

If Z is infinite-dimensional, the Berezin integral does not exist anymore. There-
fore, strictly speaking, the definition of the complex-wave CAR representation
has to be modified. We will need to use the formalism of non-commutative prob-
ability spaces.

Let us start by defining an appropriate real-wave CAR representation with
a tracial state that will replace the Berezin integral. Consider the space Z ⊕ Z
equipped with a natural conjugation

χ(z1 , z2) := (z2 , z1), (z1 , z2) ∈ Z ⊕ Z,

whose real subspace is Re(Z ⊕ Z). Re(Z ⊕ Z) is equipped with the symmetric
form

(z, z)·ν(z′, z′) := 2Re(z|z′), (z, z), (z′, z′) ∈ Re(Z ⊕ Z).

Following Thm. 13.9, consider the real-wave CAR representation

Re(Z ⊕ Z) � (z, z) �→ φrw (z, z) := a∗(z, z) + a(z, z) ∈ Bh
(
Γa(Z ⊕ Z)

)
.

The fields φrw (z, z), z ∈ Z, generate a von Neumann algebra R isomorphic to
CARW ∗(

Re(Z ⊕ Z)
)
. As in (13.10), we extend these fields from Re(Z ⊕ Z) to

Z ⊕ Z by complex linearity, setting for (z1 , z2) ∈ Z ⊕ Z
φrw (z1 , z2) := a∗(z1 , z2) + a(z2 , z1) ∈ R.

We have

φrw (z1 , z2)∗ = φrw (z2 , z1),

[φrw (z1 , z2), φrw (z′1 , z
′
2)]+ = 2(z1 |z′2) + 2(z2 |z′1). (13.16)

Denote by Rc̃w the σ-weakly closed (but non-self-adjoint) sub-algebra of R gen-
erated by φrw (z, 0), z ∈ Z.

Theorem 13.17 There exists a unique bounded linear map

T c̃w : Γa(Z) → L2(R, tr)
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13.3 Wick and anti-Wick fermionic quantization 345

such that

T c̃wΩ := 1l,

T c̃wa∗(z) = φrw (z, 0)T c̃w , z ∈ Z.

The map is isometric, i.e.

(Φ|Ψ) = tr
(
T c̃wΦ

)∗
T c̃wΨ, Φ,Ψ ∈ Γa(Z). (13.17)

It satisfies

T c̃wa(z) = φrw (0, z)T c̃w , z ∈ Z,

T c̃wΓ(p) = Γrw(p⊕ p)T c̃w , p ∈ B(Z).

The image of T c̃w is a commutative sub-algebra of L2(R, tr).

Definition 13.18 The image of T c̃w is denoted by L2(Rc̃w , tr).

Proposition 13.19 For z ∈ Z, the multiplication by φrw (z, z) preserves
L2(Rc̃w , tr). Therefore,

φc̃w (z, z)A := φrw (z, z)A, A ∈ L2(Rc̃w , tr),

defines an operator on L2(Rc̃w , tr). The map

Re(Z ⊕ Z) � (z, z) �→ φc̃w (z, z) ∈ Bh
(
L2(Rc̃w , tr)

)
is a CAR representation unitarily equivalent to the Fock representation:

φc̃w (z, z) = T c̃w(a∗(z) + a(z)
)
T c̃w∗. (13.18)

Definition 13.20 (13.18) is called the alternate form of the complex-wave CAR
representation.

13.3 Wick and anti-Wick fermionic quantization

This section is parallel to Sect. 9.4, where the bosonic Wick and anti-Wick quan-
tizations were considered.

The framework of this section is the same as that of the whole chapter. Recall
that Z is a Hilbert space, Y = Re(Z ⊕ Z) and we identify Y# � Re(Z ⊕ Z).
Recall from Subsect. 3.5.6 that CPola(Y# ) is identified with Pola(Z ⊕ Z).

We consider the Fock CAR representation

Y � y �→ φ(y) ∈ Bh
(
Γa(Z)

)
.

Recall that CARalg(Y) is the ∗-algebra generated by φ(y), y ∈ Y. It can be
represented by operators on the space Γa(Z). Recall that Λ = (−1)N (N −1l)/2 .

We will define and study the fermionic Wick and anti-Wick quantizations.
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346 CAR on Fock spaces

13.3.1 Wick and anti-Wick ordering

Recall that, with b ∈ Pola(Z), in Subsect. 3.4.4 we defined the multiple creation
and annihilation operators. We obtain two homomorphisms,

Pola(Z) � b �→ a∗(b) ∈ CARalg(Y),

Pola(Z) � b �→ a(Λb) ∈ CARalg(Y).

Note that the possibility of unambiguously defining a∗(b) and a(b) follows from
the fact that Z and Z are isotropic subspaces of CY for the bilinear symmetric
form νC.

Definition 13.21 For b1 , b2 ∈ Pola(Z) we set

Opa∗,a(b1b2) := a∗(b1)a(Λb2),

Opa,a∗
(b2b1) := a(Λb2)a∗(b1).

These maps extend by linearity to maps

CPola(Y# ) � b �→ Opa∗,a(b) ∈ CARalg(Y),

CPola(Y# ) � b �→ Opa,a∗
(b) ∈ CARalg(Y),

(13.19)

called the Wick and anti-Wick fermionic quantizations.

Definition 13.22 The inverse maps to (13.19) will be denoted by

CARalg(Y) � B �→ sa∗,a
B ∈ CPola(Y# ),

CARalg(Y) � B �→ sa,a∗
B ∈ CPola(Y# ).

The anti-symmetric polynomial sa∗,a
B , resp. sa,a∗

B is called the Wick, resp. anti-
Wick symbol of the operator B.

Remark 13.23 If we fix an o.n. basis (ei : i ∈ I) of Z parametrized by a totally
ordered set I, and write

b =
∑

{i1 ,...,im },{i′n ,...,i′i }⊂I

bi1 ,...,im ;i′n ,...,i1 zi1 · · · zim
zi′n · · · zi′1 ,

c =
∑

{i1 ,...,im },{i′n ,...,i′i }⊂I

ci1 ,...,im ;i′n ,...,i1 zi1 · · · zim
zi′n · · · zi′1 ,

then we have explicit formulas

Opa∗,a(b) =
∑

{i1 ,...,im },{i′n ,...,i′i }⊂I

bi1 ,...,im ;i′n ,...,i1 a
∗
i1
· · · a∗

im
ai′n · · · ai′1 ,

Opa,a∗
(c) =

∑
{i1 ,...,im },{i′n ,...,i′i }⊂I

ci1 ,...,im ;i′n ,...,i1 ai1 · · · aim
a∗

i′n
· · · a∗

i′1
.
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Proposition 13.24 (1) Opa∗,a(b)∗ = Opa∗,a(Λb) and Opa,a∗
(b)∗ = Opa,a∗

(Λb).
(2) Let w ∈ Z, b ∈ CPola(Y# ). Then

Opa∗,a(w·b) = a∗(w)Opa∗,a(b), Opa∗,a(b·w) = Opa∗,a(b)a(w),

a∗(w)Opa∗,a(b)−Opa∗,a(Ib)a∗(w) = Opa∗,a(w·∇z b),

a(w)Opa∗,a(b)−Opa∗,a(Ib)a(w) = Opa∗,a(w·∇z b).

(3) If Opa,a∗
(b−) = Opa∗,a(b+), then

b+(z, z) = e∇z ·∇z b−(z, z)

=
´

e(z−z1 )·(z−z 1 )b−(z1 , z1)dz1dz1 .

(4) If Opa∗,a(b1)Opa∗,a(b2) = Opa∗,a(b), then

b(z, z) = e∇z 1
·∇z 1 b1(z, z1)b2(z1 , z)

∣∣
z1 =z

=
´

e(z−z1 )·(z−z 1 )b1(z, z1)b2(z1 , z)dz1dz1 .

(5) The Wick quantization satisfies(
Ω|Opa∗,a(b)Ω

)
= b(0), b ∈ CPola(Y# ). (13.20)

Proof It suffices to prove (1) and (2) when b is a monomial, which is an easy
computation.

To prove (3) and (4), we use the complex-wave representation. We see that
the Wick, resp. anti-Wick, quantization can be seen as the z,∇z resp. ∇z , z

quantization. (3) and (4) follow then from Thm. 7.26. �

The following formula is the fermionic version of what is usually called Wick’s
theorem. We will give its diagrammatic interpretation in Chap. 20.

Theorem 13.25 Let b1 , . . . , bn ∈ CPola(Y# ). Let b ∈ CPola(Y# ) and

Opa∗,a(b) = Opa∗,a(b1) · · ·Opa∗,a(bn ).

Then

b(z, z)

= exp
(∑

i>j

∇z i
·∇zj

)
b1(z1 , z1) · · · bn (zn , zn )

∣∣
z=z1 =···=zn

,

(
Ω|Opa∗,a(b1) · · ·Opa∗,a(bn )Ω

)
= exp

(∑
i>j

∇z i
·∇zj

)
b1(z1 , z1) · · · bn (zn , zn )

∣∣
0=z1 =···=zn

.
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348 CAR on Fock spaces

13.3.2 Relation between Wick, anti-Wick

and anti-symmetric quantizations

We can introduce the anti-symmetric quantization

Pola(Z ⊕ Z) � CPola(Y# ) � b �→ Op(b) ∈ B
(
Γa(Z)

)
as in Sect. 12.4.

Proposition 13.26 Let b, b+ , b− ∈ CPola(Y# ). Let

Opa∗,a(b+) = Op(b) = Opa,a∗
(b−).

(1) The anti-symmetric symbol is given in terms of the Wick symbol by

b(z, z) = e
1
2 ∇z ·∇z b+(z, z)

= 2d
´

e2(z−z 1 )·(z−z1 )b+(z1 , z1)dz1dz1 .

(2) The anti-symmetric symbol is given in terms of the anti-Wick symbol by

b(z, z) = e−
1
2 ∇z ·∇z b−(z, z)

= 2d
´

e−2(z−z 1 )·(z−z1 )b−(z1 , z1)dz1dz1 .

Proof To prove (1) we can assume that b+(z, z) = b1(z)b2(z), so that

Opa∗,a(b+) = a∗(b1)a(b2) = Op(b1)Op(b2) = Op(b),

using that Z,Z are isotropic for the scalar product ν. Using Prop. 12.42 we get
that

b(z, z) = e(∇z 1
,∇z 1 )·ν (∇z 2

,∇z 2 )b1(z1)b2(z2)
∣∣
z1 =z2 =z

= e
1
2 ∇z ·∇z b1(z)b2(z),

which proves (1). Statement (2) follows then from Prop. 13.24. �

13.3.3 Wick quantization: the operator formalism

This subsection is parallel to Subsect. 9.4.5 about the bosonic case.
We will now treat Wick symbols as operators acting on the Fock space. We

will restrict ourselves to a rather small class of such operators.
Recall that if N is the number operator, then 1l{n}(N) is the projection from

Γs(Z) onto Γn
s (Z). Similarly to the bosonic case, for b ∈ B

(
Γa(Z)

)
we set bn,m :=

1l{n}(N)b1l{m}(N) and

Bfin(Γa(Z)
)

=
{
b ∈ B

(
Γa(Z)

)
: there exists n0 such that bn,m = 0 for n,m > n0

}
.
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13.3 Wick and anti-Wick fermionic quantization 349

Definition 13.27 Let b ∈ Bfin
(
Γa(Z)

)
. The Wick quantization of b is defined

as the quadratic form on Γfin
a (Z) such that for Φ,Ψ ∈ Γfin

a (Z),

(Φ|Opa∗,a(b)Ψ)

=
∞∑

n,m=0

∞∑
k=0

√
(n + k)!(m + k)!

k!
(Φ|bn,m ⊗ 1l⊗k

Z Ψ). (13.21)

The above definition can be viewed as a generalization of Def. 13.21.

Proposition 13.28 Let b ∈ CPola(Y# ) � Pola(Z ⊕ Z) be identified with b ∈
Bfin
(
Γa(Z)

)
by

(zn ⊗a · · · ⊗a z1 |bn,m z′m ⊗a · · · ⊗a z′1) (13.22)

=
(n + m)!

n!m!
bn,m (zn ⊗a · · · ⊗a z1 ⊗a z′1 ⊗a · · · z′m ), z1 , . . . , zn , z′1 , . . . , z

′
m ∈ Z.

Then Opa∗,a(b) in the sense of Def. 13.21, which involves b in the first meaning,
coincides with Opa∗,a(b) in the sense of Def. 13.27, involving b in the second
meaning.

Proof Choose a totally ordered o.n. basis in Z. Let

b = ei1 ⊗a · · · ⊗a ein
⊗a ejm

⊗a · · · ⊗a ej1 .

Then Opa∗,a(b) in the sense of Def. 13.21 equals

a∗
i1
· · · a∗

in
ajm

· · · aj1 . (13.23)

(13.22) identifies b with the operator

|ei1 ⊗a · · · ⊗a ein
)(ej1 ⊗a · · · ⊗a ejm

|.
Opa∗,a(b) in the sense of Def. 13.27 is the quadratic form on Γfin

a (Z) equal to
∞∑

k=0

√
(n + k)!(m + k)!

k!
|ei1 ⊗a · · · ⊗a ein

)(ej1 ⊗a · · · ⊗a ejm
| ⊗ 1l⊗k

Z . (13.24)

It is easy to see that (13.23) and (13.24) are equal. �

Proposition 13.29 Let b ∈ Bfin
(
Γa(Z)

)
, h ∈ B(Z) ⊂ Bfin

(
Γa(Z)

)
, p ∈

B(Z,Z). Then

Opa∗,a(b)∗ = Opa∗,a(b∗),

Opa∗,a(h) = dΓ(h),

[dΓ(h),Opa∗,a(b)] = Opa∗,a(hb− bh∗),

Γ(p)Opa∗,a(bΓ(p)
)

= Opa∗,a(Γ(p)b
)
Γ(p),

Γ(p)Opa∗,a(b) = Opa∗,a(Γ(p)bΓ(p∗)
)
Γ(p) if p is isometric,

Γ(p)Opa∗,a(b)Γ(p∗) = Opa∗,a(Γ(p)bΓ(p∗)
)

if p is unitary.
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350 CAR on Fock spaces

The following proposition describes the special class of particle preserving
operators. Recall that the operator Θ(σ) is defined in Def. 3.11.

Theorem 13.30 If b ∈ B
(
Γm

a (Z)
)
, then

(Φ|Opa∗,a(b)Ψ) =
∞∑

k=0

(m+k)!
k ! (Φ|b⊗ 1lkZΨ) .

Thus

1
m!

Opa∗,a(b)
∣∣
Γm + k

a (Z) =

( ∑
1≤i1 < ···<im ≤m+k

bm+k
i1 ,...,im

)∣∣
Γm + k

a (Z) ,

where the operators bm+k
i1 ,...,im

∈ B
(
Γm+k

a (Z)
)

are defined as follows:

bm+k
i1 ,...,im

:= Θ(σ) b⊗ 1l⊗k
Z Θ(σ)−1

∣∣
Γm + k

a (Z) ,

where σ ∈ Sm+k is any permutation that transforms (1, . . . , m) onto (i1 , . . . , im ).

13.3.4 Estimates on Wick polynomials

Fermionic Wick monomials tend to be bounded more often than bosonic ones.
Here is an example of this phenomenon:

Proposition 13.31 Let h ∈ B1(Z) be positive. Then ‖dΓ(h)‖ = Trh.

We also have a fermionic analog of bosonic Nτ estimates described in Prop.
9.50. The proof in the fermionic case is fully analogous to that in the bosonic
case.

Proposition 13.32 Let b ∈ B
(
Γq

a(Z),Γp
a (Z)

) ⊂ Bfin
(
Γa(Z)

)
for p, q ∈ N. Let

m > 0 be a self-adjoint operator on Z. Then for all Ψ1 , Ψ2 ∈ Γa(Z) one has∣∣∣(dΓ(m)−p/2Ψ1 |Opa∗,a(b)dΓ(m)−q/2Ψ2

)∣∣∣
≤ ‖Γ(m)−

1
2 bΓ(m)−

1
2 ‖‖Ψ1‖‖Ψ2‖.

13.4 Notes

The Wick theorem goes back to Wick (1950).
The fermionic real-wave representation is due to Segal (1956). Second quan-

tized operators in the fermionic real-wave representation were studied by Gross
(1972) and Carlen–Lieb (1993).

The fermionic complex-wave representation was developed by Shale–
Stinespring (1964).
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14

Orthogonal invariance of CAR algebras

Let (Y, ν) be a real Hilbert space.
Recall that O(Y) denotes the group of orthogonal operators on Y and that

o(Y) denotes the Lie algebra of bounded anti-self-adjoint operators.
The main aim of this chapter is to discuss the invariance of CAR algebras

(mostly C∗- but also W ∗-CAR algebras) with respect to the orthogonal group.
We will restrict ourselves to the results that are independent of a representation.
In particular, they will not involve any Fock representation nor a distinguished
Kähler structure. Orthogonal invariance of CAR algebras on Fock spaces will be
studied separately in Chap. 16.

To some extent, this chapter can be viewed as an analog of Chap. 10 about
the symplectic invariance of CCR in finite dimensions. However, in this chapter
we consider the case of an arbitrary dimension, since for the CAR this does not
introduce any serious additional difficulties, unlike for the CCR.

14.1 Orthogonal groups

14.1.1 Group O1(Y)

Recall that if dimY is finite, besides the group O(Y) and the Lie algebra o(Y)
we have the group SO(Y) :=

{
r ∈ O(Y) : det r = 1

}
. If dimY is arbitrary, we

still have O(Y) and o(Y), but there seems to be no analog of SO(Y). However,
there exists a natural extension of the triple

(
O(Y), SO(Y), o(Y)

)
to infinite

dimensions described in the following definition:

Definition 14.1 Set

O1(Y) :=
{
r ∈ O(Y) : r − 1l ∈ B1(Y)

}
,

SO1(Y) :=
{
r ∈ O1(Y) : det r = 1

}
,

o1(Y) := o(Y) ∩B1(Y).

We equip all of them with the metric given by the trace-class norm.

Proposition 14.2 (1) O1(Y) is a group and SO1(Y) is its subgroup.
(2) We have an exact sequence of groups

1 → SO1(Y) → O1(Y) → Z2 → 1. (14.1)

(3) o1(Y) is a Lie algebra and if a ∈ o1(Y), then ea ∈ SO1(Y).
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352 Orthogonal invariance of CAR algebras

Proof We use the fact that the determinant is a homomorphism of O1(Y) onto
{1,−1}. �

We have the following characterization of elements of SO1(Y):
Theorem 14.3 Let r ∈ O1(Y). Then dim Ker(1l + r) is finite. Besides, the fol-
lowing conditions are equivalent:

(1) r ∈ SO1(Y).
(2) dim Ker(1l + r) is even.
(3) There exists a ∈ o1(Y) such that ea = r.

Proof Let us prove (2)⇒(3).
Case 1. Assume Ker(1l + r) = {0}. We complexify Y and consider rC ∈ U(CY).
Since Ker(1l + rC) = {0} and rC − 1l is compact, we see that

spec rC ⊂
{
eiφ : φ ∈]−π, π[

}
.

Take e.g. the principal branch of the logarithm (which maps C\]−∞, 0] onto
{−π < Im z < π}) and define b := log rC. b is an anti-self-adjoint operator, b ∈
B1(CY) and rC = eb . It is real, so there exists a ∈ o1(Y) such that b = aC.
Case 2. Assume that r = −1l and dimY is finite and even. We choose an o.n.
basis (e1 , . . . , e2n ), and set cei := en+i , cen+i := −ei . Then c2 = −1l, c ∈ o1(Y)
and etc = 1l cos t + c sin t. Thus eπc = −1l.

In the general case we set Ysg := Ker(1l + r) and Yreg := Y⊥
sg . These are invari-

ant subspaces of r, so that we can apply case 1 and case 2 to them respectively.
Using that the determinant is continuous in the trace norm topology, we see

that t �→ det eta is continuous for a ∈ o1(Y), which proves (3)⇒(1).
Let us prove (1)⇒(2). Assume that dim Ker(1l + r) is odd. Let y0 ∈ Ker(1l + r)

be a unit vector and r0 := 1l− 2|y0〉〈y0 |. Then rr0 ∈ O1(Y) and Ker(1l + rr0) =
Ker(1l + r)' Ry0 . Hence, dim Ker(1l + rr0) is even. Therefore, det rr0 = 1. Not-
ing that det r0 = −1, this implies det r = −1. �

14.1.2 Group Op(Y)

There exist other useful extensions of the triple
(
O(Y), SO(Y), o(Y)

)
to infinite

dimensions, which we consider in this subsection.
Throughout this subsection, 1 ≤ p ≤ ∞. Recall that Bp(Y) denotes the p-th

trace ideal, B∞(Y) the ideal of compact operators on Y.

Definition 14.4 Set

Op(Y) :=

{{
r ∈ O(Y) : r − 1l ∈ Bp(Y)

}
, 1 ≤ p <∞;{

r ∈ O(Y) : r − 1l ∈ B∞(Y)
}
, p = ∞;

op(Y) :=

{
o(Y) ∩Bp(Y), 1 ≤ p <∞;

o(Y) ∩B∞(Y), p = ∞.

We equip all of them with the topology of Bp(Y), resp. B∞(Y).
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14.1 Orthogonal groups 353

Clearly, Op(Y) ⊂ Oq (Y) and op(Y) ⊂ oq (Y) for p ≤ q.
The determinant is not defined on the whole of Op(Y) for p > 1, which makes

the definition of SOp(Y) harder than that of SO1(Y). Nevertheless, the following
analog of Thm. 14.3 can be shown:

Theorem 14.5 Let r ∈ Op(Y). Set C(ε) := {z ∈ C : |z| = 1, |z − 1| > ε}. Then
for any ε > 0, dim 1lC (ε)(r) is finite. Besides, the following conditions are equiv-
alent:

(1) For ε > 0, dim 1lC (ε)(r) is even.
(2) dim Ker(1l + r) is even.
(3) There exists a ∈ op(Y) such that ea = r.

Proof r − 1l is compact, hence dim 1lC (ε)(r) is finite for ε > 0.
(1)⇒(2) is obvious. To prove (1)⇐(2) we note that for any λ ∈ spec r we have

dim 1l{λ}(r) = dim 1l{λ}(r).
To show (2)⇔(3) we repeat verbatim arguments of the proof of Thm. 14.3

(2)⇔(3). �

Definition 14.6 The set of r ∈ Op(Y) satisfying the conditions of Thm. 14.5
is denoted by SOp(Y). We will write det r = 1 for r ∈ SOp(Y) and det r = −1
for r ∈ Op(Y)\SOp(Y), even though, strictly speaking, the determinant is not
defined on SOp(Y).

Proposition 14.7 (1) Op(Y) is a group and SOp(Y) is its subgroup.
(2) We have an exact sequence of groups

1 → SOp(Y) → Op(Y) → Z2 → 1. (14.2)

(3) op(Y) is a Lie algebra, and if a ∈ op(Y), then ea ∈ SOp(Y).

Proof Clearly, SO1(Y) sits inside SOp(Y). Let us show that SO1(Y)cl =
SOp(Y).

First note that the condition (1) of Thm. 14.5 implies that SOp(Y) is closed
inside Op(Y).

Let r ∈ SOp(Y). Using Thm. 14.5 (3), we can write r = ea with a ∈ op(Y).
Using the spectral decomposition of a, we can approximate it with an ∈ o1(Y),
so that an → a. Hence, ean → r with ean ∈ SO1(Y). Hence, the closure of SO1(Y)
contains SOp(Y).

Similarly, we show that (O1\SO1(Y))cl = Op(Y)\SOp(Y). In fact, every r ∈
Op(Y)\SOp(Y) can be written as r = κr0 with κ = 1l− 2|e〉〈e| and r0 ∈ SOp(Y).
We approximate r0 with elements of SO1(Y) as above.

(2) follows then from the corresponding statement in Prop. 14.2. �
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354 Orthogonal invariance of CAR algebras

14.2 Quadratic fermionic Hamiltonians

Recall that Op(b) denotes the anti-symmetric quantization of an anti-symmetric
polynomial b ∈ CPola(Y# ). In this section we study quadratic fermionic
Hamiltonians, that is, quantizations of elements from CPol2a(Y# ). We will also
describe some situations where a quadratic fermionic Hamiltonian can be well
defined even though its symbol is not of finite rank.

14.2.1 Fermionic harmonic oscillator

Let e1 , e2 ∈ Y be an orthonormal pair of vectors in Y. Consider the following
operator in CARC ∗

(Y), which can be viewed as a fermionic analog of the har-
monic oscillator:

H := φ(e1)φ(e2).

Clearly, H = Op(ζ), where ζ = e1 ⊗a e2 . If we consider ζ as an element of
La(Y# ,Y), then ζ = 1

2

(|e1〉〈e2 | − |e2〉〈e1 |
)
. Straightforward computations yield

the following properties of the fermionic harmonic oscillator:

Proposition 14.8 (1) H2 = −1l, H = −H∗, spec (iH) = {−1, 1};
(2) etH = cos t1l + (sin t)H, in particular, e±

π
2 H = ±H;

(3) etH φ(y)e−tH = φ(e4tζ ν−1
y), y ∈ Y, in particular,

Hφ(y)H−1 = φ (y − 2e1〈e1 |y〉 − 2e2〈e2 |y〉) .

Let y1 , y2 ∈ Y be a pair of normalized vectors with 〈y1 |y2〉 = cos θ. Let e1 , e2

be any o.n. basis of Span(y1 , y2) with the same orientation as that of y1 , y2 . Then

φ(y1)φ(y2) = cos θ1l + sin θφ(e1)φ(e2)

= eθφ(e1 )φ(e2 ) = Op(cos θ + sin θe1 ·e2).

14.2.2 Commutation properties of quadratic fermionic

Hamiltonians

The following theorem can be viewed as the fermionic analog of Thm. 10.13 (1).

Theorem 14.9 Let χ ∈ CPol2a(Y# ) and b ∈ CPola(Y# ). Then

[Op(χ),Op(b)] = 2Op
(
(∇χ) · ν∇b

)
; (14.3)

1
2
(
Op(χ)Op(b) + Op(b)Op(χ)

)
= Op

(
χ · b +∇v ·ν(∇(2)χ)ν∇v b

)
. (14.4)

(In the above expression, ∇(2)χ is considered as an element of Ls(Y# ,Y) and
∇v ·ν(∇(2)χ)ν∇v is a differential operator acting on the anti-symmetric polyno-
mial b.)
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14.2 Quadratic fermionic Hamiltonians 355

Proof Let us use the “functional notation”for anti-symmetric polynomials. Thus
v1 , v2 are “generic variables” in Y.

If deg b1 or deg b2 is equal to 2, then

e∇v 2 ·ν∇v 1 b1(v1)b2(v2) = b1(v1)b2(v2) + ∇v2 ·ν∇v1 b1(v1)b2(v2)

+
1
2
(∇v2 ·ν∇v1 )

2b1(v1)b2(v2).

We insert v1 = v2 = v, switch to the coordinate notation as in the proof of
Prop. 12.42, and use the summation convention. We obtain that the symbol of
Op(b1)Op(b2) equals

b1b2 + (−1)deg b1 −1νij (∇v j b1)∇v i b2

−1
2
νi,i′νj,j ′ (∇v i ′∇v j ′ b1)∇v i∇v j b2 . (14.5)

The formula for Op(b2)Op(b1) coincides with (14.5), except that the second term
changes sign. Then we replace b1 , b2 with b, χ. �

In what follows it will be convenient to change slightly the parametrization of
quadratic fermionic Hamiltonians.

Definition 14.10 Bfd
a (Y# ,Y) will denote the space of finite rank anti-symmetric

operators, that is, Ba(Y# ,Y) ∩Bfd(Y# ,Y).

Every χ ∈ CPol2a(Y# ) (a complex homogeneous anti-symmetric quadratic
polynomial on Y# ) can be represented as

Y# × Y# � (v, w) �→ χ(v, w) = v·ζw, (14.6)

for ζ ∈ CBfd
a (Y# ,Y). Therefore, we have an identification CPol2a(Y# ) �

CBfd
a (Y# ,Y). Note that ∇χ(v) = 2ζv and ∇(2)χ = 2ζ.

Definition 14.11 We will write Op(ζ) for the anti-symmetric quantization of
(14.6).

Clearly, if we choose orthonormal coordinates in Y# , then (14.6) equals

v·ζw =
∑

1≤i,j≤m

ζij viwj ,

where [ζij ] is an anti-symmetric matrix and its quantization equals

Op(ζ) =
m∑

i,j=1

φiζijφj . (14.7)
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356 Orthogonal invariance of CAR algebras

14.2.3 Quadratic Hamiltonians in C∗-CAR algebras

It is natural to extend the definition of quadratic fermionic Hamiltonians to
symbols that are not finite rank. In this subsection, we will consider quadratic
Hamiltonians inside the algebra CARC ∗

(Y).

Definition 14.12 B1
a (Y# ,Y) will denote the space of trace-class anti-symmetric

operators, that is, Ba(Y# ,Y) ∩B1(Y# ,Y).

Theorem 14.13 (1) The map CBfd
a (Y# ,Y) � ζ �→ Op(ζ) ∈ CARC ∗

(Y)
extends by continuity to ζ ∈ CB1

a (Y# ,Y).
(2) Let ζ ∈ B1

a (Y# ,Y). Then Op(ζ) is self-adjoint,

‖Op(ζ)‖ = Tr|ζν|, inf Op(ζ) = −Tr|ζν|, sup Op(ζ) = Tr|ζν|. (14.8)

(3) If ζ1 , ζ2 ∈ CB1
a (Y# ,Y), then

[Op(ζ1),Op(ζ2)] = 4Op(ζ1νζ2 − ζ2νζ1). (14.9)

Thus

o1(Y) � a �→ 1
4
Op(aν−1) ∈ CARC ∗

(Y)

is a homomorphism of Lie algebras, where CARC ∗
(Y) is equipped with the

commutator.

Proof Assume first that Y is of finite dimension. Let ζ ∈ Ba(Y# ,Y). By Corol-
lary 2.85, we can find an orthonormal system {ei,±}i∈I and positive real numbers
{λi}i∈I such that

ζν =
m∑

i=1

λi

(|ei,−〉〈ei,+ | − |ei,+ 〉〈ei,−|
)
. (14.10)

Then

Op(ζ) :=
∑
i∈I

2λiφ(ei,−)φ(ei,+). (14.11)

Using the Jordan–Wigner representation adapted to the above o.n. basis, we see
that

spec Op(ζ) =
{∑

i∈I
λiεi , εi = ±1, i ∈ I

}
.

Note that

|ζν| =
∑
i∈I

λi

(|ei,−〉〈ei,−|+ |ei,+ 〉〈ei,+ |
)
.

Therefore, Tr|ζν| =∑i∈I λi . This implies (14.8) in the finite-dimensional case.
In the case of ζ ∈ B1(Y# ,Y) in arbitrary dimension, we can still use Corollary

2.85 to find an orthonormal system {ei,±}i∈I and positive real numbers {λi}i∈I
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14.2 Quadratic fermionic Hamiltonians 357

such that (14.10) is true. Note that the sum in (14.11) is convergent, which allows
us to define Op(ζ). An obvious approximation argument extends (14.8) to the
infinite-dimensional case.

Let us prove (14.9). By (14.3) applied to χi ∈ Pola(Y# ), i = 1, 2,

[Op(χ1),Op(χ2)] = 2Op
(
(∇χ1) · ν∇χ2

)
. (14.12)

Let us compute the symbol on the r.h.s. of (14.12):(
(∇χ1) · ν∇χ2

)
(v, w)

=
1
2
(∇χ1(v) · ν∇χ2(w)−∇χ2(v) · ν∇χ1(w)

)
, v, w ∈ Y# .

Then we use ∇χi(v) = 2ζiv, obtaining (14.9). �

14.2.4 Quadratic Hamiltonians in W ∗-CAR algebras

Let us now consider quadratic fermionic Hamiltonians in the setting given by
the algebra CARW ∗

(Y).

Definition 14.14 Let B2
a (Y# ,Y) denote the set of Hilbert–Schmidt anti-

symmetric operators from Y# to Y, that is, B2
a (Y# ,Y) := Ba(Y# ,Y) ∩

B2(Y# ,Y).

For simplicity, let us assume that Y is infinite-dimensional separable. Let ζ ∈
B2

a (Y# ,Y). By diagonalizing ζν, we can bring it to a diagonal form:

ζν =
∞∑

i=1

λi

(|ei,−〉〈ei,+ | − |ei,+ 〉〈ei,−|
)
. (14.13)

Set

Hn :=
n∑

i=1

2λiφ(ei,−)φ(ei,+).

Proposition 14.15 For any t ∈ R, there exists the strong limit

s − lim
n→∞ eitHn . (14.14)

The limit (14.14) defines a one-parameter strongly continuous unitary group.
It can be written as eitH , where H is a certain self-adjoint operator, possibly
unbounded. We denote H by Op(ζ).

If ζ ∈ B1
a (Y,Y# ), then the above defined Op(ζ) coincides with that defined in

Thm. 14.13. Furthermore, the definition does not depend on the choice of an
ordered o.n. basis diagonalizing ζ. Moreover, Op(ζ) is affiliated to CARW ∗

(Y).

Proof It is enough to suppose that (ei,−, ei,+ : i = 1, 2, . . . ) is an o.n. basis. We
use the inductive limit of the representation described in Subsect. 12.4.3. Thus
CARW ∗

(Y) is represented on the infinite tensor product of grounded Hilbert
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358 Orthogonal invariance of CAR algebras

spaces

∞⊗
i=1

(
B2(C2),

1√
2
1l
)

.

The operator eitHn acts in this representation as the multiplication from the
right by

n⊗
i=1

[
eitλi 0
0 eitλi

]
⊗ ∞⊗

i=n+1

[
1 0
0 1

]
.

Set

Ω :=
∞⊗

i=1

1√
2

[
1 0
0 1

]
.

Clearly,

(Ω|eitHn Ω) =
n∏

i=1

cos tλi. (14.15)

(14.15) converges as n →∞ iff
∑∞

i=1 λ2
i < ∞. But by Thm. 3.16, the convergence

of (14.15) is equivalent to the ∗-strong convergence of eitHn . �

14.3 Pinc and Pin groups

We keep the same notation as in the rest of the chapter. In particular, (Y, ν) is
a real Hilbert space.

The groups Pinc(Y) and Pin(Y) are well known in finite dimensions. It is
convenient to consider them as subgroups of the ∗-algebra CAR(Y), resp. its
real sub-algebra Cliff(Y).

Recall that these algebras are equipped with the parity automorphism α. As
usual, the set of even, resp. odd elements of CAR(Y) is denoted CAR0(Y), resp.
CAR1(Y).

In this section we concentrate on generalizing the groups Pinc(Y) and Pin(Y)
to infinite dimensions. The first generalization will involve subgroups of the alge-
bra CARC ∗

(Y), and the second those of CARW ∗
(Y).

14.3.1 Pinc and Pin groups in finite dimensions

In this subsection we assume in addition that the dimension of Y is finite. Let us
describe the well-known results about Pinc and Pin groups in finite dimensions.
We do not give their proofs, which are well known. Besides, they will follow from
the more general results about the infinite-dimensional case to be described later
on.
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14.3 Pinc and Pin groups 359

Definition 14.16 We define Pinc(Y) as the set of all unitary elements U in
CAR(Y) such that {

Uφ(y)U∗ : y ∈ Y} =
{
φ(y) : y ∈ Y}.

We set

Spinc(Y) := Pinc(Y) ∩ CAR0(Y),

P in(Y) := Pinc(Y) ∩ Cliff(Y),

Spin(Y) := Spinc(Y) ∩ Cliff(Y).

The following theorem is immediate:

Theorem 14.17 Let U ∈ Pinc(Y). Then there exists a unique r ∈ O(Y) such
that

Uφ(y)U∗ = det(r)φ(ry), y ∈ Y. (14.16)

The map Pinc(Y) → O(Y) obtained this way is a homomorphism of groups.

Definition 14.18 If (14.16) is satisfied, we say that U det-implements r.

Note that in the context of CAR and Clifford algebras, the concept of det-
implementation turns out to be more natural than that of implementation.

Theorem 14.19 Let r ∈ O(Y).

(1) The set of elements of Pin(Y) det-implementing r consists of a pair of oper-
ators differing by sign, ±Ur = {Ur ,−Ur}.

(2) The set of elements of Pinc(Y) det-implementing r consists of operators of
the form μUr with |μ| = 1.

(3) r ∈ SO(Y) iff Ur is even; r ∈ O(Y)\SO(Y) iff Ur is odd.
(4) If r1 , r2 ∈ O(Y), then Ur1 Ur2 = ±Ur1 r2 .

The above statements can be summarized by the following commuting diagrams
of Lie groups and their continuous homomorphisms, where all vertical and hor-
izontal sequences are exact:

1 1
↓ ↓

1 → U(1) → U(1) → 1
↓ ↓ ↓

1 → Spinc(Y) → Pinc(Y) → Z2 → 1
↓ ↓ ↓

1 → SO(Y) → O(Y) → Z2 → 1
↓ ↓ ↓
1 1 1

(14.17)

https://www.cambridge.org/core/terms. https://www.cambridge.org/core/product/3F2652F5759A09E8165EE08E3F91CC35
Downloaded from https://www.cambridge.org/core. IP address: 18.191.223.123, on 21 Jul 2024 at 04:58:56, subject to the Cambridge Core terms of use, available at

https://www.cambridge.org/core/terms
https://www.cambridge.org/core/product/3F2652F5759A09E8165EE08E3F91CC35
https://www.cambridge.org/core


360 Orthogonal invariance of CAR algebras

1 1
↓ ↓

1 → Z2 → Z2 → 1
↓ ↓ ↓

1 → Spin(Y) → Pin(Y) → Z2 → 1
↓ ↓ ↓

1 → SO(Y) → O(Y) → Z2 → 1
↓ ↓ ↓
1 1 1

(14.18)

1 1 1
↓ ↓ ↓

1 → Z2 → U(1) → U(1) → 1
↓ ↓ ↓

1 → Pin(Y) → Pinc(Y) → U(1) → 1
↓ ↓ ↓

1 → O(Y) → O(Y) → 1
↓ ↓
1 1

(14.19)

It is well known that SO(Y) is connected and its fundamental group
π1(SO(Y)) equals Z if dimY = 2 and Z2 if dimY > 2. Thus SO(Y) possesses a
unique two-fold covering group, equal to its universal covering if dimY > 2. This
two-fold covering is isomorphic to Spin(Y).

14.3.2 Pinc
1 and Pin1 groups

In this subsection we allow dimY to be arbitrary.

Definition 14.20 Define Pinc
1(Y) as the set of unitary operators U in

CARC ∗
(Y) such that{

Uφ(y)U∗ : y ∈ Y} =
{
φ(y) : y ∈ Y}.

Set

Spinc
1(Y) := Pinc

1(Y) ∩ CARC ∗
0 (Y),

P in1(Y) := Pinc
1(Y) ∩ CliffC ∗

(Y),

Spin1(Y) := Pin1(Y) ∩ CliffC ∗
0 (Y).

We equip all these groups with the metric given by the operator norm.

The concept of implementability has an obvious definition:

Definition 14.21 Let U ∈ CARC ∗
(Y) and r ∈ O(Y).

(1) We say that U intertwines r if

Uφ(y) = φ(ry)U, y ∈ Y. (14.20)
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14.3 Pinc and Pin groups 361

(2) If in addition U is unitary, then we also say that U implements r.
(3) If there exists U ∈ CARC ∗

(Y) that implements r, then we say that r is imple-
mentable in CARC ∗

(Y).

A more useful concept is given in the definition below.

Definition 14.22 Let r ∈ O(Y).

(1) We say that A ∈ CARC ∗
(Y) α-intertwines r ∈ O(Y) if

α(A)φ(y) = φ(ry)A,

or, equivalently, Aφ(y) = φ(ry)α(A), y ∈ Y. (14.21)

(2) If in addition A is unitary, then we also say that A α-implements r.
(3) If there exists U ∈ CARC ∗

(Y) that α-implements r, then we say that r is
α-implementable in CARC ∗

(Y).

We will see later that if there exists an invertible A α-intertwining r, then
necessarily r ∈ O∞(Y) (actually, r ∈ O1(Y)). Therefore, det r is well defined by
Def. 14.6, and we can introduce the following definition, essentially equivalent to
α-implementability.

Definition 14.23 Let r ∈ O∞(Y).

(1) We say that A ∈ CARC ∗
(Y) det-intertwines r if

Aφ(y) = det r φ(ry)A, y ∈ Y. (14.22)

(2) If in addition A is unitary then we also say that A det-implements r.
(3) If there exists U ∈ CARC ∗

(Y) that det-implements r, then we say that r is
det-implementable in CARC ∗

(Y).

The following two theorems are the main results of this subsection.

Theorem 14.24 (1) Let r ∈ O(Y). Then r is det-implementable in CARC ∗
(Y)

iff r is α-implementable in CARC ∗
(Y) iff r ∈ O1(Y).

(2) Let U ∈ Pinc
1(Y). Then there exists a unique r ∈ O1(Y) such that r is det-

implemented and α-implemented by U in CARC ∗
(Y). The map Pinc

1(Y) →
O1(Y) obtained this way is a homomorphism of groups.

Theorem 14.25 All the statements of Thm. 14.19 are true if we replace O(Y),
SO(Y), Pinc(Y), Spinc(Y), Pin(Y), Spin(Y) with O1(Y), SO1(Y), Pinc

1(Y),
Spinc

1(Y), Pin1(Y), Spin1(Y).

Before we prove Thms. 14.24 and 14.25, let us show the following lemma.

Lemma 14.26 Let r ∈ O(Y). Then the following is true:

(1) If A α-intertwines r, then A is either even or odd.
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362 Orthogonal invariance of CAR algebras

(2) If there exists an invertible A α-intertwining r, then r ∈ O∞(Y).
(3) If A ∈ CARC ∗

(Y) α-intertwines r, then A det-intertwines r.

Proof Let U = U0 + U1 ∈ CARC ∗
(Y) α-intertwine r with U0 even and U1 odd.

Then

(U0 + U1)φ(y) = φ(ry)(U0 − U1), y ∈ Y. (14.23)

Comparing even and odd terms in (14.23), we obtain

U0φ(y) = φ(ry)U0 , U1φ(y) = −φ(ry)U1 , y ∈ Y. (14.24)

Hence, U∗
0 U0 and U∗

1 U1 commute with φ(y), y ∈ Y. Clearly, they are even. Hence,
by Prop. 12.61, they are proportional to identity. Hence, the operators Ui are
proportional to a unitary operator.

(14.24) implies also that U∗
1 U0 anti-commutes with φ(y), y ∈ Y. By Prop. 12.61

this implies that U∗
1 U0 is even. But U∗

1 U0 is odd. Hence, U∗
1 U0 = 0. Thus one of

the Ui is zero. This proves (1).
Let us now prove (2). Let an invertible U ∈ CARC ∗

(Y) α-intertwine r. Assume
that r �∈ O∞(Y). Then there exists a sequence yn ∈ Y with w − lim yn = 0 and
yn − ryn �→ 0. It follows that Uφ(yn )∓ φ(yn )U → 0 in norm, if U is even, resp.
odd. Hence, φ(ryn − yn )U , and consequently φ(ryn − yn ) tend to 0 in norm,
which is a contradiction.

Now set Ysg = Ker(1l + r). Let Esg be the associated conditional expectation.
Then for y ∈ Ysg we have

Usgφ(y) = ∓φ(y)Usg ,

if U is even, resp. odd and Usg = Esg (U) ∈ CAR(Ysg ). By Prop. 12.36, this
implies that dim Ker(1l + r) is even, resp. odd, i.e. det r = ±1. Therefore, U also
det-intertwines r. �

The following proposition gives another possible equivalent definition of the
Spin group. It follows easily from the commutation properties of quadratic Hamil-
tonians.

Proposition 14.27 Spin1(Y) consists of operators of the form eOp(ζ ) where
ζ ∈ B1(Y# ,Y). More precisely, let r ∈ SO1(Y). By Thm. 14.3, there exists a ∈
o1(Y) such that r = ea . Then

±Ur = ±e
1
4 Op(aν−1 ) ∈ CliffC ∗

0 (Y) (14.25)

intertwines r.

Proof of Thm. 14.24. Let r ∈ SO1(Y). Then r is det-implementable by Prop.
14.27. Since Ur in (14.25) is even, r is also α-implementable. Thus Spin1(Y) →
SO1(Y) is onto.

If r ∈ O1(Y)\SO1(Y), choose any e ∈ Y of norm 1. Set κe := 1l− 2|e〉〈e|.
Clearly, φ(e) implements −κe . Hence, κer ∈ SO1(Y) and r is det-implemented by

https://www.cambridge.org/core/terms. https://www.cambridge.org/core/product/3F2652F5759A09E8165EE08E3F91CC35
Downloaded from https://www.cambridge.org/core. IP address: 18.191.223.123, on 21 Jul 2024 at 04:58:56, subject to the Cambridge Core terms of use, available at

https://www.cambridge.org/core/terms
https://www.cambridge.org/core/product/3F2652F5759A09E8165EE08E3F91CC35
https://www.cambridge.org/core


14.3 Pinc and Pin groups 363

±φ(e)Uκe r . Since φ(e)Uκe r is odd, r is also α-implementable. Thus Pin1(Y) →
O1(Y) is onto.

Now let r ∈ O(Y) be α-implementable. By Prop. 14.26, r ∈ O∞(Y) and r is
also det-implementable. It remains to prove that r ∈ O1(Y). Without loss of
generality we may assume that Y is separable.

Assume first that r ∈ SO∞(Y). By Thm. 14.5, there exists a ∈ o∞(Y) such
that r = ea . By Corollary 2.85, there exists an o.n. basis (ei±)i∈N and real num-
bers λi ≥ 0 such that

a =
∑
i∈N

λi

(|ei−〉〈ei+ | − |ei+ 〉〈ei−|
)
.

We set Yn = Span{ei±, 1 ≤ i ≤ n}. Let En be the conditional expectation asso-
ciated with Yn . Set Un = En (U), where U ∈ CARC ∗

0 (Y) implements r. Also set

Vn = exp

(
n∑

i=1

λi

2
φ(ei+)φ(ei−)

)
.

Applying Prop. 14.8 and Prop. 6.83, we obtain

Vnφ(y) = φ(ry)Vn , Unφ(y) = φ(ry)Un, y ∈ Yn .

Hence, by Prop. 12.61, Un = λnVn , λn ∈ C. Clearly, En−1(Un ) = Un−1 , and com-
puting in the real-wave representation we see that En−1(Vn ) = Vn−1 , hence λn

does not depend on n.
Since by (12.34) Un → U in norm, it follows that Vn converges in norm.
Now set Ai = φ(ei+)φ(ei−), so that, by Prop. 14.8,

Vn =
n

Π
i=1

e
λ i
2 Ai =

n

Π
i=1

(
cos(λi/2)1l + sin(λi/2)Ai

)
.

Computing in the real-wave representation, we check that

(Ω|VnΩ) =
n

Π
i=1

cos(λi/2). (14.26)

Therefore, the infinite product Π
i∈N

cos(λi/2) converges, and hence

Π
i∈N

(1l + tan(λi/2)Ai) converges in norm. Since the Ai commute,

this implies that the product Π
i∈N

‖1l + tan(λi/2)Aj‖ converges. Since

‖1l + tan(λi/2)Ai‖ = 1 + tan(λi/2) for i large enough, this implies that
the series

∑
i∈N

λi is convergent. Hence, a ∈ o1(Y) and r ∈ SO1(Y).

Assume now that r ∈ O∞(Y)\SO∞(Y). Let U ∈ CARC ∗
1 (Y) α-intertwine r.

Then, as above, φ(e)U ∈ CARC ∗
0 (Y) implements rκe ∈ SO∞(Y). Hence, rκe ∈

SO1(Y) and r ∈ O1(Y). �

Proof of Thm. 14.25. We deduce the theorem from Thm. 14.19, reducing
ourselves to the finite-dimensional case by the same argument as in Prop.
12.61. �
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364 Orthogonal invariance of CAR algebras

The implementability of Bogoliubov rotations can be easily deduced from the
results about the det-implementability.

Corollary 14.28 r ∈ O(Y) is implementable in CARC ∗
(Y) iff

(1) r ∈ SO1(Y)
or

(2) −r ∈ O1(Y)\SO1(Y).

14.3.3 Pinc
2 and Pin2 groups

In this subsection we again allow dimY to be arbitrary.

Definition 14.29 Define Pinc
2(Y) as the set of unitary operators U in

CARW ∗
(Y) such that{

Uφ(y)U∗ : y ∈ Y} =
{
φ(y) : y ∈ Y}.

Set

Spinc
2(Y) := Pinc

2(Y) ∩ CARW ∗
0 (Y),

P in2(Y) := Pinc
2(Y) ∩ CliffW ∗

(Y),

Spin2(Y) := Pin2(Y) ∩ CliffW ∗
0 (Y).

We equip all these groups with the σ-weak topology.

We also have the obvious analogs of Defs. 14.21, 14.22 and 14.23, with
CARC ∗

(Y) replaced with CARW ∗
(Y).

Theorem 14.30 (1) Let r ∈ O(Y). Then r is det-implementable in CARW ∗
(Y)

iff r is α-implementable in CARW ∗
(Y) iff r ∈ O2(Y).

(2) Let U ∈ Pinc
2(Y). Then there exists a unique r ∈ O2(Y) such that r is det-

implemented by U . The map Pinc
2(Y) → O2(Y) obtained this way is a homo-

morphism of groups.

Proof We can follow closely the proofs in Subsect. 14.3.2, with some modifica-
tions. Instead of Prop. 12.61 we use Prop. 12.62.

First we show that if r ∈ O2(Y), then r is α-implementable and det-
implementable, following the proof of the C∗ case, using Prop. 14.15 instead
of Thm. 14.13.

It remains to prove that if r is α-implementable, then r ∈ O2(Y). r ∈ O∞(Y)
is proved as in the proof of Lemma 14.26, replacing the norm convergence by the
σ-weak convergence.

We then follow the proof of Thm. 14.24, and obtain that Vn converges in the
σ-weak topology. We are left to prove that

∑
λ2

i is convergent. But this follows
from (14.26). �
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14.3 Pinc and Pin groups 365

Theorem 14.31 All the statements of Thm. 14.19 are true if we replace O(Y),
SO(Y), Pinc(Y), Spinc(Y), Pin(Y), Spin(Y) with O2(Y), SO2(Y), Pinc

2(Y),
Spinc

2(Y), Pin2(Y), Spin2(Y).

Again, the implementability of Bogoliubov rotations can easily be deduced
from the results about the det-implementability.

Corollary 14.32 r ∈ O(Y) is implementable in CARW ∗
(Y) iff

(1) r ∈ SO2(Y)
or

(2) −r ∈ O2(Y)\SO2(Y).

14.3.4 Symbol of elements of Spin(Y)

We again assume that Y is finite-dimensional, although the results of this sub-
section are easily generalized to an arbitrary dimension. In this subsection we
study the anti-symmetric symbol of elements of the Spin group.

Proposition 14.33 Let a ∈ o(Y). Then

e
1
4 Op(aν−1 ) = Op

(
(det cosh(2a))

1
2 e

1
2 tanh(2a)ν−1

)
. (14.27)

Proof By Corollary 2.85, there exists an orthonormal system (ei,±)i=1,...,n and
positive numbers (λi)i=1,...,n such that

a =
n∑

i=1

ai, ai =
λi

2
(|ei,−〉〈ei,+ | − λi |ei,+ 〉〈ei,−|

)
.

Note that [ai, aj ] = 0 and
[
Op(aiν

−1),Op(ajν
−1)
]

= 0.
Therefore,

ea =
n∏

i=1

eai , e
1
4 Op(aν−1 ) =

n∏
i=1

e
1
4 Op(ai ν

−1 ) ,

and we can assume without loss of generality that

dimY = 2, a =
λ

2
(|e1〉〈e2 | − |e2〉〈e1 |

)
, Op(aν−1) = λφ(e1)φ(e2).

By Prop. 14.8, we know that

eOp(aν−1 ) = cos λ + (sin λ)φ(e1)φ(e2)

= Op
(
cos λ

(
1l + λ−1(tan λ)aν−1)

))
.

Thus the anti-symmetric symbol of e
1
4 Op(aν−1 ) equals

cos λ
(
1l + λ−1(tan λ)aν−1) = (cos2 λ)

1
2 eλ−1 (tan λ)aν−1

=
(
det cosh(2a)

) 1
2 e

1
2 tanh(2a)ν−1

,

where we have used cos λ1l = cosh(2a) and λ−1(tan λ)a = 1
2 tanh(2a). �
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366 Orthogonal invariance of CAR algebras

Definition 14.34 We say that r ∈ O(Y) is regular if Ker(r + 1l) = {0}.

Proposition 14.35 Let r ∈ O(Y) be regular. Let γ ∈ o(Y) be its Cayley trans-
form, that is, γ = 1l−r

1l+r (see Subsect. 1.4.6).
Then

Ur = ±Op
(
det(1l− γ)−

1
2 e

1
2 γν−1 )

. (14.28)

Proof We can assume that r = ea with a ∈ o(Y). Moreover, by Prop. 14.8 we
have

e
1
4 Op(aν−1 )φ(y)e−

1
4 Op(aν−1 ) = φ(eay).

Next we note that tanh(1
2 a) = r−1l

r+1l = γ, cosh( 1
2 a) = e−

1
2 a(1l− γ)−1 . Since

det e
1
2 a = 1, this proves (14.28). �

Let r1 , r2 ∈ SO(Y), r = r1r2 . We know that

Ur1 Ur2 = ±Ur . (14.29)

It is instructive to prove this fact for regular r1 , r2 , r by a direct calculation
involving the Berezin calculus.

Let γ1 , γ2 , γ be the Cayley transforms of r1 , r2 , r. By Prop. 12.42, Ur1 Ur2 has
the anti-symmetric symbol

det(1l− γ1)−
1
2 det(1l− γ2)−

1
2

×
ˆˆ

e(v−v1 )·ν−1 (v−v2 )e
1
2 v1 ·γ1 ν−1 v1 e

1
2 v2 ·γ2 ν−1 v2 dv2dv1

= det(1l− γ1)−
1
2 det(1l− γ2)−

1
2

×
ˆˆ

eθ ·(v1 ,v2 )+(v1 ,v2 )·σ (v1 ,v2 )dv2dv1 , (14.30)

where

θ := (−ν−1v, ν−1v), σ :=
[

γ1ν
−1 ν−1

−ν−1 γ2ν
−1

]
.

By Prop. 7.19, (14.30) equals

det(1l− γ1)−
1
2 det(1l− γ2)−

1
2 Pf(σ) exp(

1
2
θ·σ−1θ). (14.31)

Next Pf(σ) = ±det(σ)
1
2 . Since the Pfaffian and the determinant above are

computed w.r.t. a volume form compatible with the Euclidean structure ν, we
have

det(σ) = det
[

γ1 1l
−1l γ2

]
= det(1l + γ1γ2),
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14.4 Notes 367

using (1.4). By (1.49), we know that

(1l− γ) = (1l− γ2)(1l + γ1γ2)−1(1l− γ1). (14.32)

This implies that the first line of (14.31) equals det(1l− γ)−
1
2 .

By (1.3),

σ−1 =
[

νγ2(γ1γ2 + 1l)−1 −ν(γ2γ1 + 1l)−1

ν(γ1γ2 + 1l)−1 νγ1(γ2γ1 + 1l)−1

]
.

Therefore,

θ·σ−1θ

= v· (γ2(γ1γ2 + 1l)−1 + γ1(γ2γ1 + 1l)−1 + (γ2γ1 + 1l)−1 − (γ1γ2 + 1l)−1) ν−1v

= v· (1l− (1l− γ2)(1l + γ1γ2)−1(1l− γ1)
)
ν−1v

= v·γν−1v.

14.4 Notes

The so-called spinor representations of orthogonal groups were studied by Cartan
(1938) and Brauer–Weyl (1935).

The first famous non-trivial application of the orthogonal invariance to quan-
tum physics seems to be the version of the BCS theory due to Bogoliubov,
described e.g. in Fetter–Walecka (1971).

A very comprehensive article devoted to CAR C∗-algebras was written by
Araki (1987). More literature references to the subject of this chapter can be
found in the notes to Chap. 16.
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15

Clifford relations

Clifford algebras and Clifford relations were studied by mathematicians long
before canonical anti-commutation relations were considered by physicists. Actu-
ally, the “(neutral) CAR representations” that we introduced in Def. 12.1 could
be called “representations of self-adjoint Clifford relations”.

We will use the name “Clifford relations” for anti-commutation relations iden-
tical to those of Def. 12.1, but without assuming that the underlying vector space
is real, the corresponding operators are self-adjoint or that they even act on a
Hilbert space.

In our short presentation we will restrict ourselves mostly to Clifford rela-
tions over finite-dimensional pseudo-Euclidean spaces. Our main motivation is
to describe spinor representations of the Lorentz group (in any dimension).
Nevertheless, we will consider the case of a general signature as well.

Some real Clifford algebras are closely related to the quaternion algebra,
denoted by H. Therefore, we devote Sect. 15.2 to a brief summary of its
properties.

We will use the shorthand K(n) := L(Kn ), where K = R, C, H. We will write
[x] for the integer part of x ∈ R.

15.1 Clifford algebras

15.1.1 Representations of Clifford relations

Let K be an arbitrary field and Y a vector space over K. We assume that Y is
equipped with a symmetric bilinear form ν.

Let V be another vector space (possibly over a bigger field).

Definition 15.1 We will say that a linear map

Y � y �→ γπ (y) ∈ L(V) (15.1)

is a representation of Clifford relations or, for brevity, a Clifford representation
over Y in V if

[
γπ (y1), γπ (y2)

]
+ = 2y1 ·νy21l, y1 , y2 ∈ Y. (15.2)
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15.1 Clifford algebras 369

15.1.2 Clifford algebras

Definition 15.2 The Clifford algebra Cliff(Y) is the unital algebra over K
generated by elements γ(y), y ∈ Y, with relations

γ(λy) = λγ(y), λ ∈ K, γ(y1 + y2) = γ(y1) + γ(y2),

γ(y1)γ(y2) + γ(y2)γ(y1) = 2y1 ·νy21l.

We have the following analog of Prop. 12.31:

Proposition 15.3 If

Y � y �→ γπ (y) ∈ L(V)

is a representation of Clifford relations, then there exists a unique homomorphism

π : Cliff(Y) → L(V)

such that π(1l) = 1lV and π(γ(y)) = γπ (y), y ∈ Y.

Many concepts and facts described in the context of the CAR apply almost
verbatim to Clifford relations and algebras. For instance, α(φ(y)) = −φ(y), y ∈
Y, extends to a unique involutive automorphism α of Cliff(Y). Clifford algebras
split into their even and odd parts: Cliff(Y) = Cliff0(Y)⊕ Cliff1(Y). Cliff0(Y)
is a sub-algebra of Cliff(Y), which differs from Cliff(Y) if the field K has a
characteristic different from 2 (which is the case for K = R, C).

There also exists a unique anti-automorphism A → A†, called the transposi-
tion, which on products of γ(y) equals

(γ(y1) · · · γ(yk ))† = γ(yk ) · · · γ(y1).

15.1.3 Complex Clifford algebras

Let us consider an n-dimensional space Y over C equipped with a non-degenerate
form ν. All such forms are isomorphic to one another, so it is enough to assume

that Y = Cn and z·νz =
n∑

j=1
(zj )2 for z = (z1 , . . . , zn ) ∈ Cn . It is easy to see that

in this case

Cliff(C2m ) = C(2m ),

Cliff(C2m+1) = C(2m )⊕ C(2m ).

Thus, as an algebra, Cliff(Cn ) coincides with CAR(Rn ) defined in Def. 12.30,
where the transposition † coincides with # . However, we forget about the Her-
mitian conjugation ∗, the complex conjugation c and the norm ‖ · ‖. (CAR(Rn )
is a C∗-algebra, whereas Cliff(Cn ) is not.)
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370 Clifford relations

Suppose now that the space Y is oriented (see Subsect. 3.6.8 for the definition
of an orientation of a complex space). Let (e1 , . . . , en ) be an o.n. basis of Y
compatible with its orientation, and write γj for γ(ej ).

Definition 15.4 The volume element is defined as

ω := γ1 · · · γn .

Note that ω depends on the o.n. basis (e1 , . . . , en ) only through its orienta-
tion. Set m := [n/2]. The following table summarizes the form of the algebras
Cliff(Cn ):

Table 15.1 Form of Cliff(Cn )

n (mod 4) ω2 Cliff0 (Cn ) Cliff(Cn )

0 1l C(2m −1 ) ⊕ C(2m −1 ) C(2m )
1 1l C(2m ) C(2m ) ⊕ C(2m )
2 −1l C(2m −1 ) ⊕ C(2m −1 ) C(2m )
3 −1l C(2m ) C(2m ) ⊕ C(2m )

15.2 Quaternions

In this section we briefly recall the properties of quaternions.

15.2.1 Basic definitions

Definition 15.5 The real algebra H with basis 1, i, j, k satisfying the relations

i2 = j2 = k2 = −1, ij = k, jk = i, ki = j

is called the algebra of quaternions. It is equipped with an involution ∗ acting as

1∗ = 1, i∗ = −i, j∗ = −j, k∗ = −k.

For x ∈ H, we set

Re x :=
1
2
(x + x∗), |x| := √

x∗x.

(Note that x∗x is always real positive.)

If x = x1 + xi i + xj j + xkk with x1 , xi, xj , xk ∈ R, then

Re x = x1 , |x| =
√

x2
1 + x2

i + x2
j + x2

k .

Note that | · | is a norm on the algebra H. If x, y ∈ H, then |xy| = |x||y|. H is an
example of a real C∗-algebra.
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15.2 Quaternions 371

H is a real Hilbert space with the scalar product

〈x|y〉 := Rex∗y = x1y1 + xiyi + xjyj + xkyk , x, y ∈ H.

Definition 15.6 An algebra all of whose non-zero elements are invertible is
called a division algebra.

Clearly, H is a division algebra.

15.2.2 Quaternionic vector spaces

Quaternionic vector spaces and finite-dimensional quaternionic vector spaces
have obvious definitions. Every finite-dimensional quaternionic vector space is
isomorphic to Hn for some n. Note the identifications

Rn ⊗ C = Cn , Rn ⊗H = Hn .

H-linear transformations on a quaternionic vector space have an obvious def-
inition. Note the identifications

R(n)⊗ C = C(n), R(n)⊗H = H(n).

Definition 15.7 Suppose that X is a quaternionic vector space, equipped (as
a real space) with a scalar product 〈x|y〉 ∈ R, x, y ∈ X . We say that this scalar
product is compatible with the quaternionic structure if

〈λx|λy〉 = |λ|2〈x|y〉, λ ∈ H, x, y ∈ X .

A quaternionic space with a compatible scalar product complete in the corres-
ponding norm is called a quaternionic Hilbert space.

Every finite-dimensional quaternionic Hilbert space is isomorphic to Hn with
the scalar product

〈x|y〉 :=
∑

Re x∗
i yi , x, y ∈ Hn .

15.2.3 Embedding complex numbers in quaternions

Clearly, there exists exactly one continuous injective homomorphism R → H.
However, there exist many continuous injective homomorphisms C → H. Such a
homomorphism is determined uniquely if we fix the image of i ∈ C inside H. It
is natural to denote it also by i.

Let us fix such a homomorphism C → H. Now H becomes a two-dimensional
vector space over the field C. The map

H � x �→ 1
2
(x− ixi) ∈ C (15.3)
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372 Clifford relations

is a projection. H is equipped with a sesquilinear scalar product

(x|y) :=
1
2
(yx∗ − iyx∗i). (15.4)

In fact, by (15.3), the values of this scalar product are in C. The computation

(x|zy) =
1
2
(zyx∗ − izyx∗i) = z(x|y),

(zx|y) =
1
2
(yx∗z − iyx∗zi) = (x|y)z, z ∈ C,

shows that (15.4) is sesquilinear.
Note that the real scalar product is compatible with the complex scalar prod-

uct: 〈x|y〉 = Re(x|y).
(1, j) is an example of an o.n. basis of H w.r.t. (15.4).
If we fix an embedding (15.3), then quaternionic vector spaces can be re-

interpreted as complex vector spaces, and quaternionic Hilbert spaces as complex
Hilbert spaces.

Definition 15.8 If X is a quaternionic vector space, then XC will denote the
same X understood as a complex space. It will be called the complex form of X .

15.2.4 Matrix representation of quaternions

Quaternions can be represented by the Pauli matrices multiplied by i:

π(1) =
[

1 0
0 1

]
, π(i) =

[
i 0
0 −i

]
, π(j) =

[
0 1
−1 0

]
, π(k) =

[
0 i
i 0

]
.

Thus we obtain a representation of quaternions on the Hilbert space C2 :

π : H → B(C2). (15.5)

In this representation,

π(x∗) = π(x)∗, |x| =
√

det π(x). (15.6)

We have

π(H) =
{
λU : U ∈ SU(2), λ ∈ [0,∞[

}
.

Another useful relation, which depends on the representation chosen above, is

π(H) =
{
A ∈ B(C2) : A = RAR−1}, (15.7)

where A is the usual complex conjugation of the matrix A and R = π(j). Note
that RR = −1l.

If we replace (15.5) by Wπ(·)W ∗ for some unitary W , then R is replaced by
RW := WRW

∗
. Note that RW RW = −1l as well.
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15.3 Clifford relations over Rq ,p 373

15.2.5 Real simple algebras

It is well known that one can classify all simple finite-dimensional algebras over
C and R. The complex case is particularly simple.

Theorem 15.9 Let A be a complex finite-dimensional simple algebra. Then there
exists a positive integer n such that A is isomorphic to C(n).

The corresponding classification in the real case is more complicated.

Theorem 15.10 Let A be a real finite-dimensional simple algebra. Then there
exists a positive integer n such that A is isomorphic to C(n), R(n) or H(n).

Moreover, suppose that π : A→ L(V) is a representation of A in a complex
space V. (Such a representation always exists.) Define the complex conjugate
representation π : A→ L(V) by π(A) := π(A), A ∈ A. Then the following are
true:

(1) A � C(n) iff there exists no R : V → V linear invertible such that π(A)R =
Rπ(A).

(2) A � R(n) iff there exists R : V → V linear invertible such that π(A)R =
Rπ(A) and RR = 1l.

(3) A � H(n) iff there exists R : V → V linear invertible such that π(A)R =
Rπ(A) and RR = −1l.

If π is irreducible, then R in (2) and (3) is defined uniquely up to a phase factor.

Remark 15.11 Note that we have the following equivalent versions of (1), (2)
and (3) of the above theorem:

(1) There exists no anti-linear invertible χ on V such that π(A)χ = χπ(A).
(2) There exists an anti-linear invertible χ on V such that π(A)χ = χπ(A) and

χ2 = 1l.
(3) There exists an anti-linear invertible χ on V such that π(A)χ = χπ(A) and

χ2 = −1l.

We can pass from χ to R by χv = Rv.

In particular, R(n) can be embedded in C(n), and then R = 1l. H(n) can be
embedded in C(2)⊗ C(n), so that R = π(j)⊗ 1l.

15.3 Clifford relations over Rq ,p

Let us consider an n-dimensional vector space over R equipped with a non-
degenerate symmetric form ν. All such forms are determined by their signa-
ture, that is, a pair of non-negative integers q, p with n = q + p, so that by an
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374 Clifford relations

appropriate choice of a basis the form ν can be written as

y·νy = −
q∑

j=1

(yj )2 +
n∑

j=q+1

(yj )2 . (15.8)

Definition 15.12 The vector space Rn equipped with form (15.8) will be denoted
Rq ,p .

In this section we will study representations of Clifford relations over Rq ,p .

Definition 15.13 A representation of Clifford relations will then be called a
real, complex, resp. quaternionic representation, if it acts on a real, complex,
resp. quaternionic space V. Elements of V will be called real, complex, resp.
quaternionic spinors.

Of course, the complex case is the most important.

15.3.1 Basic facts

Let

Rq ,p � y �→ γπ (y) ∈ L(V) (15.9)

be a Clifford representation.

Definition 15.14 We set γπ
i := γπ (ei), where ei is the canonical basis of Rq ,p ,

and the volume element of the representation γπ is defined as

ωπ = γπ
1 · · · γπ

n . (15.10)

Proposition 15.15 Consider the Clifford representation (15.9). Then

Rq ,p � y �→ −γπ (y) ∈ L(V) (15.11)

is also a Clifford representation. If n is even, then

ωπ γπ (y)(ωπ )−1 = −γπ (y),

so ωπ implements the equivalence between (15.9) and (15.11).

The following proposition is proven by mimicking the arguments of Thms.
12.27 and 12.28. Recall that q + p = n.

Proposition 15.16 (1) Let n be even. Then all complex irreducible Clifford
representations over Rq ,p are equivalent and act on Cn/2 .

(2) Let n be odd. Then there exist exactly two inequivalent complex irreducible
Clifford representations over Rq ,p . Moreover, if (15.9) is irreducible, then so
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15.3 Clifford relations over Rq ,p 375

is (15.11), and they are inequivalent. They act on C(n−1)/2 and satisfy

ωπ = ±i(n−1)/2+q1l. (15.12)

(3) If γπ is an irreducible complex Clifford representation, then the complex alge-
bra generated by γπ (y), y ∈ Y, is isomorphic to C(2[n ]/2).

The following proposition shows that it is easy to pass from the signature q, p

to p, q.

Proposition 15.17 Suppose that V is complex. Let the linear map ε : Rp,q →
Rq ,p be defined by εej = eq+j for 1 ≤ j ≤ p, εep+j = ej for 1 ≤ j ≤ q, where
e1 , . . . , en is the canonical basis. Then

Rp,q � y �→ iγπ (εy) ∈ L(V) (15.13)

is a representation of Clifford relations.

15.3.2 Charge reversal

In this section we consider a representation (15.9) of Clifford relations in a com-
plex space V. For simplicity, we drop the superscript π.

Definition 15.18 Suppose that χ+ and χ− are anti-linear operators on V.

(1) χ+ is called a real charge reversal if

χ+γ(y)χ−1
+ = γ(y), χ2

+ = 1l.

(2) χ+ is called a quaternionic charge reversal if

χ+γ(y)χ−1
+ = γ(y), χ2

+ = −1l.

(3) χ− is called a pseudo-real charge reversal if

χ−γ(y)χ−1
− = −γ(y), χ2

− = 1l.

(4) χ− is called a pseudo-quaternionic charge reversal if

χ−γ(y)χ−1
− = −γ(y), χ2

− = −1l.

In the case of an irreducible representation, the operators χ± are determined
uniquely up to a phase factor.

Theorem 15.19 A complex irreducible representation of Clifford relations over
Rq ,p possesses a charge reversal of the following types:
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376 Clifford relations

p− q (mod 8)

0 real pseudo-real
1 real
2 real pseudo-quaternionic
3 pseudo-quaternionic
4 quaternionic pseudo-quaternionic
5 quaternionic
6 quaternionic pseudo-real
7 pseudo-real

If both χ− and χ+ exist (which is the case for all even n), then χ+χ− is
proportional to ω (see Def. 15.14).

Proof Prop. 15.17 shows that it is enough to prove the real and quaternionic
parts of Thm. 15.19. In fact, (15.9) is irreducible iff (15.13) is. Moreover, (15.9)
possesses a real, resp. quaternionic charge reversal iff (15.13) possesses a pseudo-
real, resp. pseudo-quaternionic charge reversal.

For the proof of Thm. 15.19, it is convenient to use real Pauli matrices, that
is,

θ1 := σ1 =
[

0 1
1 0

]
, θ2 :=

1
i
σ2 =

[
0 −1
1 0

]
, θ3 := σ3 =

[
1 0
0 −1

]
.

Note that θ2
1 = −θ2

2 = θ2
3 = 1l, and

θ1θ2 = −θ2θ1 = θ3 ,

θ2θ3 = −θ3θ2 = θ1 ,

θ3θ1 = −θ1θ3 = θ2 .

Moreover, R(2) is generated by θ1 , θ2 .
Let us now start the main part of the proof. Recall that n = q + p. For any

(q, p) with m = [(q + p)/2], we will construct a family of matrices in R(2m ),

γq,p
1 , . . . , γq,p

q+p ,

such that

[γq,p
i , γq,p

j ]+ = 0, 0 ≤ i < j ≤ n,

(γq,p
j )2 = −1l for q distinct j and (γq,p

j )2 = 1l for p distinct j. If possible, we will
also construct a real matrix Rq,p

+ such that Rq,p
+ γq,p

j (Rq,p
+ )−1 = γq,p

j and (Rq,p
+ )2 =

±1l.
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First assume that q + p is even. The case q = p is particularly easy. We
set

γq,q
2j−1 := θ

⊗(j−1)
3 ⊗ θ1 ,

γq,q
2j := θ

⊗(j−1)
3 ⊗ θ2 , j = 1, . . . , q,

Rq,q
+ := 1l⊗q . (15.14)

For q < p, we set

γq,p
2j := iγ

q + p
2 , q + p

2
2j , j = 1, . . . ,

p− q

2
;

γq,p
k := γ

q + p
2 , q + p

2
k , for remaining k;

Rq,p
+ := (θ1 ⊗ θ2)

p −q
4 , for even

p− q

2
, then (Rq,p

+ )2 = (−1l)
p −q

4 ;

Rq,p
+ := (θ1 ⊗ θ2)

p −q −2
4 ⊗ θ1 ⊗ θp

3 , for odd
p− q

2
, then (Rq,p

+ )2 = (−1l)
p −q −2

4 .

For q > p, we define

γq,p
2j−1 := iγ

q + p
2 , q + p

2
2j−1 , j = 1, . . . ,

q − p

2
;

γq,p
k := γ

q + p
2 , q + p

2
k , for remaining k;

Rq,p
+ := (θ2 ⊗ θ1)

q −p
4 , for even

p− q

2
, then (Rq,p

+ )2 = (−1l)
p −q

4 ;

Rq,p
+ := (θ2 ⊗ θ1)

p −q + 2
4 ⊗ θ2 ⊗ θp

3 , for odd
p− q

2
, then (Rq,p

+ )2 = (−1l)
p −q −2

4 .

This ends the proof of the real and quaternionic cases for q + p even.
Next assume that q + p is odd. This time, the case q + 1 = p is particularly

easy. We set

γq,q+1
2j−1 := θ

⊗(j−1)
3 ⊗ θ1 ,

γq,q+1
2j := θ

⊗(j−1)
3 ⊗ θ2 , j = 1, . . . , q,

γq,q+1
2q+1 := θ⊗q

3 ,

Rq,q+1
+ := 1l⊗q . (15.15)

For q < p− 1, we set

γq,p
2j := iγ

q + p −1
2 , q + p + 1

2
2j , j = 1, . . . ,

p− q − 1
2

;

γq,p
k := γ

q + p −1
2 , q + p + 1

2
k , for remaining k;

Rq,p
+ := (θ1 ⊗ θ2)

p −q −1
4 , for even

p− q − 1
2

, then (Rq,p
+ )2 = (−1l)

p −q −1
4 ;

Rq,p
+ does not exist for odd

p− q − 1
2

.
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For q > p− 1, we define

γq,p
2j−1 := iγ

q + p −1
2 , q + p + 1

2
2j−1 , j = 1, . . . ,

q − p + 1
2

;

γq,p
k := γ

q + p −1
2 , q + p + 1

2
k , for remaining k;

Rq,p
+ := (θ2 ⊗ θ1)

q −p + 1
4 , for even

p− q − 1
2

, then (Rq,p
+ )2 = (−1l)

p −q −1
4 ;

Rq,p
+ does not exist for odd

p− q − 1
2

.

This ends the proof of the real and quaternionic cases for q + p odd. �

15.3.3 Real spinors

In this subsection we consider real representations of Clifford relations.
Note that if we have a Clifford representation on a real space, then by

replacing this space with its complexification we obtain a complex Clifford
representation.

Conversely, if we have a Clifford representation on a complex space V equipped
with a charge reversal χ+ of real type, then we can decompose V into a direct
sum of real subspaces, V = Vχ+ ⊕ V−χ+ , where

Vχ+ := {v ∈ V : χ+v = v}, V−χ+ := {v ∈ V : χ+v = −v}.

Clearly, we can restrict the representation of Clifford relations to real spaces Vχ+

and V−χ+ .
Suppose that p− q equals 0, 1 or 2 modulo 8. Recall that in this case irre-

ducible complex Clifford representations are equipped with a real type charge
conjugation. Therefore, there exists a real representation of Clifford relations over
Rq ,p in R2[n / 2 ]

. If γπ is such a representation, then the real algebra generated by
γπ (y), y ∈ Y, equals R(2[n/2]).

Clifford representations possessing a real type charge reversal that appeared
in the proof of Thm. 15.19 used complex matrices. It is possible to redefine those
representations so that they involve purely real matrices. Such representations
are often more complicated than those appearing in the proof of Thm. 15.19. In
what follows we will construct such Clifford representations for all real cases of
(q, p). They will be generalizations of the Majorana representation, well known
in physics in the case (1, 3).

First recall that for q = p the representation described in (15.14) involved only
real matrices. Then we describe real representations with one of q, p equal to zero
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and the other ≤ 8. First we consider the Euclidean case:

γ0,1
1 := 1l, γ0,2

1 := θ1 , γ0,8
1 := θ1 ⊗ 1l⊗ 1l⊗ 1l,

γ0,2
2 := θ3 , γ0,8

2 := θ3 ⊗ 1l⊗ 1l⊗ 1l,
γ0,8

3 := θ2 ⊗ θ2 ⊗ θ1 ⊗ 1l,
γ0,8

4 := θ2 ⊗ θ2 ⊗ θ3 ⊗ 1l,
γ0,8

5 := θ2 ⊗ 1l⊗ θ2 ⊗ θ1 ,

γ0,8
6 := θ2 ⊗ 1l⊗ θ2 ⊗ θ3 ,

γ0,8
7 := θ2 ⊗ θ1 ⊗ 1l⊗ θ2 ,

γ0,8
8 := θ2 ⊗ θ3 ⊗ 1l⊗ θ2 ,

ω0,1 := 1l, ω0,2 := θ2 , ω0,8 := θ2 ⊗ θ2 ⊗ θ2 ⊗ θ2 .

Next we consider the anti-Euclidean case:

γ6,0
1 := θ2 ⊗ 1l⊗ 1l, γ7,0

1 := θ2 ⊗ 1l⊗ 1l, γ8,0
1 := θ2 ⊗ 1l⊗ 1l⊗ 1l,

γ6,0
2 := θ1 ⊗ θ2 ⊗ 1l, γ7,0

2 := θ1 ⊗ θ2 ⊗ 1l, γ8,0
2 := θ3 ⊗ θ2 ⊗ θ2 ⊗ θ2 ,

γ6,0
3 := θ1 ⊗ θ1 ⊗ θ2 , γ7,0

3 := θ1 ⊗ θ1 ⊗ θ2 , γ8,0
3 := θ3 ⊗ θ2 ⊗ θ1 ⊗ 1l,

γ6,0
4 := θ1 ⊗ θ3 ⊗ θ2 , γ7,0

4 := θ1 ⊗ θ3 ⊗ θ2 , γ8,0
4 := θ3 ⊗ θ2 ⊗ θ3 ⊗ 1l,

γ6,0
5 := θ3 ⊗ 1l⊗ θ2 , γ7,0

5 := θ3 ⊗ 1l⊗ θ2 , γ8,0
5 := θ3 ⊗ 1l⊗ θ2 ⊗ θ1 ,

γ6,0
6 := θ3 ⊗ θ2 ⊗ θ1 , γ7,0

6 := θ3 ⊗ θ2 ⊗ θ1 , γ8,0
6 := θ3 ⊗ 1l⊗ θ2 ⊗ θ3 ,

γ7,0
7 := θ3 ⊗ θ2 ⊗ θ3 , γ8,0

7 := θ3 ⊗ θ1 ⊗ 1l⊗ θ2 ,

γ8,0
8 := θ3 ⊗ θ3 ⊗ 1l⊗ θ2 ,

ω6,0 := θ2 ⊗ 1l⊗ 1l, ω7,0 := 1l⊗ 1l⊗ 1l, ω8,0 := θ1 ⊗ 1l⊗ 1l⊗ 1l.

Now let us consider a pair q < p. Let p = q + 8r + u, 0 ≤ u < 8. Clearly, u =
0, 1 or 2. Then we set (where we drop the factors of 1l tensor multiplied on the
right)

γq,p
k := γq,q

k , k = 1, . . . , 2q;

γq,p
2q+8i+j := ωq,q ⊗ (ω0,8)⊗i ⊗ γ0,8

j , i = 0, . . . , r − 1, j = 1, . . . , 8;

γq,p
2q+8r+j := ωq,q ⊗ (ω0,8)⊗r ⊗ γ0,u

j , j = 1, . . . , u;

Rq,p
+ := 1l⊗4q ⊗ (R0,8

+ )⊗r ⊗R0,u
+ . (15.16)

Similarly, for a pair q > p, we write q = p + 8r + u, 0 ≤ u < 8. We have u = 0, 6
or 7. We set

γq,p
k := γp,p

k , k = 1, . . . , 2p;

γq,p
2p+8i+j := ωp,p ⊗ (ω8,0)⊗i ⊗ γ8,0

j , i = 0, . . . , r − 1, j = 1, . . . , 8;

γq,p
2q+8r+j := ωp,p ⊗ (ω8,0)⊗r ⊗ γu,0

j , j = 1, . . . , u;

Rq,p
+ := 1l⊗4p ⊗ (R8,0

+ )⊗r ⊗Ru,0
+ . (15.17)

�
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15.3.4 Quaternionic spinors

In this subsection we consider quaternionic representations of Clifford relations.
Recall that a quaternionic vector space, after embedding C in H, can be inter-

preted as a complex vector space. Therefore, every Clifford representation on a
quaternionic vector space V can be interpreted as a complex Clifford represen-
tation on VC.

Conversely, if we have a complex Clifford representation with a quaternionic
charge reversal χ+, then setting j := χ+ we can consider V as a vector space over
H. The Clifford representation then becomes H-linear.

Suppose that p− q equals 4, 5 or 6 modulo 8. Recall that in this case irre-
ducible complex representations possess a charge conjugation of quaternionic
type. Therefore, there exists a quaternionic representation of Clifford relations
over Rq ,p in H2[n / 2 ]−1

. If γπ is such a representation, then the real algebra gen-
erated by γπ (y), y ∈ Y, equals H(2[n/2]−1).

It is instructive to construct representations of Clifford relations for all quater-
nionic cases of (q, p) by matrices in H

(
2[n/2]

)
.

Note that the matrices 1l, iθ1 , θ2 , iθ3 can be viewed as the generators of quater-
nions. Moreover, a real matrix tensored with a quaternion is a quaternionic
matrix.

Let us first describe quaternionic representations with one of q, p equal to zero
and the other ≤ 8. First we consider the Euclidean case:

γ0,4
1 := θ1 ⊗ 1l, γ0,5

1 := θ1 ⊗ 1l, γ0,6
1 := θ1 ⊗ 1l⊗ 1l,

γ0,4
2 := θ3 ⊗ 1l, γ0,5

2 := θ3 ⊗ 1l, γ0,6
2 := θ3 ⊗ 1l⊗ 1l,

γ0,4
3 := θ2 ⊗ iθ1 , γ0,5

3 := θ2 ⊗ iθ1 , γ0,6
3 := θ2 ⊗ θ1 ⊗ θ2 ,

γ0,4
4 := θ2 ⊗ iθ3 , γ0,5

4 := θ2 ⊗ iθ3 , γ0,6
4 := θ2 ⊗ θ3 ⊗ θ2 ,

γ0,5
5 := θ2 ⊗ θ2 , γ0,6

5 := θ2 ⊗ 1l⊗ iθ1 ,

γ0,6
6 := θ2 ⊗ 1l⊗ iθ3 ,

R0,4
+ := 1l⊗ θ2 , R0,5

+ := 1l⊗ θ2 , R0,6
+ := 1l⊗ 1l⊗ θ2 .

Next we consider the anti-Euclidean case:

γ2,0
1 := θ2 , γ3,0

1 := θ2 , γ4,0
1 := θ2 ⊗ 1l,

γ2,0
2 := iθ1 , γ3,0

2 := iθ1 , γ4,0
2 := θ3 ⊗ θ2 ,

γ3,0
3 := iθ3 , γ4,0

3 := θ3 ⊗ iθ1 ,

γ4,0
4 := θ3 ⊗ iθ3 ,

R2,0
+ := θ2 , R3,0

+ := θ2 , R4,0
+ := 1l⊗ θ2 .

The case of arbitrary q, p is dealt with as in the case of real spinors; see (15.16)
and (15.17). �

https://www.cambridge.org/core/terms. https://www.cambridge.org/core/product/3F2652F5759A09E8165EE08E3F91CC35
Downloaded from https://www.cambridge.org/core. IP address: 18.191.223.123, on 21 Jul 2024 at 04:58:56, subject to the Cambridge Core terms of use, available at

https://www.cambridge.org/core/terms
https://www.cambridge.org/core/product/3F2652F5759A09E8165EE08E3F91CC35
https://www.cambridge.org/core


15.3 Clifford relations over Rq ,p 381

15.3.5 Representations of Clifford relations

on pseudo-unitary spaces

Let V be a finite-dimensional complex vector space and

Rq ,p � y �→ γ(y) ∈ L(V) (15.18)

be a Clifford representation. Recall that V∗ denotes the space of anti-linear func-
tionals on V. Clearly,

Rq ,p � y �→ ±γ(y)∗ ∈ L(V∗) (15.19)

are also Clifford representations. It is natural to ask when (15.18) and (15.19)
are equivalent. The following proposition answers this question for irreducible
representations.

Proposition 15.20 Let (15.18) be irreducible.

(1) There exists an invertible λ+ ∈ Lh(V,V∗) such that

γ(y)∗ = λ+γ(y)λ−1
+

iff p is odd or q is even.
(2) There exists an invertible λ− ∈ Lh(V,V∗) such that

−γ(y)∗ = λ−γ(y)λ−1
−

iff q is odd or p is even.

Proof Let γ1 , . . . , γn be an irreducible Clifford representation in the canonical
basis of Rq ,p . Then writing γj = iφj , j = 1, . . . , q and γj = φj , j = q + 1, . . . , n,
we obtain an irreducible Clifford representation over Rn , φ1 , . . . , φn . On the
space V we can fix a scalar product such that φi = φ∗

i , so that we obtain a CAR
representation. This scalar product allows us to identify the space V with V∗.

Obviously, γ∗
j = −γj , j = 1, . . . , q, and γ∗

j = γj , j = q + 1, . . . , n.
Now set

λ+ := ±iq/2γ1 · · · γq , even q;

λ− := ±i(q+1)/2γ1 · · · γq , odd q;

λ− := ±ip/2γq+1 · · · γn , even p;

λ+ := ±i(p−1)/2γq+1 · · · γn , odd p.

We check that λ∗
± = λ±, λ2

± = 1l and λ±γi = ±γ∗
i λ±.

Note that if n is odd, then we obtain two distinct formulas for λ+ or λ−. Using
(15.12), we easily see that they define the same operator. �

If the assumptions of Prop. 15.20 (1) are satisfied, so that λ+ exists, we endow
the space V with a non-degenerate Hermitian form

V × V � (v1 , v2) �→ v1 · λ+v2 .
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382 Clifford relations

Definition 15.21 For every A ∈ L(V), we define its λ+ -adjoint, denoted A†, by

v1 · λ+Av2 = A†v1 · λ+v2 .

We have

γ(y)† = γ(y), y ∈ Y. (15.20)

If π : Cliff(Rq ,p) → L(V) is a representation, then

π(A)† = π(A†), A ∈ Cliff(Rq ,p). (15.21)

If we replace λ+ with λ−, then instead of (15.20) we have

γ(y)† = −γ(y), y ∈ Y.

Instead of (15.21), we have:

π(A)† = π(A†), A ∈ Cliff0(Rq ,p). (15.22)

15.4 Clifford algebras over Rq ,p

In this section we continue to study Clifford relations over Rq ,p . We adopt the
representation-independent point of view: we concentrate on the Clifford algebra
Cliff(Rq ,p).

For n = 0, 1, 2, Cliff(Rn,0) are division algebras. In fact, Cliff(R0,0) = R,
Cliff(R1,0) = C and Cliff(R2,0) = H.

15.4.1 Form of Clifford algebras for a general signature

Let q, p be arbitrary non-negative integers, n = q + p and m := [(q + p)/2]. Let
us consider the real algebra Cliff(Rq ,p).

We have the following counterpart of Def. 15.14:

Definition 15.22 We will write γi := γ(ei), where ei is the canonical basis of
Rq ,p . The volume element of Cliff(Rq ,p) will be denoted by

ω = γ1 · · · γn . (15.23)

Remark 15.23 In the case n = 4 with the Lorentz signature, particle physicists
often denote the operator ω by γ5 . This notation is so popular that it is sometimes
used in the case of a dimension different from 4.

It is possible to describe Cliff(Rq ,p) for an arbitrary q, p. Table 15.2, a well-
known table of real Clifford algebras, should be compared with the analogous
table for the complex case (see Table 15.1, Subsect. 15.1.3).

In the case of n odd all the algebras Cliff(Rq ,p) have a non-trivial center
spanned by 1l, ω.

If ω2 = 1l, which corresponds to cases 1 and 5, Cliff(Rq ,p) splits into a direct
sum and ω � 1l⊕ (−1l).

https://www.cambridge.org/core/terms. https://www.cambridge.org/core/product/3F2652F5759A09E8165EE08E3F91CC35
Downloaded from https://www.cambridge.org/core. IP address: 18.191.223.123, on 21 Jul 2024 at 04:58:56, subject to the Cambridge Core terms of use, available at

https://www.cambridge.org/core/terms
https://www.cambridge.org/core/product/3F2652F5759A09E8165EE08E3F91CC35
https://www.cambridge.org/core


15.4 Clifford algebras over Rq ,p 383

Table 15.2 Form of Cliff(Rq ,p)

p − q (mod 8) ω2 Cliff0 (Rq ,p ) Cliff(Rq ,p )

0 1l C(2m −1 ) R(2m )
1 1l R(2m ) R(2m ) ⊕ R(2m )
2 −1l R(2m −1 ) ⊕ R(2m −1 ) R(2m )
3 −1l R(2m ) C(2m )
4 1l C(2m −1 ) H(2m −1 )
5 1l H(2m −1 ) H(2m −1 ) ⊕ H(2m −1 )
6 −1l H(2m −2 ) ⊕ H(2m −2 ) H(2m )
7 −1l H(2m −1 ) C(2m )

If ω2 = −1l, which corresponds to cases 3 and 7, the algebras are complex and
ω = i1l.

In the case p− q ≡ 0, 1, 2 (mod 8), Cliff(Rq ,p) can be represented as real
matrices, which will correspond to the real type in Thm. 15.19. In the case
p− q ≡ 4, 5, 6 (mod 8), Cliff(Rq ,p) can be represented as quaternionic matrices,
which corresponds to the quaternionic type in Thm. 15.19.

C⊗ Cliff(Rq ,p) coincides with the algebra Cliff(Cn ). In addition, it is equipped
with a unique complex conjugation such that Cliff(Rq ,p) consists of elements in
C⊗ Cliff(Rq ,p) fixed by this conjugation.

There exists a unique isomorphism of complex algebras ρ : C⊗ Cliff(Rq ,p) →
C⊗ Cliff(Rp,q ) satisfying

ρ(γ(y)) = iγ(y), y ∈ Y. (15.24)

(Note that on the left γ(y) is an element of C⊗ Cliff(Rq ,p), and on the right of
C⊗ Cliff(Rp,q ).) Under this isomorphism we have

ρ
(
Cliff0(Rq ,p)

)
= Cliff0(Rp,q ),

ρ
(
Cliff1(Rq ,p)

)
= iCliff1(Rp,q ).

15.4.2 Pseudo-Euclidean group

Recall that we can define the group O(Rq ,p) of linear transformations that pre-
serve the form (15.8). Obviously, we have a natural isomorphism O(Rq ,p) �
O(Rp,q ). The determinant defines a homomorphism of O(Rq ,p) into {1,−1}. Ele-
ments of O(Rq ,p) with the determinant 1 form a subgroup SO(Rq ,p) � SO(Rp,q ).
We have the exact sequence

1 → SO(Rq ,p) → O(Rq ,p) → Z2 → 1. (15.25)
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384 Clifford relations

Definition 15.24 For any r ∈ O(Rq ,p),

r̂
(
γ(y)
)

= γ(ry), y ∈ Y,

defines a unique automorphism r̂ of Cliff(Rq ,p).

We have a homomorphism

O(Rq ,p) � r �→ r̂ ∈ Aut
(
Cliff(Rq ,p)

)
.

15.4.3 Pin group for a general signature

Definition 15.25 We define Pin(Rq ,p) as the set of all U ∈ Cliff(Rq ,p) such
that UU† = 1l or UU† = −1l, and{

Uγ(y)U−1 : y ∈ Y} =
{
γ(y) : y ∈ Y}.

We set

Spin(Rq ,p) := Pin(Rq ,p) ∩ Cliff0(Rq ,p).

Proposition 15.26 Let U ∈ Pin(Rq ,p). Then there exists a unique r ∈ O(Rq ,p)
such that

Uγ(y)U−1 = det(r)γ(ry), y ∈ Y. (15.26)

The map Pin(Rq ,p) → O(Rq ,p) obtained this way is a surjective homomorphism
of groups.

Definition 15.27 If (15.26) is satisfied, we say that U det-implements r.

Theorem 15.28 Let r ∈ O(Rq ,p).

(1) The set of elements of Cliff(Rq ,p) det-implementing r consists of a pair of
operators differing by sign, ±Ur = {Ur ,−Ur}.

(2) r ∈ SO(Rq ,p) iff Ur is even; r ∈ O(Rq ,p)\SO(Rq ,p) iff Ur is odd.
(3) If r1 , r2 ∈ O(Rq ,p), then Ur1 Ur2 = ±Ur1 r2 .

The above statements can be summarized by the following commuting diagram
of Lie groups and their continuous homomorphisms, where all vertical and hor-
izontal sequences are exact:

1 1
↓ ↓

1 → Z2 → Z2 → 1
↓ ↓ ↓

1 → Spin(Rq ,p) → Pin(Rq ,p) → Z2 → 1
↓ ↓ ↓

1 → SO(Rq ,p) → O(Rq ,p) → Z2 → 1
↓ ↓ ↓
1 1 1

(15.27)
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15.5 Notes 385

Moreover, Spin(Rq ,p) coincides with Spin(Rp,q ) in the sense that if Uq,p
r ∈

Cliff0(Rq ,p) and Up,q
r ∈ Cliff0(Rp,q ) both implement r ∈ O(Rq ,p) = O(Rp,q ), then

Uq,p
r = ±Up,q

r , where we use the isomorphism described at the end of Subsect.
15.4.1.

15.5 Notes

The so-called spinor representations of orthogonal groups were studied by Cartan
(1938) and Brauer–Weyl (1935).

In quantum physics, Clifford relations and spinor representations appear in
the description of spin 1

2 particles. In the non-relativistic case, where the group
Spin(3) � SU(2) replaces the group of rotations SO(3), this is due to Pauli
(1927). In the relativistic case, where the group Spin↑(1, 3) � SL(2, C) replaces
the Lorentz group, this is due to Dirac (1928).

Introductions to Clifford algebras can be found in Lawson–Michelson (1989)
and Trautman (2006).
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16

Orthogonal invariance of the CAR on Fock spaces

In this chapter we continue our study of the orthogonal invariance of the CAR.
This invariance was already investigated in Chap. 14. However, whereas in
Chap. 14 we used the representation-independent framework of CAR algebras,
in this chapter we will consider Fock CAR representations in any dimensions.
Therefore, to some extent, this chapter can be viewed as a continuation of
Chap. 13 about Fock CAR representations.

Note also that this chapter is parallel to Chap. 11 about the symplectic invari-
ance of the CCR on a Fock space.

16.1 Orthogonal group on a Kähler space

The framework of this section, as well as of most other sections of this chapter,
is the same as that of Chap. 13 about the Fock representation of the CAR.

In particular, we assume that (Y, ν) is a real Hilbert space with a Kähler
anti-involution j. If r is a densely defined operator on L(Y), then r# denotes its
adjoint for the scalar product ν. We also use the holomorphic space Z := 1l−ij

2 CY
and the identification CY = Z ⊕ Z.

In this section we study the orthogonal group and Lie algebra on a real Hilbert
space equipped with a Kähler structure.

This section is parallel to Sect. 11.1 about the symplectic group on a Kähler
space.

16.1.1 Basic properties

Recall that O(Y) denotes the group of orthogonal transformations on Y. Ele-
ments of O(Y) are automatically bounded with a bounded inverse. Clearly,
r ∈ O(Y) iff

(a) r# r = 1l, (b) rr# = 1l.

In the context of real Hilbert spaces we adopt the following definition for the
corresponding Lie algebra:

Definition 16.1 o(Y) denotes the Lie algebra of a ∈ B(Y) satisfying a# + a = 0,
that is, o(Y) = Ba(Y).
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16.1 Orthogonal group on a Kähler space 387

Recall that every r ∈ B(Y) extended to CY = Z ⊕ Z can be written as

rC =
[

p q

q p

]
. (16.1)

Proposition 16.2 r ∈ O(Y) iff p ∈ B(Z), q ∈ B(Z,Z) and the following con-
ditions hold:

Conditions implied by (a): p∗p + q# q = 1l, p∗q + q# p = 0;

Conditions implied by (b): pp∗ + qq∗ = 1l, pq# + qp# = 0.

Proposition 16.3 a ∈ o(Y) iff its extension to CY equals

aC = i
[

h g

−g −h

]
, (16.2)

with h ∈ Bh(Z), and g ∈ Ba(Z,Z) (h is self-adjoint and g is anti-symmetric).

16.1.2 j-non-degenerate orthogonal maps

The theory of orthogonal operators on a Kähler space is more complicated than
that of symplectic operators on a Kähler space. For a symplectic transforma-
tion r, the operator p was automatically invertible, which greatly simplified the
analysis. The analogous statement is not always true for a general orthogonal
operator. Nevertheless, a large class of orthogonal transformations can be ana-
lyzed in a way parallel to symplectic transformations. These transformations,
which we will call j-non-degenerate, will be studied in this subsection.

Proposition 16.4 Let r ∈ O(Y). Then the following conditions are equivalent:

(1) Ker(rj + jr) = {0}.
(2) Ker(r# j + jr# ) = {0}.
(3) Ker p = {0}.
(4) Ker p∗ = {0}.
Proof (1)⇔(2), because

r# j + jr# = r# (jr + rj)r# .

(1)⇔(3), because

rCjC + jCrC =
[

p q

q p

] [
i 0
0 −i

]
+
[

i 0
0 −i

] [
p q

q p

]
= 2i
[

p 0
0 −p

]
.

Similarly we see that (2)⇔(4). �

Definition 16.5 r ∈ O(Y) is said to be j-non-degenerate if the equivalent con-
ditions of Prop. 16.4 are satisfied.
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388 Orthogonal invariance of the CAR on Fock spaces

Recall that if h is a possibly unbounded operator with Kerh = {0}, then we
can define h−1 with domain Domh−1 := Ran h. The operator h−1 is closed iff h

is.
Recall also that Cla(Z,Z) denotes the set of closed densely defined operators

c from Z to Z satisfying c# = −c.
Let us now describe a convenient factorization of a j-non-degenerate orthog-

onal map. Note that if r is j-non-degenerate, then (Ran p)cl = (Ker p∗)⊥ = Z.
Therefore, the following operators are densely defined:

d := qp−1 , Dom d := Ran p; (16.3)

c := −q# (p# )−1 , Dom c := Ran p# . (16.4)

Proposition 16.6 (1) c and d are closable. Let us denote their closures by the
same symbols. Then c, d ∈ Cla(Z,Z).

(2) We have the following equivalent characterizations of c, d:

d = −p∗−1q# , Dom d = {z ∈ Z : q# z ∈ Ran p∗}; (16.5)

c = p−1q, Dom c = {z ∈ Z : qz ∈ Ran p}. (16.6)

(3) We have the following factorization, which holds as an operator identity:

rC =
[

1l d

0 1l

] [
(p∗)−1 0

0 p

] [
1l 0
c 1l

]
. (16.7)

(4) The following operator identities are true:

(rCjCr∗
C
− jC)(rCjCr∗

C
+ jC)−1 =

[
0 d

d 0

]
,

(jC − r∗
C
jCrC)(r∗

C
jCrC + jC)−1 =

[
0 c

c 0

]
.

(16.8)

(Note that if r is j-non-degenerate, then rjr∗ + j and r∗jr + j are injective
with a dense range. Hence, in the identities (16.8) the meaning of the l.h.s.
is described in (2.2) and (2.3).)

(5) The following quadratic form identities are true:

1l + c# c = p∗−1p−1 , 1l + d∗d = p∗−1p−1 .

Proof Consider d = qp−1 . We have the identity

q# p = −p∗q. (16.9)

Therefore, Ran p is contained in

{z ∈ Z : q# z ∈ Dom p∗−1 = Ran p∗}. (16.10)

But Ran p is dense. Thus (16.10) is dense. By Prop. 2.35 applied to the bounded
operator q and the closed operator p−1 ,

(qp−1)# = p∗−1q# . (16.11)

https://www.cambridge.org/core/terms. https://www.cambridge.org/core/product/3F2652F5759A09E8165EE08E3F91CC35
Downloaded from https://www.cambridge.org/core. IP address: 18.191.223.123, on 21 Jul 2024 at 04:58:56, subject to the Cambridge Core terms of use, available at

https://www.cambridge.org/core/terms
https://www.cambridge.org/core/product/3F2652F5759A09E8165EE08E3F91CC35
https://www.cambridge.org/core


16.1 Orthogonal group on a Kähler space 389

But the identity (16.9) implies

p∗−1q# p = −q,

and hence, on Ran p,

p∗−1q# = −qp−1 = (qp−1)# ,

by (16.11). Therefore, d ⊂ −d#, and hence d are closable. This easily implies (1)
and (2).

We have

rCjC − jCrC = 2i
[

0 −q

−q 0

]
, rCjC + jCrC = 2i

[
p 0
0 −p

]
.

Hence,[
0 d

d 0

]
= (rCjC − jCrC)(rCjC + jCrC)−1 = (rCjCr∗C − jC)(rCjCr∗C + jC)−1 .

This proves the first identity of (4). �

Next we give a criterion for the j-non-degeneracy.

Lemma 16.7 Assume that ‖r − 1l‖ < 1. Then r is j-non-degenerate.

Proof Let y ∈ Y such that y �= 0 and (rj + jr)y = 0. Then,

2jy = (1l− r)jy + j(1l− r)y.

Hence,

2‖y‖ ≤ 2‖1l− r‖‖y‖.
Therefore, 1 ≤ ‖1l− r‖. �

16.1.3 j-self-adjoint maps

To some extent, this subsection can be viewed as parallel to Subsect. 11.1.4 about
positive symplectic transformations.

Definition 16.8 An operator r ∈ Cl(Y) satisfying jr = r# j is called j-self-
adjoint. We say that it is j-positive if, in addition, jrj−1 + r# ≥ 0.

If the extension of r to CY is given by (16.1), then r ∈ B(Y) is j-self-adjoint
iff q# = −q, p = p∗. It is j-positive iff in addition p ≥ 0.

Let r ∈ B(Y) be j-self-adjoint. It belongs to O(Y) iff

p2 − qq = 1l, pq − qp = 0.

We now examine the form of the decomposition (16.7). Let r ∈ O(Y) be
j-non-degenerate. It is j-self-adjoint iff c = d, where c, d ∈ Cla(Z,Z) were defined
in (16.3) and (16.4). j-non-degenerate j-positive elements of O(Y) can be fully
characterized by c:
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390 Orthogonal invariance of the CAR on Fock spaces

Proposition 16.9 Let r ∈ O(Y) be j-non-degenerate and j-positive. Let c ∈
Cla(Z,Z) be defined as in (16.4). Then one has

rC =

[
(1l + cc∗)−

1
2 (1l + cc∗)−

1
2 c

−c∗(1l + cc∗)−
1
2 (1l + c∗c)−

1
2

]
(16.12)

=
[

1l c

0 1l

] [
(1l + cc∗)

1
2 0

0 (1l + c∗c)−
1
2

] [
1l 0
−c∗ 1l

]
,

(r2
C − 1lC)(r2

C + 1lC)−1 =
[

0 c

c 0

]
. (16.13)

Conversely let c ∈ Cla(Z,Z). Then r, defined by (16.12), belongs to O(Y), is
j-non-degenerate and is j-positive.

Proof Let r ∈ O(Y) be j-non-degenerate and j-self-adjoint. We have d = c =
qp−1 and 1l + c# c = p−2 . Using the positivity of p we obtain

p = (1l + c# c)−
1
2 .

Now

q = cp = c(1l + c∗c)−
1
2 = (1l + cc∗)−

1
2 c.

We then apply the decomposition (16.7) and formula (16.1) to get the first
statement of the proposition. �

Proposition 16.10 Let a ∈ Cl(Y) be anti-self-adjoint and j-self-adjoint. Then
there exists g ∈ Cla(Z,Z) such that

aC = i
[

0 g

g∗ 0

]
.

Moreover, ea belongs to O(Y), is j-self-adjoint and

eaC =

[
cos
√

gg∗ i sin
√

gg∗√
gg∗ g

ig∗ sin
√

gg∗√
gg∗ cos

√
g∗g

]
, (16.14)

c = i
tan

√
gg∗√

gg∗
g.

We have a complete description of j-non-degenerate j-self-adjoint elements of
O(Y):

Theorem 16.11 Let r ∈ O(Y) be j-non-degenerate and j-self-adjoint. Then r =
mr0m

∗, where

mC :=
1√
2

[
1l i(1l− p2)−

1
2 q

−i(1l− p2)−
1
2 q 1l

]
,

r0C :=

[
p + i(1l− p2)

1
2 0

0 p− i(1l− p2)
1
2

]
.
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16.1 Orthogonal group on a Kähler space 391

The transformation mC is unitary, hence rC is unitarily equivalent to the diagonal
operator r0C. Consequently

spec r = spec (p + i(1l− p2)
1
2 ) ∪ spec (p + i(1l− p2)

1
2 ).

In particular, r is j-positive iff

spec r ⊂ {eiφ : φ ∈ [−π/2, π/2]
}
. (16.15)

Proposition 16.12 Let k ∈ O(Y) be j-self-adjoint and such that Ker(k + 1l) =
{0}. Let kt ∈ O(Y) be defined as in Subsect. 2.3.2 for t ∈ R. Then kt is also
j-self-adjoint and (kt)# = k−t . Moreover, if |t| ≤ 1

2 , then kt is j-non-degenerate
and j-positive.

Proof We work on CY equipped with its unitary structure and consider kC.
Clearly, kCjC = jCk∗

C
, so the identity

F (kC)jC = jCF (k∗
C) (16.16)

holds for polynomials and extends by the usual argument to bounded Borel
functions on spec kC. Taking F (z) = zt , we obtain by restriction to Y that kt j =
j(kt)∗, so that kt is j-self-adjoint.

Clearly, kt is j-non-degenerate, and also j-positive for |t| ≤ 1
2 , by criterion

(16.15). �

16.1.4 j-polar decomposition

The following theorem gives a canonical decomposition of every j-non-degenerate
orthogonal operator into a product of a unitary operator and a j-positive j-non-
degenerate operator. This can be treated as a fermionic analog of the polar
decomposition of symplectic transformations discussed in Subsect. 11.1.5.

Theorem 16.13 Let r ∈ O(Y) be j-non-degenerate. Set k := −jr# jr. Then

(1) k ∈ O(Y) is j-self-adjoint;
(2) Ker(k + 1l) = {0};
(3) k

1
2 is j-positive and j-non-degenerate;

(4) For w := rk− 1
2 ∈ U(YC) we have

r = wk
1
2 ; (16.17)

(5) If in addition r is j-self-adjoint, then w = w∗, w2 = 1l and r = k
1
2 w = wk

1
2 .

Proof (1) follows from

jk = r# jr = k# j.

(2) is a consequence of

Ker(k + 1l) = −jr# Ker(rj + jr) = {0}.
(3) follows from Prop. 16.12.
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392 Orthogonal invariance of the CAR on Fock spaces

Let us prove (4). Clearly, w ∈ O(Y). Moreover,

jw = jrk− 1
2 = jrk−1k

1
2

= rjk
1
2 = rk− 1

2 j = wj.

So w ∈ U(YC). �

Definition 16.14 We call (16.17) the j-polar decomposition of r.

16.1.5 Conjugations on Kähler spaces

Conjugations on a unitary space were defined in Subsect. 1.2.10. We recall that
they are anti-unitary involutions.

Conjugations on a Kähler space were defined in Subsect. 1.3.10. We recall that
κ is a conjugation of the Kähler space Y if κ ∈ O(Y), κ2 = 1l and κj = −jκ. Note
that κ is self-adjoint, as well as anti-symplectic and infinitesimally symplectic.

Clearly, κ is a conjugation on a Kähler space Y iff it is a conjugation on the
corresponding unitary space YC. It can be written as

κC =
[

0 t

t 0

]
,

where t ∈ L(Z,Z), tt = 1lZ and t# = t. If we set uz := tz, then u is a conjugation
of the Hilbert space Z, which means an anti-unitary operator satisfying u2 = 1l.

Conversely, any conjugation on Z determines a conjugation on Y.
Note also that if j is a Kähler anti-involution, then so is −j. If κ ∈ O(Y) is a

conjugation, then we have κjκ# = −j.

16.1.6 Partial conjugations on Kähler spaces

Definition 16.15 If W is a unitary space, we will say that κ ∈ L(WR) is a par-
tial conjugation if there exists a decomposition of W into an orthogonal direct
sum of (complex) subspaces W =Wreg ⊕Wsg such that κ preserves this decom-
position, is the identity on Wreg and is a conjugation on Wsg .

Definition 16.16 If (Y, ν, j) is a Kähler space, we say that κ ∈ L(Y) is a partial
conjugation if there exists an orthogonal decomposition Y = Yreg ⊕ Ysg such that
κ and j preserve this decomposition, κ is the identity on Yreg and a conjugation
on Ysg .

Clearly, κ is a partial conjugation on a Kähler space Y iff it is a partial con-
jugation of the unitary space YC.

Let κ be a partial conjugation of Y. If 1lreg and 1lsg are the orthogonal projec-
tions onto Yreg and Ysg , then

κjκ# = j1lreg − j1lsg .
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16.1 Orthogonal group on a Kähler space 393

Writing Z = Zreg ⊕Zsg , we have

κC =

⎡⎢⎢⎣
1l 0 0 0
0 1l 0 0
0 0 0 t

0 0 t 0

⎤⎥⎥⎦ (16.18)

for t ∈ L(Zsg ,Zsg ), tt = 1lZs g
, t# = t.

16.1.7 Decomposition of orthogonal operators

Definition 16.17 Let r ∈ O(Y). We define the regular and singular initial and
final subspaces for r by

Y−sg := Ker(rj + jr), Y−reg := Y⊥
−sg ,

Y+sg := Ker(r# j + jr# ), Y+reg := Y⊥
+sg .

We also introduce the corresponding holomorphic subspaces

Z±sg := CY±sg ∩ Z, Z±reg := CY±reg ∩ Z.

We easily check that r maps Y−sg onto Y+sg and Y−reg onto Y+reg . j preserves
Y±sg and Y±reg , and hence we have the decompositions

CY = Z−reg ⊕Z−reg ⊕Z−sg ⊕Z−sg , (16.19)

CY = Z+reg ⊕Z+reg ⊕Z+sg ⊕Z+sg . (16.20)

Note that Ker p = Z−sg and Ker p∗ = Z+sg . We can write rC as a matrix from
(16.19) to (16.20) as follows:

rC =

⎡⎢⎢⎣
preg qreg 0 0
qreg preg 0 0
0 0 0 qsg

0 0 qsg 0

⎤⎥⎥⎦ .

Clearly,

Ker p∗reg = Ker preg = {0}, q∗sgqsg = 1lZ−s g
. (16.21)

Proposition 16.18 Let r ∈ O(Y). Then there exists a decomposition r = κr0

such that r0 ∈ O(Y) is j-non-degenerate and κ is a partial conjugation.

Proof Let κ be any partial conjugation such that κjκ# = j1l−reg − j1l−sg , so that
in the matrix notation using (16.20)

κC =

⎡⎢⎢⎣
1 0 0 0
0 1 0 0
0 0 0 t

0 0 t 0

⎤⎥⎥⎦ .
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394 Orthogonal invariance of the CAR on Fock spaces

We can set r0 = κr, which as a matrix from (16.19) to (16.20) has the form

r0C =

⎡⎢⎢⎣
preg qreg 0 0
qreg preg 0 0
0 0 tqsg 0
0 0 0 tqsg

⎤⎥⎥⎦ . (16.22)

Clearly, r0 ∈ O(Y), since r, κ ∈ O(Y). (16.21) implies that r0 is j-non-
degenerate. �

Proposition 16.19 Let r ∈ O(Y) be j-self-adjoint. Then Y+reg = Y−reg =: Yreg

and Y+sg = Y−sg =: Ysg . We have the orthogonal decomposition Y = Yreg ⊕ Ysg

preserved by j and r. Let j = jreg ⊕ jsg and r = rreg ⊕ rsg . Then rreg is jreg -non-
degenerate, and jreg -self-adjoint on Yreg and rsg jsg is a conjugation on Ysg .

16.1.8 Restricted orthogonal group

The following subsection is parallel to Subsect. 11.1.6 about the restricted sym-
plectic group. Recall that B2(Y) denotes the set of Hilbert–Schmidt operators
on Y.

Proposition 16.20 Let r ∈ O(Y). Let p, q, Z±sg ,Z±reg be defined as above. The
following conditions are equivalent:

(1) j− r−1 jr ∈ B2(Y), (2) rj− jr ∈ B2(Y).
(3) Tr(q∗q) < ∞, (4) Tr(p∗p− 1l) < ∞, (5) Tr(pp∗ − 1l) <∞.

(6) dimZ+sg <∞ and d ∈ B2(Z+reg ,Z+reg).
(7) dimZ−sg <∞ and c ∈ B2(Z−reg ,Z−reg ).

If the above conditions are true, then dimY−sg = dimY+sg <∞.

Proof The proof of the equivalence of the first five conditions is identical to
the proof in Prop. 11.12. Assume now that condition (3) (and hence (4), (5))
holds. Since Z−sg = Ker p, Z+sg = Ker p∗, these spaces are finite-dimensional,
and p : Z−reg → Z+reg , p∗ : Z+reg → Z−reg are invertible with bounded inverses.
It follows then from (3) that d = qp−1 ∈ B2(Z+reg ,Z+reg) and c = q# (p# )−1 ∈
B2(Z−reg ,Z−reg ), so (3) ⇒ (6), (7). To prove that (6), (7) ⇒ (3), we argue
similarly, using the identities 1l + c# c = (pp∗)−1 , 1l + d∗d = (pp∗)−1 . �

Definition 16.21 Let Oj(Y) be the set of r ∈ O(Y) satisfying the conditions of
Prop. 16.20. Oj(Y) is called the restricted orthogonal group and is equipped with
the metric

dj(r1 , r2) := ‖p1 − p2‖+ ‖q1 − q2‖2 .

Equivalent metrics are ‖[j, r1 − r2 ]+‖+ ‖[j, r1 − r2 ]‖2 and ‖r1 − r2‖+
‖[j, r1 − r2 ]‖2 .
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16.1 Orthogonal group on a Kähler space 395

Noting that since Y−sg is j-invariant its dimension as a real vector space is
even, we define

SOj(Y) :=
{

r ∈ Oj(Y) :
1
2

dimY−sg is even
}

.

We set det r = 1 if r ∈ SOj(Y) and det r = −1 if r ∈ Oj(Y)\SOj(Y).
We say that a ∈ oj(Y) if a ∈ o(Y) and [a, j] ∈ B2(Y), or equivalently if g ∈

B2(Z,Z), where we use the decomposition (16.2).

Recall that the groups O2(Y) and SO2(Y) and the Lie algebra o2(Y) were
defined in Subsect. 14.1.2.

Proposition 16.22 (1) Oj(Y) and SOj(Y) are topological groups containing
O2(Y) and SO2(Y), and we have an exact sequence

1 → SOj(Y) → Oj(Y) → Z2 → 1.

(2) oj(Y) is a Lie algebra containing o2(Y).
(3) If a ∈ oj(Y), then ea ∈ SOj(Y).

In the following lemma, which we will prove before we prove the above propo-
sition, we use the concept of the regularized determinant, defined for b ∈ B2(Y)
as det2(1l + b) := det

(
(1l + b)e−b

)
; see (2.4).

Lemma 16.23 Let r ∈ Oj(Y). Then r is j-non-degenerate iff det2
(
1l + b(r)

) �= 0
for b(r) := 1

2 jr# [j, r].

Proof We have

rj + jr = 2rj
(
1l + b(r)

)
.

This implies that Ker(rj + jr) = Ker
(
1l + b(r)

)
Then we use Prop. 2.49. �

Proof of Prop. 16.22. The fact that Oj(Y) is a topological group, and oj(Y)
is a Lie algebra, follows by the same arguments as in Prop. 11.14. To show the
remaining facts, we will use Thm. 16.43, to be proven later on.

Since SOj(Y) is also the set of r ∈ Oj(Y) implementable by even unitaries, we
see that SOj(Y) is a subgroup of Oj(Y), using Thm. 16.43 (2)(ii) and (2)(iv).

Let us now prove that SOj(Y) is closed. Let rn ∈ SOj(Y) converge to r, and
let Urn

be the corresponding Bogoliubov implementers. By Thm. 16.43 (2)(v),
there exist μn , |μn | = 1 such that μnUrn

→ Ur . Urn
are even, and so is Ur . Hence

r ∈ SOj(Y).
Let us now prove (3). Set f(t) = det2

(
1l + b(eta)

)
, where b(eta) is given by

Lemma 16.23. The map t �→ f(t) is real analytic, and f(0) �= 0, hence f(t) is
not identically zero. So we can find a sequence tn →

n→∞ 1 such that f(tn ) �= 0.

By Lemma 16.23, etn a are j-non-degenerate, hence they belong to SOj(Y).

https://www.cambridge.org/core/terms. https://www.cambridge.org/core/product/3F2652F5759A09E8165EE08E3F91CC35
Downloaded from https://www.cambridge.org/core. IP address: 18.191.223.123, on 21 Jul 2024 at 04:58:56, subject to the Cambridge Core terms of use, available at

https://www.cambridge.org/core/terms
https://www.cambridge.org/core/product/3F2652F5759A09E8165EE08E3F91CC35
https://www.cambridge.org/core


396 Orthogonal invariance of the CAR on Fock spaces

But oj(Y) � a �→ ea ∈ Oj(Y) is continuous and SOj(Y) is closed. Hence, ea =
lim

n→∞ etn a belongs to SOj(Y). �

16.1.9 Anomaly-free orthogonal group

This subsection is parallel to Subsect. 11.1.7 about the anomaly-free symplectic
group. Recall that the groups O1(Y) and SO1(Y) and the Lie algebra o1(Y) were
defined in Subsect. 14.1.2. Recall also that B1(Y) denotes the set of trace-class
operators on Y.

Definition 16.24 Let Oj,af (Y) be the set of r ∈ Oj(Y) such that 2j− (jr + rj) ∈
B1(Y), or equivalently p− 1lZ ∈ B1(Z). Oj,af (Y) will be called the anomaly-free
orthogonal group and will be equipped with the metric

dj,af (r1 , r2) := ‖p1 − p2‖1 + ‖q1 − q2‖2 .

An equivalent metric is ‖[j, r1 − r2 ]+‖1 + ‖[j, r1 − r2 ]‖2 .
We set SOj,af (Y) := Oj,af (Y) ∩ SOj(Y).
We say that a ∈ oj,af (Y) if a ∈ oj(Y) and aj + ja ∈ B1(Y), or equivalently h ∈

B1(Y), where we use the decomposition (16.2).

Proposition 16.25 (1) Oj,af (Y) and SOj,af (Y) are topological groups contain-
ing O1(Y) and SO1(Y) respectively, and we have an exact sequence

1 → SOj,af (Y) → Oj,af (Y) → Z2 → 1.

(2) oj,af (Y) is a Lie algebra containing o1(Y).
(3) If a ∈ oj,af (Y), then ea ∈ SOj,af (Y).

Proof The proof is completely analogous to that of Prop. 16.22. �

Proposition 16.26 (1) Let r ∈ O(Y) be j-positive. Then r ∈ Oj(Y) iff r ∈
Oj,af (Y).

(2) Let a ∈ o(Y) be j-self-adjoint. Then a ∈ oj(Y) iff a ∈ oj,af (Y).

Proof (1) We know that r ∈ Oj(Y) iff c ∈ B2(Zreg ,Zreg ) and dimYsg < ∞. But
then (16.12) implies r ∈ Oj,af (Y).

(2) By the decomposition (16.2), a ∈ oj(Y) iff h = 0 and g ∈ B2
a (Z,Z). �

We will also need the following lemma:

Lemma 16.27 Let r ∈ Oj,af (Y), ε > 0. There exists a decomposition r = ts such
that 1l− s is finite rank and t ∈ Oj,af (Y), ‖1l− t‖ ≤ ε.

Proof 1l− r is compact. Hence, there exists an o.n. basis (e1 , e2 , . . . ) in CY such
that

rC =
∑

j

λj |ej )(ej |
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16.1 Orthogonal group on a Kähler space 397

with |λj | = 1 and λj → 1. Then we set

tC :=
∑

|λj −1|≤ε

λj |ej )(ej |+
∑

|λj −1|>ε

|ej )(ej |, (16.23)

sC :=
∑

|λj −1|≤ε

|ej )(ej |+
∑

|λj −1|>ε

λj |ej )(ej |. (16.24)

(We easily see that the r.h.s. of (16.23) and (16.24) restrict to operators
on Y.) �

16.1.10 Pairs of Kähler structures on real Hilbert spaces

This subsection is parallel to Subsect. 11.1.8 about pairs of Kähler structures in
a symplectic space.

Recall that, as usual in this chapter, (Y, ν) is a real Hilbert space. Let us first
describe the action of the orthogonal group on Kähler anti-involutions.

Proposition 16.28 Let r ∈ O(Y) and let j be a Kähler anti-involution. Then

(1) j1 = r−1 jr is a Kähler anti-involution;
(2) r ∈ U(YC) iff j1 = j;
(3) r is j-non-degenerate iff Ker(j + j1) = {0}.

In the following theorem, for two Kähler anti-involutions j and j1 we try to
construct r ∈ O(Y) such that

r−1jr = j1 . (16.25)

Note that this problem is more complicated for O(Y) than for Sp(Y) (see Subsect.
11.1.8).

Theorem 16.29 (1) Let j, j1 be Kähler anti-involutions on a real Hilbert space
Y. Then k := −jj1 is a j-self-adjoint orthogonal transformation.

(2) Let k ∈ O(Y) be j-self-adjoint for a Kähler anti-involution j. Then j1 := jk
is a Kähler anti-involution.

(3) In what follows we assume that j, j1 , k are as above. Then Ker(j + j1) =
Ker(k + 1l) is invariant under j and j1 , and so is its orthogonal complement.

(4) There exists r ∈ O(Y) satisfying (16.25) iff Ker(j + j1) is even- or infinite-
dimensional.

(5) If there exists a j-positive r ∈ O(Y) satisfying (16.25), then Ker(j + j1) =
{0}.

(6) Assume that Ker(j + j1) = {0}. Then r := k
1
2 defined in Thm. 16.13 is the

unique j-positive element of O(Y) satisfying (16.25).
(7) There exists c ∈ Ba(Z,Z) such that(

k − 1l
k + 1l

)
C

=
[

0 c

c 0

]
. (16.26)
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398 Orthogonal invariance of the CAR on Fock spaces

(8) We have

rC =

[
(1l + cc∗)−

1
2 (1l + cc∗)−

1
2 c

−c∗(1l + cc∗)−
1
2 (1l + c∗c)−

1
2

]
, (16.27)

kC = =
[

(1l− cc∗)(1l + cc∗)−1 2(1l + cc∗)−1c

−2c∗(1l + cc∗)−1 (1l− c∗c)(1l + c∗c)−1

]
, (16.28)

j1C = i
[

(1l− cc∗)(1l + cc∗)−1 2(1l + cc∗)−1c

2c∗(1l + cc∗)−1 (c∗c− 1l)(1l + c∗c)−1

]
. (16.29)

Proof (1)–(3) are straightforward.
Set b = k−1l

k+1l . We check that jb = −bj. This implies (16.26). Then using (16.13),
we see that rC equals (16.12), which is repeated as (16.27).

By the properties of the Cayley transform we have k = 1l+b
1l−b , which yields

(16.28). Alternatively, we can use k = r2 . (16.29) follows from j1 = jk. �

Theorem 16.30 Let Z and Z1 be the holomorphic subspaces of CY for the
Kähler anti-involutions j and j1 . Suppose that Ker(j + j1) = {0}. Then{

(z,−cz) : z ∈ Dom c
}

is dense in Z1 ,{
(−cz, z) : z ∈ Dom c

}
is dense in Z1 .

Proof Every vector of Z1 is of the form (1l− ij1)y1 for y1 ∈ Y. Since
Ker(j + j1) = {0}, Ran (k + 1l) is dense in Y, hence the vectors of the form
(1l− ij1)(1l + k)−1y, for y ∈ Ran (k + 1l) are dense in Z1 . As in the proof of Prop.
11.21, we get that

(1l− ij1)(1l + k)−1y = z − cz,

for z = 1lZy ∈ Dom c. �

Proposition 16.31 Let j, j1 , k be as in Thm. 16.29. Set Ysg := Ker(j + j1) and
Yreg := Y⊥

sg . Note that Yreg and Ysg are preserved by j and j1 . Let Zreg and Zsg

be the corresponding holomorphic spaces. Recall also that one can define

c := (kC − 1l)(1l + kC)−1
∣∣
Zr e g

∈ Cla(Zreg ,Zreg ). (16.30)

Then the following conditions are equivalent:

(1) j− j1 ∈ B2(Y).
(2) 1l− k ∈ B2(Y).
(3) c ∈ B2(Zreg ,Zreg ) and dimZsg is finite.
(4) There exists a j-positive r ∈ Oj,af (Y) such that j1 = rjr# .
(5) There exists r ∈ Oj(Y) such that j1 = rjr# .

Proof The identity −j(j− j1) = 1l− k and j ∈ O(Y) imply the equivalence of
(1) and (2).
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16.2 Fermionic quadratic Hamiltonians on Fock spaces 399

(2)⇒(3). Since Ysg = Ker(1l + k) and 1l− k is compact, Ysg and hence Zsg

are finite-dimensional. Moreover k preserves Yreg and (1l + k)−1
∣∣
Yr e g

is bounded.

Using (16.26), we obtain that c ∈ B2(Zreg ,Zreg ).
(3)⇒(2). By (16.26), we see that (1l− k)

∣∣
Yr e g

∈ B2(Yreg ). Ysg = Ker(1l + k) is
finite-dimensional, hence we get that 1l− k ∈ B2(Y).

(4)⇒(5)⇒(1) is obvious. (3)⇒(4) follows by setting r := rreg ⊕ rsg , where
rreg ∈ O(Yreg ) is defined as in Thm. 16.29 (5), and rsg is any conjugation on
Ysg . �

16.2 Fermionic quadratic Hamiltonians on Fock spaces

As elsewhere in this chapter, Z is a Hilbert space and Y = Re(Z ⊕ Z) is the
corresponding Kähler space with the dual Y# = Re(Z ⊕Z). We consider the
Fock representation over Y in Γa(Z).

We study quadratic Hamiltonians on a fermionic Fock space. This section is
parallel to Sect. 11.2 about quadratic Hamiltonians on a bosonic Fock space. It
is also a continuation of Sect. 14.2, where quadratic fermionic Hamiltonians were
studied in an algebraic setting.

16.2.1 Quadratic anti-commuting polynomials and

their quantization

Let h ∈ Bfd(Z) (h is finite rank). It corresponds to the anti-symmetric polyno-
mial

Y# × Y# � ((z1 , z1), (z2 , z2)
) �→ 1

2
(
z1 ·hz2 − z1 ·h# z2

)
. (16.31)

Its Wick, anti-symmetric and anti-Wick quantizations are

dΓ(h), dΓ(h)− Tr h

2
1l, dΓ(h)− (Tr h)1l.

Note that the anti-Wick and anti-symmetric quantizations can be extended to
the case h ∈ B1(Z) (h is trace-class). The Wick quantization of (16.31) is well
defined for much more general h.

Suppose that g ∈ a l
Γ

2

a(Z) � Bfd
a (Z,Z) (g is anti-symmetric finite rank). Con-

sider the polynomial

Y# × Y# � ((z1 , z1), (z2 , z2)
) �→ (z1 ⊗a z2 |g) = z1 ·gz2 . (16.32)

The Wick, anti-symmetric and anti-Wick quantizations of (16.32) are the “two-
particle creation operator” a∗(g) defined in Subsect. 3.4.4. According to the
notation of Def. 13.27, this can be written as Opa∗,a(|g)

)
. It can be defined as a

bounded operator also if g ∈ Γ2
a(Z) � B2

a (Z,Z). It will act on Ψn ∈ Γn
a (Z) as

a∗(g)Ψn :=
√

(n + 2)(n + 1)g ⊗a Ψn . (16.33)

(On the right of (16.33) we interpret g as an element of Γ2
a(Z).)
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400 Orthogonal invariance of the CAR on Fock spaces

The polynomial complex conjugate to (16.32) times −1 is

Y# × Y# � ((z1 , z1), (z2 , z2)
) �→ (g|z2 ⊗a z1) = z1 ·g∗z2 . (16.34)

(−1 comes from the operator Λ; see (3.29).) The Wick, anti-symmetric and
anti-Wick quantizations of (16.34) are the “two particle annihilation operator”
a∗(g)∗ = a(g) defined in Subsect. 3.4.4. According to the notation of Def. 13.27,
this can be written as Opa∗,a(|g)

)
.

A general element of CPol2a(Y# ) is(
(z1 , z1), (z2 , z2)

) �→ z1 · hz2 − z1 · h# z2 + z1 · g1z2 − z1 · g2z2 , (16.35)

where h ∈ Bfd(Z), g1 , g2 ∈ Bfd
a (Z,Z). We can write (16.35) as

(z1 , z1)·ζ(z2 , z2), ζC =
[

g1 h

−h# −g2

]
.

(Recall that we use elements of La(Y# ,Y) for symbols of fermionic quadratic
Hamiltonians, as in Subsect. 14.2.3.)

The quantizations of ζ are

Opa∗,a(ζ) = 2dΓ(h) + a∗(g1) + a(g2), (16.36)

Op(ζ) = 2dΓ(h)− (Tr h)1l + a∗(g1) + a(g2), (16.37)

Opa,a∗
(ζ) = 2dΓ(h)− (2Tr h)1l + a∗(g1) + a(g2).

Note that

Op(ζ) =
1
2

(
Opa∗,a(ζ) + Opa,a∗

(ζ)
)

.

In particular, we can extend the definition of Op(ζ) and Opa,a∗
(ζ) to the

case when g1 , g2 ∈ B2(Z,Z) and h ∈ B1(Z). Opa∗,a(ζ) is defined under much
more general conditions. All these quantizations are self-adjoint iff h = h∗ and
g1 = g2 .

16.2.2 Fermionic Schwinger term

Recall from Thm. 14.13 that the anti-symmetric quantization restricted to
quadratic symbols yields an isomorphism of Lie algebra o1(Y) into quadratic
Hamiltonians in CARC ∗

(Y). This is no longer true in the case of the Wick quan-
tization, where the so-called Schwinger term appears. This is described in the
following proposition:

Proposition 16.32 Let ζ, ζi ∈ B(Y# ,Y), i = 1, 2. Then,

Op(ζ) = Opa∗,a(ζ) +
i
2
(Trζνj) 1l, (16.38)[

Opa∗,a(ζ1),Opa∗a(ζ2)
]

= 4Opa∗,a(ζ1νζ2 − ζ2νζ1) + i2(Tr[ζ1ν, ζ2ν]j) 1l.
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16.2 Fermionic quadratic Hamiltonians on Fock spaces 401

Proof We have νC =
1
2

[
0 1l
1l 0

]
∈ B(Z ⊕ Z,Z ⊕ Z). Therefore,

ζCνC =
1
2

[
h g

−g −h#

]
, ζCνCjC =

1
2

[
ih −ig
−ig ih#

]
. (16.39)

Hence, −Tr h = i
2 Trζνj, which implies (16.38).

Now, to compute the Schwinger term we note that by (14.9)[
Opa∗,a(ζ1),Opa∗a(ζ2)

]
= 4Op(ζ1νζ2 − ζ2νζ1).

Then we apply (16.38). �

16.2.3 Infimum of quadratic fermionic Hamiltonians

For simplicity, in this subsection we assume that Z is a finite-dimensional Hilbert
space.

Theorem 16.33 Let h ∈ Bh(Z), g ∈ B2
a (Z,Z). Let

ζC =
[

g h

−h# −g

]
. (16.40)

Then,

inf Opa∗,a(ζ) =
1
2
Tr

(
−
[

h2 + gg∗ hg − gh#

g∗h− h# g∗ h
2

+ g∗g

] 1
2

+
[

h 0
0 h#

])
.

Proof Clearly, ζν is self-adjoint and

(ζCνC)2 =
1
4

[
h2 + gg∗ hg − gh#

g∗h− h# g∗ h# 2 + g∗g

]
.

Thus, by Thm. 14.13,

inf Opa∗,a(ζ)− Tr h = inf Op(ζ)

= −Tr|ζν| = −1
2
Tr
[

h2 + gg∗ hg − gh#

g∗h− h# g∗ h# 2 + g∗g

] 1
2

. �

16.2.4 Two-particle creation and annihilation operators

In this subsection we allow the dimension of Z to be infinite. We study two-
particle creation and annihilation operators. Recall that they are defined for
c ∈ Γ2

a(Z) � B2
a (Z,Z).

Proposition 16.34 Let c ∈ Γ2
a(Z). Then a(c), a∗(c) are bounded operators with

‖a(c)‖ = ‖a∗(c)‖ = ‖c‖2 ; (16.41)

e−
1
2 a∗(c)a(z)e

1
2 a∗(c) = a(z)− a∗(cz), z ∈ Z; (16.42)

e
1
2 a(c)a∗(z)e−

1
2 a(c) = a∗(z)− a(cz), z ∈ Z. (16.43)
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402 Orthogonal invariance of the CAR on Fock spaces

Proof Since c is anti-symmetric Hilbert–Schmidt, by Corollary 2.88 there exists
an o.n. family

(w1,+ , w1,−, w2,+ , w2,− . . . ) (16.44)

and positive numbers (λ1 , λ2 , . . . ) such that

c =
∞∑

j=1

λj

2
(|wj,+ 〉〈wj,−| − |wj,−〉〈wj,+ |

)
.

Then,

a∗(c) =
∞∑

j=1

λja
∗(wj,+)a∗(wj,−).

Using the Jordan–Wigner representation compatible with the o.n. family (16.44),
we easily obtain

‖a∗(c)‖2 =
∞∑

j=1

λ2
j . �

16.2.5 Fermionic Gaussian vectors

Let c ∈ Γ2
a(Z) � B2

a (Z,Z). Then c∗c is trace-class, so det(1l + c∗c) is well
defined.

Definition 16.35 The fermionic Gaussian vector associated with c is defined
as

Ωc := det(1l + c∗c)−
1
4 e−

1
2 a∗(c)Ω.

Theorem 16.36 (1) If c ∈ B2
a (Z,Z), then Ωc is a normalized vector in Γa(Z)

satisfying (
a(z)− a∗(cz)

)
Ψ = 0, z ∈ Z, (Ωc |Ωc) > 0.

(2) Let c ∈ Cla(Z,Z). Assume that there exists a non-zero Ψ ∈ Γa(Z) satisfying(
a(z)− a∗(cz)

)
Ψ = 0, z ∈ Dom c.

Then c ∈ B2
a (Z,Z). Moreover Ψ is proportional to Ωc .

(3) Let c1 , c2 ∈ B2
a (Z,Z). Then

(Ωc1 |Ωc2 ) = det(1l + c∗1c1)−
1
4 det(1l + c∗2c2)−

1
4 Pf
[

c1 −1l
1l c2

]
.

To make the above theorem complete we need to define the Pfaffian of certain
infinite-dimensional operators, which is provided by the following proposition:
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16.2 Fermionic quadratic Hamiltonians on Fock spaces 403

Proposition 16.37 Let ci ∈ B2
a (Z,Z), i = 1, 2. Set ζ ∈ Ba(Z ⊕ Z,Z ⊕ Z)

equal to

ζ =
[

c1 −1lZ
1lZ c2

]
.

Let πn be an increasing family of finite rank projections on Z with s − lim
n→∞πn =

1l. Set Zn = πnZ, and ζn = (πn ⊕ πn )ζ(πn ⊕ πn ). Then

lim
n→∞Pfζn =: Pfζ

exists, where, for each n Pfζn , is computed w.r.t. the Liouville form on Zn ⊕Zn .
Moreover

(Pfζ)2 = det(1l− c1c2).

Proof of Thm. 16.36 and Prop. 16.37. Let Ψ be as in (2). Arguing as in the
proof of Thm. 11.28, we obtain, for zi ∈ Dom c and λ := (Ω|Ψ),(

a∗(z2m+1) · · · a∗(z1)Ω|Ψ
)

= 0,(
a∗(z2m ) · · · a∗(z1)Ω|Ψ

)
= λ

∑
σ∈Pair2 m

sgn(σ)
m

Π
j=1

(zσ (2j ) |czσ (2j+1)).

Therefore, λ = 0 implies Ψ = 0. Hence, λ �= 0. In particular, for z1 , z2 ∈ Dom c

this gives the following formula for the two-particle component of Ψ:
√

2(z2 ⊗a z1 |Ψ2) = λ(z1 |cz2). (16.45)

As in Thm. 11.28, this implies that c ∈ B2
a (Z,Z) and Ψ2 = − λ√

2
c.

We have

(z1 ⊗a · · · ⊗a z2m |c⊗a m ) =
m!2m

2m!

∑
σ∈Pairm

m−1
Π

i=0
sgn(σ) (zσ (2i+1) |czσ (2i+2)),

which implies that

Ψ2m = λ(−1)m

√
(2m)!

2m m!
c⊗a m = λ(−1)m 1

2m m!
(
a∗(c)

)m Ω,

Ψ2m+1 = 0,

i.e.

Ψ = λe−
1
2 a∗(c)Ω.

Let us now compute ‖Ψ‖2 . Without loss of generality we can assume λ = 1.
Since c is compact, we can by Corollary 2.88 find an o.n. basis {zi,+ , zi,−}i∈I

of (Ran c)⊥, such that czi,− = λizi,+, czi,+ = −λizi,+. Thus c∗czi,± = λ2
i zi,±.

Using the corresponding basis in Γa(Z), we obtain

‖Ψ‖2 = Π
i∈I

(1 + λ2
i ) = det(1l + c∗c)

1
2 . (16.46)

This shows that the vector Ωc is normalized.
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404 Orthogonal invariance of the CAR on Fock spaces

It remains to show (3). Let us first assume that Z is finite-dimensional. In the
fermionic complex-wave representation, e−

1
2 a∗(c)Ω equals e−

1
2 z ·cz .(

e−
1
2 a∗(c1 )Ω|e− 1

2 a∗(c2 )Ω
)

=
ˆ

ez ·z e−
1
2 z ·c1 z e−

1
2 z ·c2 zdzdz

=
ˆ

exp
1
2
[z, z]·

[−c1 −1l
1l −c2

] [
z

z

]
dzdz

= Pf
[−c1 −1l

1l −c2

]
= det(1l− c1c2)

1
2 ,

using the formulas in Subsect. 1.1.2.
Let us now consider the general case. We first claim that the map

B2
a (Z,Z) � c �→ Ωc ∈ Γa(Z) (16.47)

is continuous for the Hilbert–Schmidt norm. Recall from Prop. 16.34 that

‖a∗(c)‖ = ‖c‖2 . (16.48)

Note now that if a1 , a2 are two bounded operators then

‖ea1 − ea2 ‖ ≤ ‖a1 − a2‖e‖a1 ‖ − e‖a2 ‖

‖a1‖ − ‖a2‖ .

Using (16.48), for ai = a∗(ci) with ‖ci‖2 ≤ C this yields,

‖e− 1
2 a∗(c1 ) − e−

1
2 a∗(c2 )‖ ≤ C ′‖c1 − c2‖2 .

Since c �→ det(1l + c∗c)−
1
4 is continuous for the Hilbert–Schmidt norm, this

proves (16.47).
We can now complete the proof of (3) in the general case. Let us choose an

increasing sequence of finite rank projections πn and set ci,n = πnciπn , i = 1, 2.
We have ci,n → ci in the Hilbert–Schmidt norm. Hence, by (16.47), Ωci , n

→ Ωci
,

and thus

(Ωc1 |Ωc2 ) = lim
n→∞(Ωc1 , n

|Ωc2 , n
),

which proves (3) in the general case. �

16.3 Fermionic Bogoliubov transformations on Fock spaces

We keep the same framework and notation as in the rest of the chapter. That
is, Z is a Hilbert space, Y := Re(Z ⊕ Z) is the corresponding complete Kähler
space, equipped with ν, j. We also consider the Fock CAR representation

Y � y �→ φ(y) ∈ Bh
(
Γa(Z)

)
.

We are going to study the implementation of orthogonal transformations on a
fermionic Fock space. The central result of the section is the Shale–Stinespring
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16.3 Fermionic Bogoliubov transformations on Fock spaces 405

theorem, which says that an orthogonal transformation is implementable iff it
belongs to the restricted orthogonal group. The unitary operators implementing
the corresponding Bogoliubov automorphisms form a group, denoted Pinc

j (Y),
which is one of the generalizations of the Pinc group from the finite-dimensional
case and contains the group Pinc

2(Y), which is a subgroup of the unitary part of
CARW ∗

(Y).
We will also describe the group Pinj,af (Y), which is one of the generalizations

of the Pin group from the finite-dimensional case. It contains the group Pin2(Y)
as a proper subgroup.

Clearly, both Pinc
j (Y) and Pinj,af (Y) depend on the Kähler structure of Y.

This section is parallel to Sect. 11.3, where Bogoliubov transformations on
bosonic Fock spaces were studied. It can be viewed as a continuation of Sect.
14.3, which described the implementability of Bogoliubov transformations in the
C∗- and W ∗-CAR algebras.

16.3.1 Extending parity and complex conjugation

Clearly, we can isometrically embed CARC ∗
(Y) in B

(
Γa(Y)

)
. The parity auto-

morphism α defined on CARC ∗
(Y) extends to a weakly continuous involution

on the whole B
(
Γa(Z)

)
by setting

α(A) := IAI. (16.49)

Thus we can speak about even and odd operators on B
(
Γa(Z)

)
.

Unfortunately, there seems to be no analog of (16.49) for the complex conju-
gation A �→ c(A) on the Fock space, as seen from the following proposition:

Proposition 16.38 Let Y be infinite-dimensional. Then CliffC ∗
(Y) is weakly

dense in B
(
Γa(Z)

)
. Hence, the anti-linear automorphism A→ c(A) cannot be

extended from CARC ∗
(Y) to a strongly continuous automorphism of B

(
Γa(Z)

)
.

Proof It is sufficient to assume that Z has an o.n. basis (e1 , e2 , . . . ). Let θ ∈ R.
Let un ∈ U(Z) be defined by

unej :=

{
e

i2
n θ ej , j = 1, . . . , n;

0, j = n + 1, . . . .

One finds that if e ∈ Z is a normalized vector, then

2ia∗(e)a(e) = φ(ie,−ie)φ(e, e) + i.

Hence,

Γ(un ) = exp
( n∑

j=1

θ

n
2ia∗(ej )a(ej )

)
= eiθ exp

( n∑
j=1

θ

n
φ(iej ,−iej )φ(ej , ej )

)
.
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406 Orthogonal invariance of the CAR on Fock spaces

Therefore, Un := Γ(un )e−iθ ∈ CliffC ∗
(Y). Clearly,

s − lim
n→∞Un = eiθ1l.

Consequently, eiθ1l belongs to the strong closure of CliffC ∗
(Y). Hence, the strong

closure of CliffC ∗
(Y) contains CARC ∗

(Y). But CARC ∗
(Y) is strongly dense in

B
(
Γa(Z)

)
. �

16.3.2 Group Pinc
j (Y)

Definition 16.39 We define Pinc
j (Y) to be the set of U ∈ U

(
Γa(Z)

)
such that{

Uφ(y)U∗ : y ∈ Y} =
{
φ(y) : y ∈ Y}.

We set

Spinc
j (Y) :=

{
U ∈ Pinc

j (Y) : α(U) = U
}
.

We equip Pinc
j (Y) with the strong operator topology.

It is obvious that Pinc
j (Y) is a topological group and Spinc

j (Y) is its closed
subgroup.

The following definitions are parallel to definitions of Sect. 14.3.

Definition 16.40 Let A ∈ B
(
Γa(Z)

)
and r ∈ O(Y).

(1) We say that A intertwines r if

Aφ(y) = φ(ry)A, y ∈ Y. (16.50)

(2) If in addition A is unitary then we also say that A implements r.
(3) If there exists U ∈ U

(
Γa(Z)

)
that implements r, then we say that r is imple-

mentable in the Fock representation.

It is clear that the map Pinc
j (Y) → O(Y) defined by (16.50) is a group homo-

morphism. However, one prefers to use a different homomorphism, arising from
the following definition:

Definition 16.41 Let r ∈ O(Y).

(1) We say that A ∈ B
(
Γa(Z)

)
α-intertwines r ∈ O(Y) if

α(A)φ(y) = φ(ry)A, y ∈ Y.

(2) If in addition A is unitary then we also say that A α-implements r.
(3) If there exists U ∈ U

(
Γa(Z)

)
that α-implements r, then we say that r is

α-implementable in the Fock representation.

We will see in Thm. 16.43 that if r is α-implementable in the Fock represen-
tation, then necessarily r ∈ Oj(Y). Therefore, det r is well defined by Def. 16.21
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16.3 Fermionic Bogoliubov transformations on Fock spaces 407

and we can introduce the notion of det-implementation, essentially equivalent to
α-implementability.

Definition 16.42 Let r ∈ Oj(Y).

(1) We say that A ∈ B
(
Γa(Z)

)
det-intertwines r if

Aφ(y) = det r φ(ry)A, y ∈ Y. (16.51)

(2) If in addition A is unitary, then we also say that A det-implements r.
(3) If there exists U ∈ U

(
Γa(Z)

)
that det-implements r, then we say that r is

det-implementable in the Fock representation.

We will prove

Theorem 16.43 (The Shale–Stinespring theorem about Bogoliubov transfor-
mations)

(1) Let r ∈ O(Y). The following statements are equivalent:
(i) r is α-implementable in the Fock representation.
(ii) r is det-implementable.
(iii) r is implementable in the Fock representation.
(iv) r ∈ Oj(Y).

(2) Suppose now that r ∈ Oj(Y). Then the following is true:
(i) There exists Ur ∈ Pinc

j (Y) such that the set of elements of U
(
Γa(Z)

)
α-implementing r consists of operators of the form μUr with |μ| = 1.

(ii) Ur is even iff r ∈ SOj(Y). Otherwise, it is odd. Hence, Ur α-implements
r iff it det-implements r.

(iii) The set of elements of U
(
Γa(Z)

)
implementing r consists of operators of

the form μUr with |μ| = 1 if det r = 1 and μU−r with |μ| = 1 if det r =
−1.

(iv) If r1 , r2 ∈ Oj(Y), then Ur1 Ur2 = μUr1 r2 for some μ such that |μ| = 1.
(v) If rn → r in Oj(Y), then there exist μn , |μn | = 1, such that μnUrn

→ Ur

strongly.
(3) Most of the above statements can be summarized by the following commut-

ing diagram of Lie groups and their continuous homomorphisms, where all
vertical and horizontal sequences are exact:

1 1
↓ ↓

1 → U(1) → U(1) → 1
↓ ↓ ↓

1 → Spinc
j (Y) → Pinc

j (Y) → Z2 → 1
↓ ↓ ↓

1 → SOj(Y) → Oj(Y) → Z2 → 1
↓ ↓ ↓
1 1 1

(16.52)
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408 Orthogonal invariance of the CAR on Fock spaces

As a preparation for the proof of the above theorem we will first show the
following lemma:

Lemma 16.44 Let r ∈ O(Y). Then the set of elements of A ∈ B
(
Γa(Z)

)
α-intertwining r is either empty or of the form {μU : μ ∈ C}, where U is
unitary. Besides, U is even or odd.

Proof Let A = A0 + A1 with A0 even and A1 odd. Then

(A0 + A1)φ(y) = φ(ry)(A0 −A1), y ∈ Y. (16.53)

Comparing even and odd terms in (16.53), we obtain

A0φ(y) = φ(ry)A0 , A1φ(y) = −φ(ry)A1 , y ∈ Y. (16.54)

Hence, A∗
0A0 and A∗

1A1 commute with φ(y), y ∈ Y. Clearly, they are even. Hence,
by the irreducibility of the Fock CAR representation, they are proportional to
identity. Hence, the operators Ai are proportional to a unitary operator.

(16.54) implies also that A∗
1A0 anti-commutes with φ(y), y ∈ Y. By Prop. 13.3,

this implies that A∗
1A0 is even. But A∗

1A0 is odd. Hence, A∗
1A0 = 0. Thus one Ai

is zero. �

16.3.3 Implementation of partial conjugations

Let κ ∈ O(Y) be an involution with Ker(κ + 1l) finite. Clearly, κ ∈ O1(Y). Hence,
κ is det-implementable in Cliffalg (Y). In fact, if (e1 , . . . , en ) is an o.n. basis of
Ker(κ + 1l), then

Uκ = φ(e1) · · ·φ(en ) ∈ Cliffalg (Y)

det-implements κ.
Recall that Cliffalg (Y) can be treated as a sub-algebra of B

(
Γa(Z)

)
. Hence,

Uκ det-implements κ in the Fock representation.
In the case of the Fock CAR representation one can distinguish a class of

orthogonal involutions with special properties – the so-called partial conjuga-
tions; see Def. 16.16. Assume now that κ is not only an orthogonal involution,
but also a partial conjugation on the Kähler space Y. Let W := 1l−ij

2 Ker(κ + 1l)
be the holomorphic subspace associated with Ker(κ + 1l). It is easy to see that,
setting

wj :=
1
2
(ej − ijej ), j = 1, . . . , n,

we obtain an o.n. basis of W, and

κCwj = wj , κCwj = wj .
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16.3 Fermionic Bogoliubov transformations on Fock spaces 409

Note that in this case Uκ transforms the vacuum into the Slater determinant
associated with the subspace W:

UκΩ = a∗(w1) · · · a∗(wn )Ω.

Moreover, we can easily put Uκ in the Wick-ordered form:

Uκ = (a∗(w1) + a(w1)) · · · (a∗(wn ) + a(wn ))

=
∑

sgn(i1 , . . . , ik ) a∗(wi1 ) · · · a∗(wik
)a(wj1 ) · · · a(wjn −k

),

where we sum over all 1 ≤ i1 < · · · < ik ≤ n, 1 ≤ j1 < · · · < jn−k ≤ n with
{i1 , . . . , ik} ∪ {j1 , . . . , jn−k} = {1, . . . , n}, and sgn(i1 , . . . , ik ) is the sign of the
permutation (i1 , . . . , ik , j1 , . . . , jn−k ).

16.3.4 Implementation of j-non-degenerate transformations

For j-non-degenerate orthogonal transformations we can write down a formula
for its Bogoliubov implementer that is parallel to that of the bosonic case
(11.42).

Theorem 16.45 Let r ∈ Oj(Y) be j-non-degenerate. Let p, c, d be defined as in
Subsect. 16.1.1. Set

U j
r = |det pp∗| 14 e

1
2 a∗(d)Γ

(
(p∗)−1)e 1

2 a(c) . (16.55)

Then U j
r is the unique unitary operator implementing r such that

(Ω|U j
rΩ) > 0. (16.56)

We have α(U j
r ) = U j

r . Thus U j
r ∈ Spinc

j (Y).

Proof Let z ∈ Z. Recall that

Γ(p)a∗(z)Γ(p−1) = a∗(pz), Γ(p)a(z)Γ(p−1) = a
(
p∗−1z

)
. (16.57)

Using (16.57), (16.42) and (16.43), we obtain

U j
r a

∗(z) =
(
a∗(p∗−1z − dpcz)− a(pcz)

)
U j

r

=
(
a∗(pz) + a(qz)

)
U j

r ,

U j
r a(z) =

(
a(pz)− a∗(dpz)

)
U j

r

=
(
a(pz) + a∗(qz)

)
U j

r .

Thus U j
r implements r.

By Lemma 16.44, U j
r is proportional to a unitary operator. By Thm. 16.36 (1),

U j
rΩ = Ω−d

is of norm 1. Hence, U j
r is unitary. Finally, (Ω|U j

rΩ) = |det pp∗| 14 > 0. �
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410 Orthogonal invariance of the CAR on Fock spaces

16.3.5 End of proof of the Shale–Stinespring theorem

In this subsection we finish the proof of the implementability of the restricted
orthogonal group.

Lemma 16.46 Let W be an infinite-dimensional subspace of Z, and Ψ ∈ Γa(Z)
such that

a∗(w)Ψ = 0, w ∈ W.

Then Ψ = 0.

Proof We have

a(w)a∗(w) = −a∗(w)a(w) + ‖w‖21l, w ∈ Z.

Hence, for any projection πn of dimension n with range contained in W, we have

eitdΓ(πn )Ψ = eitnΨ. (16.58)

Now suppose that dimW = ∞. Then we can find a sequence of projections πn ≤
1lW going strongly to an infinite-dimensional projection π. Then the l.h.s. of
(16.58) converges to eitdΓ(π )Ψ and the r.h.s. has no limit if Ψ �= 0, which is a
contradiction. �

Proof of Thm. 16.43. Let r ∈ Oj(Y). By Prop. 16.20, r has a finite-dimensional
singular space. By Prop. 16.18, it can be represented as a product of a j-non-
degenerate transformation and a partial conjugation with a finite dimensional
singular space. The former is implementable in B

(
Γa(Z)

)
by Thm. 16.45, and

the latter by Subsect. 16.3.3. This proves that r is implementable in B
(
Γa(Z)

)
.

Suppose that r ∈ O(Y) is implemented by U ∈ U
(
Γa(Z)

)
. Let Ψ := UΩ. Note

that, for any z ∈ Z, a(z)Ω = 0 and

Ua(z)U∗ = a(pz) + a∗(qz).

Therefore, (
a(pz) + a∗(qz)

)
Ψ = 0, z ∈ Z. (16.59)

Assume first that r is j-non-degenerate. Then (16.59) implies(
a(z) + a∗(dz)

)
Ψ = 0, z ∈ Ran p.

Using the fact that Ran p is dense and Thm. 16.36 (2), we obtain that d ∈
B2(Z,Z), and hence r ∈ Oj(Y).

Suppose now that r ∈ O(Y) is arbitrary. (16.59) yields

a∗(z)Ψ = 0, z ∈ q Ker p. (16.60)

By Lemma 16.46, this implies that q Ker p is finite-dimensional. But, for z ∈
Ker p, ‖qz‖ = ‖z‖. Hence, dim q Ker p = dim Ker p. So Ker p is finite-dimensional.
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16.3 Fermionic Bogoliubov transformations on Fock spaces 411

By Prop. 16.18, we can find a partial conjugation κ such that rκ is j-non-
degenerate. The dimension of the singular space of κ is dim Ker p. By Subsect.
16.3.3, κ is implementable. Hence, rκ is implementable. By what we have just
proven, rκ ∈ Oj(Y). Clearly, κ ∈ Oj(Y). Hence, r ∈ Oj(Y).

We write r as κr0 , Ur = UκUr0 , where κ is a partial conjugation and r0 is
j-non-degenerate. Then the Gaussian vector Ur0 Ω is an even vector, as seen in
the proof of Thm. 16.36. From the form of Uκ given in Subsect. 16.3.3, we see
that UrΩ is even (resp. odd) if r is such. Hence, α(Ur ) = Ur if det r = 1, and
α(Ur ) = −Ur if det r = −1.

Finally, let us prove (2)(v). Let rn ∈ Oj(Y) such that rn → r. From Thm.
16.43, we know that Urn r−1 = ±Urn

U−1
r . For n large enough, rnr−1 is close to

1l in the topology of Oj(Y), hence is j-non-degenerate and belongs to SOj(Y).
From the explicit form of Ur for j-non-degenerate r given in Thm. 16.45, we see
that Urn r−1 → 1l strongly, hence Urn

→ ±Ur strongly. �

16.3.6 One-parameter groups of Bogoliubov transformations

Let h ∈ Bh(Z), g ∈ B2
a (Z,Z). Let ζ =

[
g h

−h# −g

]
. Recall that

Opa∗,a(ζ) := 2dΓ(h) + a∗(g) + a(g)

is a self-adjoint operator. If in addition h ∈ B1(Z), then we can use the anti-
symmetric quantization to quantize ζ obtaining

Op(ζ) := 2dΓ(h) + a∗(g) + a(g)− (Tr h)1l.

Let a ∈ o(Y) be given by

aC = iζCνC =
i
2

[
h g

−g −h#

]
;

see (16.39). Let rt = eta and

rtC =
[

pt qt

qt pt

]
.

For t ∈ R such that rt is non-degenerate, we set

dt := qtp
−1
t , ct := −q#

t (p#
t )−1 .

The following formula gives the unitary group generated by Opa∗,a(ζ):

Theorem 16.47 (1) Let t ∈ R be such that rt is non-degenerate. Then
pte−ith − 1l ∈ B1(Z), dt, ct ∈ B2(Z,Z), and

eitOpa ∗ , a (ζ ) = det
(
pte−ith) 1

2 e
1
2 a∗(dt )Γ(p∗−1

t )e
1
2 a(ct ) . (16.61)

Besides, (16.61) implements rt .
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412 Orthogonal invariance of the CAR on Fock spaces

(2) If in addition h ∈ B1(Z), then

eitOp(ζ ) = det p
1
2
t e

1
2 a∗(dt )Γ(p∗−1

t )e
1
2 a(ct ) . (16.62)

(In both (16.61) and (16.62) the branch of the square root is determined by
continuity.)

16.3.7 Implementation of j-non-degenerate

j-positive transformations

In this subsection we consider a j-non-degenerate j-positive orthogonal transfor-
mation r, considered in Subsect. 16.1.3. From formula (16.12) we see that there
exists c ∈ B2

a (Z,Z) and

rC =
[

1l c

0 1l

][
(1l + cc∗)

1
2 0

0 (1l + c∗c)−
1
2

] [
1l 0
−c∗ 1l

]
.

By Thm. 16.45, r is then implemented by

U j
r = det(1l + cc∗)−1/4e

1
2 a∗(c)Γ(1l + cc∗)

1
2 e

1
2 a(c) . (16.63)

We recall also that a ∈ o(Y) is j-self-adjoint iff

aC = i
[

0 g

g∗ 0

]
, (16.64)

for g ∈ Cla(Z,Z). Clearly, r = ea ∈ Oj(Y) iff a ∈ B2(Y), i.e. g ∈ B2
a (Z,Z). For

such a, we obtain an implementable one-parameter group of j-non-degenerate
j-positive orthogonal transformations R � t �→ eta = rt . On the quantum level
this corresponds to

U j
rt

= e
i
2

(
a∗(g)+a(g)

)
(16.65)

=
(
det cos(t

√
gg∗)
) 1

2 e
i t
2 a∗
(

t a n
√

g g ∗√
g g ∗ g

)
Γ
(
cos(t

√
gg∗)
)−1e

− i t
2 a
(

t a n
√

g g ∗√
g g ∗ g

)
.

Clearly, (16.65) is essentially a special case of (16.61).

16.3.8 Pin group in the Fock representation

Recall that in Subsect. 14.3.2 for an arbitrary Euclidean space Y we defined the
group Pin1(Y) satisfying the exact sequence

1 → Pin1(Y) → O1(Y) → Z2 → 1. (16.66)

We also defined the group Pinc
1(Y), which satisfied

1 → Pinc
1(Y) → O1(Y) → U(1) → 1. (16.67)

We had the property

1 → Pin1(Y) → Pinc
1(Y) → U(1) → 1. (16.68)
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16.3 Fermionic Bogoliubov transformations on Fock spaces 413

Recall that both CARC ∗
(Y) and CliffC ∗

(Y) can be embedded in B
(
Γa(Z)

)
(where Y = Re(Z ⊕ Z)). Hence, we can embed Pinc

1(Y) and Pin1(Y) in
U
(
Γa(Z)

)
. It is natural to ask whether both these groups have natural extensions

in the Fock representation.
The group Pinc

j (Y) defined in Def. 16.39 is, in some sense, the maximal exten-
sion of Pinc

1(Y). In this subsection we will construct the group Pinj,af (Y), which
can be viewed as the maximal extension of Pin1(Y),

The analog of (16.68) will not however be true for Pinc
j (Y) and Pinj,af (Y) if Y

is infinite-dimensional. In fact, in this case the factor group Pinc
j (Y)/P inj,af (Y)

is much larger than U(1). In quantum field theory this is responsible for the
so-called anomalies – symmetries of the classical system that cannot be lifted to
the quantum level.

The definition of the group Pinj,af (Y) is somewhat complicated. We first define
its j-non-degenerate elements. Then we use the representation-independent con-
struction, which we discussed in the definition of Pin1(Y) in Subsect. 14.3.2, to
handle j-degenerate elements.

Definition 16.48 Let r ∈ Oj,af (Y) be j-non-degenerate and p, c, d be given by
Sect. 16.1. We define the pair of operators

Ur = ±(det p∗)
1
2 e

1
2 a∗(d)Γ(p∗−1)e

1
2 a(c) . (16.69)

Pinj,af (Y) is defined as the set of operators ±UtUs in U
(
Γa(Z)

)
, where t ∈

Oj,af (Y) is j-non-degenerate, s ∈ O1(Y), ±Ut is defined as in (16.69) and Us is
defined as in Subsect. 14.3.2. We set Spinj,af (Y) := Pinj,af (Y) ∩ Spinj(Y).

Theorem 16.49 Pinj,af (Y) is a subgroup of Pinc
j (Y). Spinj,af (Y) is a sub-

group of Spinc
j (Y). Pinc

j (Y) → Oj(Y) restricts to a surjective homomorphism
Pinj,af (Y) → Oj,af (Y). The pre-image of each r ∈ Oj,af (Y) consists of precisely
two elements of Pinj,af (Y) differing by the sign, which will be denoted by ±Ur .

The above statements can be summarized by the following commuting diagram
of groups and their continuous homomorphisms, where all vertical and horizontal
sequences are exact:

1 1
↓ ↓

1 → Z2 → Z2 → 1
↓ ↓ ↓

1 → Spinj,af (Y) → Pinj,af (Y) → Z2 → 1
↓ ↓ ↓

1 → SOj,af (Y) → Oj,af (Y) → Z2 → 1
↓ ↓ ↓
1 1 1

(16.70)

Furthermore, if r ∈ O1(Y), then ±Ur defined in Subsect. 14.3.2 coincides with
±Ur defined in Thm. 16.49.
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414 Orthogonal invariance of the CAR on Fock spaces

The proof of the above theorem is divided into a sequence of steps.

Lemma 16.50 Suppose that r ∈ Oj,af is j-non-degenerate. Then Ur defined in
Subsect. 14.3.2 coincides with ±Ur defined in (16.69). In particular, we have the
following cases:

(1) If w ∈ U1(YC), so that we can write wC =
[

u 0
0 u

]
for u ∈ U1(Z), then

Uw = ±(det u)
1
2 Γ(u). (16.71)

(2) If r is j-non-degenerate and j-positive, so that we can write

rC =
[

1l c

0 1l

] [
p−1 0
0 p

] [
1l 0
−c∗ 1l

]
for c ∈ B2

a (Z,Z), p = (1l + cc∗)−
1
2 , then

±Ur = ±(det p)
1
2 e

1
2 a∗(c)Γ(p−1)e

1
2 a(c) = ±U j

r .

Proof Consider first (1). We can find h ∈ B1
h(Z) such that u = eih . Then w = ea

with aC = i
[

h 0
0 −h#

]
. By Prop. 14.27, Uw = ±e

1
4 Op(aν−1 ) . But

1
4
(aν−1)C =

i
2

[
0 h

−h# 0

]
, Op(

1
4
aν−1) = idΓ(h)− i

2
Tr h.

Thus

±Uw = ±eidΓ(h)− i
2 Tr h = ±(det e−ih)

1
2 Γ(eih) = ±(det u∗)

1
2 Γ(u).

Let us prove (2). Let r ∈ O1(Y) be j-non-degenerate and j-positive. We can

find g ∈ B1
a (Z,Z) such that aC = i

[
0 g

g∗ 0

]
and r = ea . We have

1
4
(aν−1)C =

i
2

[
g 0
0 g∗

]
, Op(

1
4
aν−1) =

i
2
(a∗(g) + a(g)).

By Prop. 14.27, ±U j
r = ±eOp( 1

4 aν−1 ) , and by (16.65),

±eOp( 1
4 aν−1 ) = ±(det p)

1
2 e

1
2 a∗(c)Γ(p−1)e

1
2 a(c) = ±U j

r .

If r is an arbitrary j-non-degenerate element of O1(Y), by Thm. 16.13, we can
write r = wr0 with w unitary and r0 j-non-degenerate and j-positive. By the
proof of Thm. 16.13, r0 , w ∈ O1(Y). Then with

wC =
[

u 0
0 u

]
, (r0)C =

[
p0 q0

q0 p0

]
,

we have

rC = (wr0)C =
[

up0 uq0

uq0 up0

]
.
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16.3 Fermionic Bogoliubov transformations on Fock spaces 415

Using (1) and (2), we obtain

± Ur = ±Uw Ur0 = ±(det u∗)
1
2 Γ(u)(det p0)

1
2 e

1
2 a∗(c0 )Γ(p−1

0 )e
1
2 a(c0 )

= ±(det(up0)∗
) 1

2 e
1
2 a∗(uc0 )Γ

(
(up0)∗−1)e 1

2 a(c0 ) . (16.72)

But up0 = p, uc0 = d and c0 = c, hence (16.72) coincides with (16.69). �

Lemma 16.51 Let r ∈ Oj,af (Y) be j-non-degenerate. Then (16.69) defines a
pair of even unitary operators differing by a sign implementing r. ±Ur depends
continuously on r ∈ Oj,af (Y), where Oj,af (Y) is equipped with its usual topology.

Proof To see that ±Ur implements r, it is enough to note that it is proportional
to U j

r defined in (16.55). �

Lemma 16.52 Let t, ts ∈ Oj,af (Y) be j-non-degenerate and s ∈ O1(Y). Then

±UtUs = ±Uts, (16.73)

where ±Ut , ±Uts are defined by (16.69) and ±Us was defined in Subsect. 14.3.2.

Proof Let tn ∈ Oj,af (Y) be a sequence convergent in the metric of Oj,af (Y) to
t. Then, for any s ∈ Oj,af (Y), tns → ts in the same metric.

The set of j-non-degenerate elements is open in Oj,af (Y). Therefore, for suffi-
ciently large indices, tn and tnsn are j-non-degenerate. Hence,

±Utn
→ ±Ut, ±Utn s → ±Uts.

Therefore, ±Utn
Us → ±UtUs .

Suppose in addition that s ∈ O1(Y). Since O1(Y) is dense in Oj,af (Y), we can
demand that tn ∈ O1(Y) Therefore, ±Utn

Us = ±Utn s . �

Lemma 16.53 Let t1s2 = t2s2 , where ti ∈ Oj,af (Y) are j-non-degenerate and
si ∈ O1(Y). Then

±Ut1 Us1 = ±Ut2 Us2 , (16.74)

where ±Uti
are defined by (16.69) and ±Usi

were defined in Subsect. 14.3.2.

Proof We have t1(s1s
#
2 ) = t2 , and hence, by Lemma 16.52,

±Ut1 Us1 s#
2

= ±Ut2 .

But ±Us1 s#
2

= ±Us1 U
∗
s2

, because s1 , s2 ∈ O1(Y). �

Proof of Thm. 16.49. We know by Lemmas 16.27 and 16.7 that every r ∈
Oj,af (Y) can be written as r = ts, where t ∈ Oj,af (Y) is j-non-degenerate and
s ∈ O1(Y). By Lemma 16.53,

±Ur := ±UtUs,

where Ut is defined as in (16.69) and ±Us were defined in Subsect. 14.3.3, does
not depend on the decomposition.
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416 Orthogonal invariance of the CAR on Fock spaces

For s ∈ Oj,af (Y), set

Us :=
{
r ∈ Oj,af (Y) : rs is j-non-degenerate

}
.

Clearly, Us are open in Oj,af (Y). Besides, by Lemma 16.51,

U1l � r �→ ±Ur ∈ Pinj,af (Y)/{1l,−1l} (16.75)

is continuous. Using Def. 16.48 and the continuity of multiplication in Oj,af (Y),
we see that, for s ∈ O1(Y),

Us � r �→ ±Ur ∈ Pinj,af (Y)/{1l,−1l} (16.76)

is also continuous. But Us with s ∈ O1(Y) cover Oj,af (Y). Hence,

Oj,af � r �→ ±Ur ∈ Pinj,af (Y)/{1l,−1l} (16.77)

is continuous.
We know that

±Ur1 Ur2 = ±Ur1 r2 (16.78)

is true for r1 , r2 ∈ O1(Y). But O1(Y) is dense in Oj,af (Y). Hence, (16.78) holds
for r1 , r2 ∈ Oj,af (Y). This proves that Pinj,af (Y) → Oj,af (Y) is a homomor-
phism. �

As an exercise, we give an alternative proof of the group property of Oj,af (Y)
restricted to j-non-degenerate elements.

Lemma 16.54 Let r = r1r2 with r1 , r2 ∈ Oj,af (Y). Assume that r, r1 , r2 are j-
non-degenerate. Then

Ur1 Ur2 = ±Ur1 r2 . (16.79)

Proof We know that

(Ω|Ur1 r2 Ω) = ±(det p∗)
1
2 = ±(det(p1p2 + q1q2)

∗) 1
2 . (16.80)

Moreover,

(Ω|Ur1 Ur2 Ω) = ±(e− 1
2 a∗(c1 )Ω|e 1

2 a∗(d2 )Ω
)
(det p∗1)

1
2 (det p∗2)

1
2

= ±det(1l + d2c
∗
1)

1
2 (det p∗1)

1
2 (det p∗2)

1
2

= ±(det(p1p2 + q1q2)∗
) 1

2 .

Hence,

(Ω|Ur1 Ur2 Ω) = ±(Ω|Ur1 r2 Ω).

We know that Ur1 Ur2 and Ur1 r2 implement r1r2 and the representation is irre-
ducible. Hence, (16.79) is true. �
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16.4 Fock sector of a CAR representation 417

16.4 Fock sector of a CAR representation

The main result of this section is a necessary and sufficient criterion for two
Fock CAR representations to be unitarily equivalent. This result goes under the
name Shale–Stinespring theorem, and is closely related to Thm. 16.43 about the
implementability of fermionic Bogoliubov transformations, which can be viewed
as another version of the Shale–Stinespring theorem.

Another, closely related, subject of this chapter can be described as follows.
We consider a Euclidean space Y and a CAR representation in a Hilbert space
H. We suppose that we are given a Kähler anti-involution j. We will describe
how to find a subspace of H on which this representation is unitarily equivalent
to the Fock CAR representation associated with j.

Throughout the section, (Y, ν) is a real Hilbert space and j is a Kähler anti-
involution on Y.

We use the notation and results of Subsects. 1.3.6, 1.3.8 and 1.3.9. As usual,
Z, Z are the holomorphic and anti-holomorphic subspaces of CY. Recall that Y
is identified with Re(Z ⊕ Z) by

Y � y �→
(1

2
(y − ijy),

1
2
(y + ijy)

)
∈ Re(Z ⊕ Z).

We equip Z with the unitary structure associated with 2ν and j.

16.4.1 Vacua of CAR representations

Let

Y � y �→ φπ (y) ∈ B(H)

be a representation of CAR over (Y, ν). Recall that by complex linearity we
extend the definition of φπ (y) to arguments in CY = Z ⊕Z. As in Subsect.
12.1.6, we introduce the creation, resp. annihilation operators aπ∗(z), resp. aπ (z)
by

aπ∗(z) := φπ (z), aπ (z) := φπ (z), z ∈ Z. (16.81)

As in the bosonic case, sometimes we will call them j-creation, resp. j-annihilation
operators.

Definition 16.55 We define the space of j-vacua as

Kπ :=
{
Ψ ∈ H : aπ (z)Ψ = 0, z ∈ Z}.

Theorem 16.56 (1) Kπ is a closed subspace of H.
(2) If Φ,Ψ ∈ Kπ , then(

Φ|φπ (y1)φπ (y2)Ψ
)

= (Φ|Ψ)(y1 ·νy2 − iy1 ·νjy2), y1 , y2 ∈ Y.
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418 Orthogonal invariance of the CAR on Fock spaces

Proof We will suppress the superscript π to simplify notation.
K is closed as the intersection of kernels of bounded operators. To prove (2),

we set (zi, zi) = yi , so that φ(yi) = a∗(zi) + a(zi). Using the CAR, we obtain(
Φ|φ(y1)φ(y2)Ψ

)
= (z1 |z2)(Φ|Ψ).

Since (z1 |z2) = y1 ·νy2 − iy1 ·νjy2 , we obtain (2). �

16.4.2 Fock CAR representations

Recall that in Sect. 3.4, for z ∈ Z, we introduced creation, resp. annihilation
operators a∗(z), resp. a(z) acting on the fermionic Fock space Γa(Z). We have
a CAR representation

Y � y �→ φ(y) = a∗(z) + a(z) ∈ Bh
(
Γa(Z)

)
, y = (z, z). (16.82)

As in Def. 13.4, we call (16.82) the Fock CAR representation.
Note that j-creation, resp. j-annihilation operators defined for the CAR repre-

sentation (16.82) coincide with the usual creation, resp. annihilation operators
a∗(z), resp. a(z). Likewise, a vector Ψ ∈ Γa(Z) is a j-vacuum for (16.82) iff it is
proportional to Ω.

We can also consider another Kähler anti-involution j1 , not necessarily equal
to j. The following theorem describes the vacua in Γa(Z) corresponding to j1 .
It is essentially a restatement of parts of Thm. 16.36.

Theorem 16.57 (1) Let c ∈ B2
a (Z,Z). Let j1 be the Kähler anti-involution

determined by c, as in Subsect. 16.1.10. Then Ωc is the unique vector satis-
fying the following conditions:

(i) ‖Ωc‖ = 1,
(ii) (Ωc |Ω) > 0,
(iii) Ωc is a vacuum for j1 .

(2) The statement (1)(iii) is equivalent to(
a(z)− a∗(cz)

)
Ωc = 0, z ∈ Z. (16.83)

16.4.3 Unitary equivalence of Fock CAR representations

Suppose that we are given a real Hilbert space (Y, ν) endowed with two Kähler
structures, defined e.g. by two Kähler anti-involutions. Each Kähler structure
determines the corresponding Fock CAR representation. In this subsection we
will prove a necessary and sufficient condition for the equivalence of these two
representations.

Theorem 16.58 (The Shale–Stinespring theorem about Fock representations)
Let Z, Z1 be the holomorphic subspaces of CY corresponding to the Kähler
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16.4 Fock sector of a CAR representation 419

anti-involutions j and j1 . Let

Y � y �→ φ(y) ∈ Bh
(
Γa(Z)

)
, (16.84)

Y � y �→ φ1(y) ∈ Bh
(
Γa(Z1)

)
(16.85)

be the corresponding Fock representations of CAR. Then the following statements
are equivalent:

(1) There exists a unitary operator W : Γa(Z) → Γa(Z1) such that

Wφ(y) = φ1(y)W, y ∈ Y. (16.86)

(2) j− j1 is Hilbert–Schmidt (or any of the equivalent conditions of Prop. 16.31
hold).

Proof Let a∗
1 , a1 ,Ω1 denote the creation and annihilation operators and the

vacuum for the representation (16.85).
(2)⇒(1). Assume that j− j1 ∈ B2(Y). We know, by Prop. 16.31 (4), that there

exists r ∈ Oj(Y) such that j1 = rjr# . Thus, by Thm. 16.43, there exists Ur ∈
U
(
Γa(Z)

)
such that Urφ(y)U∗

r = φ(ry).
Note that rC ∈ U(CY) and rCZ = Z1 . Set u := rC

∣∣
Z . Then u ∈ U(Z,Z1). Note

that Γ(u) ∈ U
(
Γa(Z),Γa(Z1)

)
, and

Γ(u)a∗(z)Γ(u)∗ = a∗
1(uz), Γ(u)a(z)Γ(u)∗ = a1(uz), z ∈ Z.

Hence, Γ(u)φ(y)Γ(u)∗ = φ1(ry). Therefore, W := Γ(u)U∗
r satisfies (16.86).

(1)⇒(2). Suppose that the representations (16.84) and (16.85) are equivalent
with the help of the operator W ∈ U

(
Γa(Z1),Γa(Z)

)
. Let Ysg := Ker(j + j1) and

Yreg := Y⊥
sg . Let Zsg := 1l−ijC

2 Ysg , Zreg := 1l−ijC

2 Yreg .
Clearly,

a1(w)Ω1 = 0, w ∈ Z1 ,

and

Wa1(w)W ∗ = Wφ1(w)W ∗ = φ(w), w ∈ Z1 .

Hence,

φ(w)WΩ1 = 0, w ∈ Z1 .

Hence, in particular,

a∗(z)WΩ1 = 0, z ∈ Zsg .

Lemma 16.46 implies that Zsg is finite-dimensional. Let (w1 , . . . , wn ) be an o.n.
basis of Zsg . Set Ψ := a∗(w1) · · · a∗(wn )WΩ1. Let c ∈ Cla(Z,Z) be defined as in
(16.30). Then (

a(z)− a∗(cz)
)
Ψ = 0, z ∈ Zreg ,

a(z)Ψ = 0, z ∈ Zsg .

By Thm. 16.36 (2), this implies that c ∈ B2(Z,Z). Hence, j− j1 ∈ B2(Y). �
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420 Orthogonal invariance of the CAR on Fock spaces

16.4.4 Fock sector of a CAR representation

Theorem 16.59 Set

Hπ := Spancl
{ n

Π
i=1

aπ∗(zi)Ψ : Ψ ∈ Kπ , z1 , . . . , zn ∈ Z, n ∈ N
}

. (16.87)

(1) Hπ is invariant under φπ (y), y ∈ Y.
(2) There exists a unique unitary operator

Uπ : Kπ ⊗ Γa(Z) → Hπ

satisfying

Uπ Ψ⊗ a∗(z1) · · · a∗(zn )Ω = aπ∗(z1) · · · aπ∗(zn )Ψ, Ψ ∈ Kπ , z1 , . . . , zn ∈ Z.

(3)

Uπ 1l⊗ φ(y) = φπ (y)Uπ , y ∈ Y.

(4) If there exists an isometry U : Γa(Z) → H such that Uφ(y) = φπ (y)U , y ∈ Y,
then Ran U ⊂ Hπ .

(5) Hπ depends on j only through its equivalence class w.r.t. the relation

j1 ∼ j2 ⇔ j1 − j2 ∈ B2(Y). (16.88)

Definition 16.60 Introduce the equivalence relation (16.88) in the set of Kähler
anti-involutions on Y. Let [j] denote the equivalence class w.r.t. this relation.
Then the space Hπ defined in (16.87) is called the [j]-Fock sector of the repre-
sentation φπ .

Proof of Thm. 16.59. Clearly, Hπ is invariant under φπ (y), y ∈ Y. We define
Uπ : Kπ ⊗ a l

Γa(Z) → H such that the identity in (2) holds. Clearly, Uπ is isometric
and extends to a unitary map from Kπ ⊗ Γa(Z) to Hπ satisfying (3). If U is as in
(4), then UCΩ ⊂ Kπ , which shows that Ran U ⊂ Hπ . The proof of (5) is identical
to the bosonic case. �

As in Subsect. 11.4.4, we have the following proposition:

Proposition 16.61 Let j be a Kähler anti-involution on Y. If the CAR repre-
sentation φπ is irreducible and Kπ �= {0}, then φπ is unitarily equivalent to the
[j]-Fock CAR representation.

16.4.5 Number operator of a CAR representation

As in Subsect. 11.4.5, we discuss the notion of the number operator associated
with a CAR representation and a Kähler anti-involution.

Definition 16.62 We define the number operator Nπ associated with the CAR
representation φπ and the Kähler anti-involution j by

Nπ := Uπ (1l⊗N)Uπ∗, Dom N := UπKπ ⊗Dom N.
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As in Subsect. 11.4.5, it is convenient to give an alternative definition of Nπ

using the number quadratic form.

Definition 16.63 We define the number quadratic form nπ by

nπ (Φ) := sup
V

nπ
V(Φ), Φ ∈ H,

where V runs over finite-dimensional subspaces of Z,

nπ
V(Φ) :=

dim V∑
i=1

‖aπ (vi)Φ‖2 ,

(v1 , . . . , vdim V) being an o.n. basis of V.

Theorem 16.64 Let nπ be the number quadratic form associated with Wπ , j.
Then Dom nπ = Dom (Nπ )

1
2 and

nπ (Φ) = (Φ|Nπ Φ), Φ ∈ Dom Nπ .

In particular, Hπ = (Dom nπ )cl.

The proof of Thm. 16.64 is completely analogous to Thm. 11.52. Lemmas 11.54
and 11.55 extend to the fermionic case if we replace Lemma 11.53 by the simpler
Lemma 16.65 below.

We denote by Ñπ the self-adjoint operator (with a possibly non-dense domain)
associated with the quadratic form nπ .

Lemma 16.65 The operators aπ (z) preserve (Dom Ñπ )cl, and if F is a bounded
Borel function, one has

aπ (z)F (Ñπ − 1l) = F (Ñπ )aπ (z), z ∈ Z.

Proof Let us suppress the superscript π to simplify notation. Considering first
the quadratic forms nV for V finite-dimensional, we easily obtain

n(a(z)Φ) + n(a∗(z)Φ) = ‖z‖2n(Φ)− 2‖a(z)Φ‖2 + ‖z‖2‖Φ‖2 , Φ ∈ Dom n,

which implies that a(z), a∗(z) preserve Dom(Ñ
1
2 ). Similarly, we obtain(

Φ | Ña(z)Ψ
)

=
(
Φ | a(z)ÑΨ

)− (Φ | a(z)Ψ
)
, Φ,Ψ ∈ Dom Ñ

1
2 .

This implies that a(z) : Dom Ñ → Dom Ñ and

a(z)(Ñ − 1l) = Ña(z). (16.89)

From (16.89), we get that a(z)(Ñ − λ1l)−1 = (Ñ + 1l− λ1l)−1a(z), which com-
pletes the proof of the lemma. �

16.5 Notes

The Shale–Stinespring theorem comes from Shale–Stinespring (1964).
Infinite-dimensional analogs of the Pin representation seem to have been first

noted by Lundberg (1976).
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422 Orthogonal invariance of the CAR on Fock spaces

Among early works describing implementations of orthogonal transformations
on Fock spaces let us mention the books by Berezin (1966) and by Friedrichs
(1953). They give concrete formulas for the implementation of Bogoliubov trans-
formations in fermionic Fock spaces. Related problems were discussed, often
independently, by other researchers, such as Ruijsenaars (1976, 1978).

A comprehensive monograph about the CAR is the book by Plymen–Robinson
(1994).

The book by Neretin (1996) and a review article by Varilly–Gracia-Bondia
(1994) describe the infinite-dimensional Pin group.
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17

Quasi-free states

Suppose that we have a state ψ on the polynomial algebra generated by the
fields φ(y) satisfying the CCR or CAR relations. For simplicity, assume that ψ

is even, that is, vanishes on odd polynomials. Clearly, this state determines a
bilinear form on Y given by the “2-point function”

Y × Y � (y1 , y2) �→ ψ
(
φ(y1)φ(y2)

)
. (17.1)

We say that a state ψ is quasi-free if all expectation values

ψ
(
φ(y1) · · ·φ(ym )

)
, y1 , . . . , ym ∈ Y, (17.2)

can be expressed in terms of (17.1) by the sum over all pairings.
This chapter is devoted to a study of (even) quasi-free states, both bosonic and

fermionic. This is an important class of states, often used in physical applications.
Fock vacuum states belong to this class. It also includes Gibbs states of quadratic
Hamiltonians.

Representations obtained by the GNS construction from quasi-free states will
be called quasi-free representations. They are usually reducible. Many interesting
concepts from the theory of von Neumann algebras can be nicely illustrated in
terms of quasi-free representations.

Quasi-free states can be easily realized on Fock spaces, using the so-called
Araki–Woods, resp. Araki–Wyss representations in the bosonic, resp. fermionic
case. Under some additional assumptions, in particular in the case of a finite
number of degrees of freedom, these representations can be obtained as follows.
First we consider a Fock space equipped with a quadratic Hamiltonian. Then we
perform the GNS construction with respect to the corresponding Gibbs state.
Finally, we apply an appropriate Bogoliubov rotation.

The last section of this chapter is devoted to a lattice of von Neumann alge-
bras generated by fields based on real subspaces of the one-particle space. The
most interesting result of this section gives a description of the commutant of
such an algebra. The proof of this result uses Araki–Woods, resp. Araki–Wyss
representations together with the modular theory of von Neumann algebras.

We will extensively use the terminology of the theory of operator algebras, in
particular the modular theory of W ∗-algebras; see Chap. 6.
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424 Quasi-free states

17.1 Bosonic quasi-free states

In this section we discuss bosonic quasi-free states. They can be introduced in
two different ways: by demanding that n-point functions can be expressed by the
2-point function, or by demanding that their value on Weyl operators is given
by a Gaussian function. We choose the latter approach as the basic definition,
since it does not involve unbounded operators.

In the literature, in the bosonic case, the name “quasi-free states” is often
used to designate a wider class of states, which do not need to be even. For such
states the “1-point function”

Y � y �→ ψ
(
φ(y)
)
, y ∈ Y, (17.3)

may be non-zero and fixes a linear functional on Y. Quasi-free states are then
determined by both (17.1) and (17.3). Gaussian coherent states considered in
Subsects. 9.1.4 and 11.5.1 are examples of non-even quasi-free states. It is easy
to see that an appropriate translation of the fields (see Subsect. 8.1.9) reduces
a non-even quasi-free state to an even quasi-free state. Therefore, we will not
consider non-even quasi-free states.

17.1.1 Definitions of bosonic quasi-free states

Let (Y, ω) be a pre-symplectic space, that is, a real vector space Y equipped with
an anti-symmetric form ω. Recall that CCRWeyl(Y) denotes the Weyl CCR alge-
bra, that is, the C∗-algebra generated by operators W (y) satisfying the (Weyl)
CCR commutation relations; see Subsect. 8.3.5.

Definition 17.1 (1) A state ψ on CCRWeyl(Y) is a quasi-free state if there
exists η ∈ Ls(Y,Y# ) (a symmetric form on Y) such that

ψ
(
W (y)

)
= e−

1
2 y ·ηy , y ∈ Y. (17.4)

(2) If Y � y �→Wπ (y) ∈ U(H) is a CCR representation, a normalized vector
Ψ ∈ H is called a quasi-free vector if

ψ
(
W (y)

)
:=
(
Ψ|Wπ (y)Ψ

)
, y ∈ Y,

defines a quasi-free state on CCRWeyl(Y).
(3) A representation Y � y �→Wπ (y) ∈ U(H) is quasi-free if there exists a cyclic

quasi-free vector in H.
(4) The form η is called the covariance of the quasi-free state ψ, and of the

quasi-free vector Ψ.

For a quasi-free state ψ on CCRWeyl(Y), let (Hψ , πψ ,Ωψ ) be the corresponding
GNS representation. Then, clearly, Ωψ ∈ Hψ is a quasi-free vector for the CCR
representation Y � y �→ πψ

(
W (y)

) ∈ U(Hψ ).
The covariance defines the representation uniquely:
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17.1 Bosonic quasi-free states 425

Proposition 17.2 Let Y � y �→Wi(y) ∈ U(Hi), i = 1, 2, be quasi-free CCR rep-
resentations with cyclic quasi-free vectors Ψi ∈ Hi, both of covariance η. Then
there exists a unique U ∈ U(H1 ,H2) intertwining W 1 with W 2 and satisfying
UΨ1 = Ψ2 .

Let us note the following important special subclasses of quasi-free represen-
tations:

(1) If the pair (2η, ω) is Kähler, the corresponding quasi-free representation is
Fock; see Thm. 17.13.

(2) Let ω = 0. Then η can be an arbitrary positive definite form (see Prop. 17.5
below). Without loss of generality we can assume that Y is complete w.r.t.
the scalar product given by η. Let V := Y# , so that V is a real Hilbert space
with the scalar product η−1 and the generic variable v. Then the Hilbert
space H can be identified with the Gaussian L2 space L2(V, e−

1
2 v ·η−1 vdv),

W (y) are the operators of multiplication by eiy ·v , and the function 1 is the
corresponding quasi-free vector.

The following proposition follows from Prop. 8.11:

Proposition 17.3 Every quasi-free representation is regular.

We recall that the space H∞,π associated with a CCR representation Wπ is
defined in Subsect. 8.2.2. (It is the intersection of domains of products of field
operators.)

Proposition 17.4 A quasi-free vector Ψ for a CCR representation Wπ belongs
to the subspace H∞,π . Moreover,(

Ψ|φπ (y1)φπ (y2)Ψ
)

= y1 ·ηy2 +
i
2
y1 ·ωy2 , y1 , y2 ∈ Y. (17.5)

Proof We remove the superscript π to simplify notation. For any y ∈ Y,(
Ψ|eitφ(y )Ψ

)
= e−

t 2
2 y ·ηy . (17.6)

Hence, Ψ is an analytic vector for φ(y). It follows that, for any n, Ψ ∈ Dom φ(y)n ,
hence Ψ ∈ H∞.

To prove the second statement, we differentiate (17.6) w.r.t. t to get(
Ψ|φ(y)2Ψ

)
= y·ηy,

which, using linearity and the CCR, implies (17.5). �

Proposition 17.5 Let η ∈ Ls(Y,Y# ). Then the following are equivalent:

(1) Y � y �→ e−
1
2 y ·ηy is a characteristic function in the sense of Def. 8.10, and

hence there exists a quasi-free state satisfying (17.4).
(2) ηC + i

2 ωC ≥ 0 on CY, where ηC, ωC ∈ L
(
CY, (CY)∗

)
are the canonical

sesquilinear extensions of η, ω.
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426 Quasi-free states

(3) |y1 ·ωy2 | ≤ 2(y1 ·ηy1)
1
2 (y2 ·ηy2)

1
2 , y1 , y2 ∈ Y.

For the proof we will need the following fact:

Proposition 17.6 Let A = [ajk ], B = [bjk ] ∈ B(Cn ), with A, B ≥ 0. Then
[ajk bjk ] =: C ≥ 0.

Proof Writing A and B as sums of positive rank one matrices, it suffices to
prove the lemma if A and B are positive of rank one. In this case C is also
positive of rank one. �

Corollary 17.7 Let B = [bjk ] ∈ B(Cn ) with B ≥ 0. Then [ebj k ] ≥ 0.

Proof of Prop. 17.5. We work in the GNS representation and denote by Ψ the
corresponding quasi-free vector.

(1) ⇒ (2). Using linearity, we deduce from (17.5) that(
Ψ|φ(w)∗φ(w)Ψ

)
= w·ηCw +

i
2
w·ωCw, w ∈ CY. (17.7)

It follows that the Hermitian form ηC + i
2 ωC is positive semi-definite on CY,

which proves (2).
Conversely, let y1 , . . . , yn ∈ Y. Set

bjk = yj ·ηyk +
i
2
yj ·ωyk , j, k = 1, . . . , n.

Then, for λ1 , . . . , λn ∈ C,∑
1≤j,k≤n

λj bjkλk = w·ηCw + i
2 w·ωCw, w =

n∑
j=1

λjyj ∈ CY.

By (2), the matrix [bjk ] is positive. By Corollary 17.7, the matrix [ebj k ] is positive,
and hence the matrix [e−

1
2 yj ·ηyj bjke−

1
2 yk ·ηyk ] is positive. Thus

n∑
j,k=1

e−
1
2 (yk −yj )·η (yk −yj )e

i
2 yj ·ωyk λjλk

=
n∑

j,k=1

e−
1
2 yj ·ηyj ebj k e−

1
2 yj ·ηyj λjλk ≥ 0.

Hence, by Def. 8.10, Y � y �→ e−
1
2 y ·ηy is a characteristic function.

(2) ⇔ (3). We note that taking complex conjugates (2) implies that

± i
2
ωC ≤ ηC, on CY,

or equivalently

|w1 ·ωCw2 | ≤ 2(w1 ·ηCw1)
1
2 (w2 ·ηCw2)

1
2 , w1 , w2 ∈ CY.

For wi = yi ∈ Y, this implies (3).
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17.1 Bosonic quasi-free states 427

Conversely, if (3) holds, then

2y1 ·ωy2 ≤ y1 ·ηy1 + y2 ·ηy2 ,

which, setting w = y1 + iy2 , implies that w·ηCw + i
2 w·ωCw ≥ 0. �

Let ψ be a quasi-free state on CCRWeyl(Y), η its covariance and Ycpl be the
completion of Y w.r.t. η. Clearly, we can uniquely extend the pre-symplectic form
ω to Ycpl so that it still satisfies the condition of Prop. 17.5 (3). We can also
extend the state ψ uniquely to a quasi-free state on CCRWeyl(Ycpl). Similarly, if
Wπ is a quasi-free CCR representation over Y satisfying (17.4), we can extend
it uniquely to a quasi-free CCR representation over Ycpl. Therefore, it will not
restrict the generality to consider only quasi-free states and representations over
Y complete w.r.t. η. Note, however, that ω may be degenerate on Ycpl, even if
it is non-degenerate on Y.

Proposition 17.8 Let Y � y �→ Wπ (y) ∈ U(H) be a CCR representation. Let
Ψ ∈ H be a unit vector. Then the following are equivalent:

(1) Ψ is a cyclic quasi-free vector.
(2) Wπ is regular, Ψ ∈ H∞,π and, for y1 , y2 , . . . ∈ Y,(

Ψ|φπ (y1) · · ·φπ (y2m−1)Ψ
)

= 0,(
Ψ|φπ (y1) · · ·φπ (y2m )Ψ

)
=

∑
σ∈Pair2 m

m

Π
j=1

(
Ψ|φπ (yσ (2j−1))φπ (yσ (2j ))Ψ

)
.

Proof (2) ⇒ (1). Let y ∈ Y. Since the number of elements of Pair2m equals
1

2m
2m !
m ! , we have

(
Ψ|φ(y)2m+1Ψ

)
= 0,

(
Ψ|φ(y)2m Ψ

)
=

1
2m

2m!
m!

(y·ηy)m ,

for

y·ηy =
(
Ψ|φ2(y)Ψ

)
. (17.8)

Using the CCR, we see that the symmetric form η satisfies condition (2) of Prop.
17.5. Moreover, Ψ is an entire vector for φ(y), and

(
Ψ|eiφ(y )Ψ

)
=

∞∑
m=0

(−1)m

2m

1
m!

(y·ηy)m = e−
1
2 y ·ηy .

Hence, Ψ is a quasi-free vector.
(1) ⇒ (2). Let Ψ be a quasi-free vector. For y1 , . . . , yn ∈ Y, t1 , . . . , tn ∈ R, we

have, using the CCR,

n

Π
j=1

eitj φ(yj ) = exp
(
− i

2

∑
1≤j<k≤n

tj tk yj ·ωyk

)
exp
(
i

n∑
j=1

tjφ(yj )
)
.
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428 Quasi-free states

Hence,(
Ψ
∣∣∣ n

Π
j=1

eitj φ(yj )Ψ
)

= exp
(
− i

2

∑
1≤j<k≤n

tj tk yj ·ωyk

)
exp
(
−1

2

∑
1≤j,k≤n

tj tkyj ·ηyk

)
= exp

(
−

∑
1≤j<k≤n

tj tk (yj ·ηyk +
i
2
yj ·ωyk )

)
exp
(
−1

2

n∑
j=1

t2j yj ·ηyj

)
. (17.9)

From (17.7), we have(
Ψ|φ(yj )φ(yk )Ψ

)
= yj ·ηyk +

i
2
yj ·ωyk =: rjk .

Expanding the r.h.s. of (17.9), it follows that in
(
Ψ| n

Π
j=1

φ(yj )Ψ
)

is the coefficient

of t1 · · · tn in the product of the two formal power series

∑
p∈N

1
p!

(−1)p

2p

(∑
j<k

tj tk rjk

)p

×
∑
p∈N

1
p!

(−1)p

2p

( n∑
j=1

t2j yj ·ηyj

)p

,

or equivalently in the formal power series∑
p∈N

1
p!

(−1)p

2p

(∑
j<k

tj tk rjk

)p

.

If n is odd, this coefficient vanishes. If n = 2m, the only contributing term is

1
m!

(−1)m

2m

(∑
j<k

tj tk rjk

)m

,

which yields the coefficient

(−1)m
∑

σ∈Pair2 m

m

Π
j=1

rσ (2j−1)σ (2j ) ,

as claimed. �

One could alternatively use the polynomial CCR algebra to describe bosonic
quasi-free states. If we want to do this, there is a minor conceptual problem: these
algebras are not C∗-algebras, hence strictly speaking the standard definition of
a state is no longer valid. Fortunately, it is easy to extend the notion of a state
to an arbitrary ∗-algebra by introducing the definition given below.

Definition 17.9 Let A be a unital ∗-algebra. A linear map ψ : A→ C is called
a state if for any A ∈ A we have ψ(A∗A) ≥ 0 and ψ(1l) = 1.

Note that, given a state on an arbitrary ∗-algebra, the GNS construction can
be repeated verbatim from the C∗-algebraic theory.

The following definition is parallel to Def. 17.1 (1):
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17.1 Bosonic quasi-free states 429

Definition 17.10 A state ψ on CCRpol(Y) is quasi-free if

ψ
(
φ(y1) · · ·φ(y2m−1)

)
= 0,

ψ
(
φ(y1) · · ·φ(y2m )

)
=

∑
σ∈Pair2 m

m∏
j=1

ψ
(
φ(yσ (2j−1))φ(yσ (2j )

)
.

Clearly, there is an obvious one-to-one correspondence between quasi-free
states on CCRpol(Y) and quasi-free states on CCRWeyl(Y).

17.1.2 Gauge-invariant bosonic quasi-free states

Let (Y, ω) be a symplectic space equipped with a pseudo-Kähler anti-involution
j. The algebra CCRWeyl(Y) is then equipped with the one-parameter group of
charge automorphisms, denoted U(1) � θ �→ ûθ , defined by

ûθ

(
W (y)

)
= W (ejθ y).

Definition 17.11 A state ψ on CCRWeyl(Y) is called gauge-invariant if it is
invariant w.r.t. ûθ , that is,

ψ
(
W (y)

)
= ψ
(
W (ejθ y)

)
, y ∈ Y, θ ∈ U(1). (17.10)

In what follows we consider a gauge-invariant quasi-free state ψ with covari-
ance η. Clearly, its gauge-invariance is equivalent to (η, j) being Kähler. (See
Prop. 1.95 for a similar statement).

Let us stress that the fact that the two pairs (ω, j) and (η, j) are pseudo-Kähler
does not imply that the triple (ω, η, j) is pseudo-Kähler.

Let us introduce the holomorphic space Z associated with the anti-involution
j. Recall that CY = Z ⊕ Z. The sesquilinear forms ωC and ηC can be reduced
w.r.t. the direct sum Z ⊕ Z. Thus we can write

ωC =
[

ωZ 0
0 ωZ

]
, ηC =

[
ηZ 0
0 ηZ

]
, (17.11)

where ηZ is Hermitian and ωZ anti-Hermitian. Note that the condition ηC +
i
2 ωC ≥ 0, which by Prop. 17.5 is necessary and sufficient for η to be the covariance
of a quasi-free state, is equivalent to

ηZ ± i
2
ωZ ≥ 0. (17.12)

If the pair (ω, j) is Kähler or, equivalently, iωZ ≥ 0, then (17.12) is equivalent to
ηZ ≥ i

2 ωZ .
Until the end of the subsection we assume that (Y, ω) is a pre-symplectic space

and ψ is a quasi-free state on CCRWeyl(Y) with covariance η. As explained in
Subsect. 17.1.1, without loss of generality we can suppose that Y is complete for
the metric given by η. We will see that under very general conditions there exists
a Kähler anti-involution on Y that makes ψ gauge-invariant.
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430 Quasi-free states

Theorem 17.12 (1) Assume that dim Kerω is even or infinite. Then there
exists an anti-involution j such that ψ is gauge-invariant for the charge sym-
metry given by j.

(2) If ω is symplectic, then the anti-involution j described in (1) is unique if we
demand in addition that it is Kähler on the symplectic space (Y, ω).

Proof By Prop. 17.5, we see that ω is a bilinear form on the real Hilbert space
(Y, η) with norm less than 2. Hence, there exists b ∈ Ba(Y) (a bounded anti-
symmetric operator on Y) with ‖b‖ ≤ 1 such that

y1 ·ωy2 = 2y1 ·ηby2 . (17.13)

Set Ysg := Ker b and Yreg := Y⊥
sg . Since b = −b# , b preserves Yreg and we can set

breg := b
∣∣
Yr e g

. From (17.13) we see that Yreg and Ysg are orthogonal for ω, and
that (Yreg , ω) is symplectic. Consider the polar decomposition breg =: −jreg |breg |
of breg . Then both (η

∣∣
Yr e g

, jreg ) and (ω
∣∣
Yr e g

, jreg ) are Kähler. Since dimYsg is
even or infinite, there exists an orthogonal anti-involution jsg on Ysg . We now
set j := jreg ⊕ jsg , which has the required properties. �

In the proof of the following theorem we will use the material developed in a
later part of this section.

Theorem 17.13 The GNS representation associated with ψ is

(1) factorial iff ω is non-degenerate on Y,
(2) irreducible iff (2η, ω) is Kähler.

Proof Set M = πψ (CCRWeyl(Y))′′. We easily see that πψ

(
W (y)

)
is not propor-

tional to the identity for y ∈ Y\{0}. If y ∈ Ker ω, then πψ

(
W (y)

) ∈ M ∩M′.
Therefore, if M is a factor, then ω is non-degenerate. This proves (1) ⇒.

Let us now discuss the GNS representation πψ when ω is non-degenerate. Let
b and j be the operators constructed in the proof of Thm. 17.12. Recall that
b := (2η)−1ω ∈ Ba(Y) and b = −j|b|. Let Z be the corresponding holomorphic
subspace. We have

ηZ − i
2
ωZ = ηZ − 1

2
ωZ jZ = ηZ(1l− |bZ |). (17.14)

If we treat our CCR representation as a charged representation in the terminol-
ogy of the next subsection, then (17.14) can be interpreted as the density ρ; see
Def. 17.15.

We split Y as Y1 ⊕ Y2 , where

Y1 := 1l{1}(|b|)Y, Y2 := 1lR\{1}(|b|)Y,

and note that Y1 and Y2 are orthogonal for η and ω. For i = 1, 2 we set ωi = ω
∣∣
Yi

,
ηi = η

∣∣
Yi

, ji = j
∣∣
Yi

. We denote by ψi the quasi-free state on CCRWeyl(Yi) with
covariance ηi , and by Zi ⊂ Z the holomorphic subspace associated with ji . We
set ρi := ρ

∣∣
Zi

.
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17.1 Bosonic quasi-free states 431

Note that ωi are non-degenerate, and that the state ψ on CCRWeyl(Y) can
be identified to ψ1 ⊗ ψ2 on CCRWeyl(Y1)⊗ CCRWeyl(Y2). Therefore, the GNS
representation associated with ψ is unitarily equivalent to the tensor product of
the GNS representations associated with ψ1 and ψ2 .

We have ρ1 = 0. Hence, (2η1 , ω1) is Kähler and the GNS representation asso-
ciated with ψ1 is the Fock representation associated with j1 .

Consider the Araki–Woods representation associated with ρ2 (see Subsect.
17.1.5). By Thm. 17.24 (4), the vacuum Ω is a vector representative for ψ2 . By
(17.14), Ker ρ2 = {0}, hence Ω is cyclic by Thm. 17.24 (6). Thus the Araki–
Woods representation is the GNS representation for ψ2 .

We have M = B
(
Γs(Z1)

)⊗ CCRγ2 ,l (see Def. 17.23). Since by Thm. 17.24 (7),
1l⊗ CCRγ2 ,r ⊂M′ , we obtain that

B
(
Γs(Z1)

)⊗B
(
Γs(Z2 ⊕Z2)

) ⊂ B
(
Γs(Z1)

)⊗ (CCRγ2 ,l ∪ CCRγ2 ,r)′′

⊂ (M ∪M′)′′,

hence M is a factor. This proves (1) ⇐.
Now note that the Kähler property implies that ω is non-degenerate. On the

other hand, the irreducibility implies the factoriality, which by (1) implies that
ω is non-degenerate. Therefore, to prove (2) we can assume the non-degeneracy
of ω.

By the discussion above, the GNS representation associated with ψ is equal
to the tensor product of the Fock representation associated with (Y1 , ω1 , j1)
and of the Araki–Woods representation associated with (Z2 , ρ2), where ρ2 > 0.
Every Fock representation is irreducible, while an Araki–Woods representation
for a non-zero particle density is not (see Thm. 17.24 (7)). Therefore, the GNS
representation associated with ψ is irreducible iff Y2 = {0} ie. (2η, ω) is Kähler.
This proves (2). �

17.1.3 Quasi-free charged representations

The following subsection is essentially a translation of the previous subsection
from the terminology of neutral CCR representation to that of charged CCR
representations, which seems more convenient in the context of gauge invariance.

Let (Y, ω) be a charged symplectic space. That means the symbols Y and ω

slightly change their meanings compared with the previous subsection: Y is now
a complex space and ω is a charged symplectic form. To go back to the framework
of the previous subsection we need to take the space YR, the realification of Y,
and equip it with the symplectic form y1 ·ωRy2 := Re y1 ·ωy2 , the real part of the
charged symplectic form.

Clearly, Y is equipped with a pseudo-Kähler anti-involution – the imaginary
unit. Therefore, all the definitions of the previous subsections make sense. We will
write CCRWeyl(Y), resp. CCRpol(Y) to denote the algebra CCRWeyl(YR), resp.
CCRpol(YR) equipped with the charge symmetry induced by U(1) � θ �→ eiθ .
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432 Quasi-free states

Note that we have a minor notational problem. Throughout our work, we
consistently used the letter ψ to denote charged fields. In this chapter this letter
is taken (and denotes a state). Therefore, we will use a different letter to denote
charged fields – they will be denoted by the letter a, as annihilation operators.
In particular, the algebra CCRpol(Y) is generated by the operators a(y), a∗(y),
y ∈ Y. Clearly, we can define the concepts of a gauge-invariant state and of a
quasi-free state on CCRpol(Y).

We also have the corresponding notions on the algebra CCRWeyl(Y), generated
as usual by W (y), y ∈ Y. There is a one-to-one correspondence between gauge-
invariant quasi-free states on CCRWeyl(Y) and CCRpol(Y) that can be derived
from the formal relation

W (y) = exp
(
(i/
√

2)
(
a∗(y) + a(y)

))
.

However, when discussing charged CCR relations we prefer to use the polynomial
algebra.

Proposition 17.14 (1) A state ψ on CCRpol(Y) is gauge-invariant if

ψ
(
a∗(y1) · · · a∗(yn )a(wm ) · · · a(w1)

)
= 0, n �= m, y1 . . . , yn , wm , . . . , w1 ∈ Y.

(2) It is quasi-free if in addition, for any y1 . . . , yn , wn , . . . , w1 ∈ Z,

ψ
(
a∗(y1) · · · a∗(yn )a(wn ) · · · a(w1)

)
=
∑

σ∈Sn

n

Π
j=1

ψ
(
a∗(yj )a(wσ (j ))

)
.

Definition 17.15 If ψ is a gauge-invariant quasi-free state on CCRpol(Y), the
positive semi-definite Hermitian form ρ on Y defined by

(y2 |ρy1) := ψ
(
a∗(y1)a(y2)

)
, y1 , y2 ∈ Y,

is called the density associated with ψ. If iω is positive definite, we will also use
the alternative name one-particle density.

Recall that in the framework of neutral CCR relations one introduces the holo-
morphic space Z. Charged CCR relations amount to identifying the space Y with
Z, as explained e.g. in Subsect. 8.2.5. Under this identification, the Hermitian
form iω is transformed into iωZ , and the density ρ into ηZ − i

2 ωZ (see (17.11)).
Therefore, (17.12) implies the following proposition.

Proposition 17.16 A Hermitian form ρ ∈ Lh(Y,Y∗) is the density of a gauge-
invariant quasi-free state iff

ρ ≥ 0, ρ + iω ≥ 0.

Assume that

Y � y �→ aπ∗(y) ∈ Cl(H) (17.15)
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17.1 Bosonic quasi-free states 433

is a charged CCR representation. We have the obvious analogs of Def. 17.1 (2)
and (3):

Definition 17.17 (1) Ψ ∈ H is called a gauge-invariant quasi-free vector if Ψ ∈
H∞,π and

ψ
(
a∗(y1) · · · a∗(yn )a(w1) · · · a(wm )

)
:=
(
Ψ|aπ∗(y1) · · · aπ∗(yn )aπ (wm ) · · · aπ (w1)Ψ

)
, y1 , . . . , yn , wm , . . . , w1 ∈Y,

defines a gauge-invariant quasi-free state on CCRpol(Y).
(2) A charged CCR representation (17.15) is called gauge-invariant quasi-free if

there exists a cyclic gauge-invariant quasi-free vector in H.

Recall that with every charged CCR representation (17.15) we can associate
a unique regular neutral CCR representation

YR � y �→ Wπ (y) ∈ U(H) (17.16)

such that

Wπ (y) = exp
(
(i/
√

2)
(
aπ∗(y) + aπ (y)

))
.

It is clear that a vector Ψ is gauge-invariant quasi-free w.r.t. Wπ iff it is such
w.r.t. aπ∗. Likewise, the representation Wπ is gauge-invariant quasi-free iff aπ∗

is.

17.1.4 Gibbs states of bosonic quadratic Hamiltonians

Density matrix

Let 0 ≤ γ ≤ 1l be a self-adjoint operator on a Hilbert space Z with
Ker(1l− γ) = {0}. We associate with γ the self-adjoint operator ρ, called the
one-particle density, defined by

ρ := γ(1l− γ)−1 , γ = ρ(ρ + 1l)−1 . (17.17)

We assume in addition that γ is trace-class. This is equivalent to assuming that
ρ is trace-class. Note the following identity:

Tr Γ(γ) = det(1l− γ)−1 = det(1l + ρ).

Thus Γ(γ) det(1l− γ) is a density matrix (see Def. 2.41).

Definition 17.18 The state ψγ on B
(
Γs(Z)

)
is defined by

ψγ (A) := Tr AΓ(γ) det(1l− γ), A ∈ B
(
Γs(Z)

)
.

We identify Z with Re(Z ⊕ Z) using the usual map z �→ 1√
2
(z + z). We can

faithfully represent the Weyl CCR algebra CCRWeyl(Z) in B
(
Γs(Z)

)
. Note that

we have a natural charge symmetry on B
(
Γs(Z)

)
leaving invariant CCRWeyl(Z),

implemented by U(1) � θ �→ eiθN .
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434 Quasi-free states

Proposition 17.19 The state ψγ restricted to CCRWeyl(Z) is gauge-invariant
quasi-free. We have

ψγ

(
W (z)

)
= exp

(
− 1

4
(z|z)− 1

2
(z|ρz)

)
= exp

(
− 1

4

(
z|1l + γ

1l− γ
z
))

, z ∈ Z.

The “2-point functions” are

ψγ

(
a∗(z1)a(z2)

)
= (z2 |ρz1),

ψγ

(
a(z1)a∗(z2)

)
= (z1 |z2) + (z1 |ρz2),

ψγ

(
a(z1)a(z2)

)
= ψγ

(
a∗(z1)a∗(z2)

)
= 0, z1 , z2 ∈ Z.

Proof We can find an o.n. basis (e1 , e2 , . . . ) diagonalizing the trace-class oper-
ator γ. Using the identification

Γs(Z) � ∞⊗
i=1

(
Γs(Cei),Ω

)
, (17.18)

we can confine ourselves to the case of one degree of freedom, which is a well-
known computation involving summing up a geometric series. �

Suppose now that γ is non-degenerate. In this case, the state ψγ is faithful. If
in addition we fix β > 0 and γ = e−βh for some operator h bounded from below,
then

Γ(γ) det(1l− γ) = e−βdΓ(h)/Tr e−βdΓ(h) .

Thus, in this case, ψγ is the Gibbs state at the inverse temperature β for the
dynamics generated by the Hamiltonian dΓ(h).

Standard representations on Hilbert–Schmidt operators

Consider the Hilbert space B2
(
Γs(Z)

)
. It will be convenient to introduce an

alternative notation for the Hermitian conjugation: JB := B∗.
Recall the representations of B

(
Γs(Z)

)
and B

(
Γs(Z)

)
on B2

(
Γs(Z)

)
intro-

duced in Subsect. 6.4.5:

πl(A)B = AB, πr(A)B := BA∗, B ∈ B2(Γs(Z)
)
, A ∈ B

(
Γs(Z)

)
.

Clearly, Jπl(A)J∗ = πr(A).
Thus we can introduce two commuting charged CCR representations,

Z � z �→ πl
(
a∗(z)

) ∈ Cl
(
B2(Γs(Z)

))
, (17.19)

Z � z �→ πr
(
a∗(z)

) ∈ Cl
(
B2(Γs(Z)

))
. (17.20)

They are interchanged by the operator J :

Jπl
(
a∗(z)

)
J∗ = πr

(
a∗(z)

)
.

The vector

Ψγ := det(1l− γ)
1
2 Γ(γ

1
2 )
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17.1 Bosonic quasi-free states 435

is gauge-invariant quasi-free for the representations (17.19) and (17.20) and the
one-particle density ρ. Both (17.19) and (17.20) are gauge-invariant quasi-free
charged CCR representations.

Standard representations on the double Fock spaces

Note the following chain of identifications:

B2(Γs(Z)
) � Γs(Z)⊗ Γs(Z)

� Γs(Z)⊗ Γs(Z) � Γs(Z ⊕ Z). (17.21)

We denote by Ts : B2
(
Γs(Z)

)→ Γs(Z ⊕ Z) the unitary map given by (17.21).
Introduce the anti-unitary map

Z ⊕ Z � (z1 , z2) �→ ε(z1 , z2) := (z2 , z1) ∈ Z ⊕ Z. (17.22)

Proposition 17.20 TsJT ∗
s = Γ(ε).

By applying Ts to (17.19) and (17.20), we obtain two new commuting charged
CCR representations

Z � z �→ Tsπl
(
a∗(z)

)
T ∗

s = a∗(z, 0) ∈ Cl
(
Γs(Z ⊕ Z)

)
, (17.23)

Z � z �→ Tsπr
(
a∗(z)

)
T ∗

s = a∗(0, z) ∈ Cl
(
Γs(Z ⊕ Z)

)
. (17.24)

They are interchanged by the operator Γ(ε):

Γ(ε)a∗(z, 0)Γ(ε)∗ = a∗(0, z).

Again using a basis diagonalizing γ, as in (17.18), the double Fock space on the
right of (17.21) can be written as an infinite tensor product,

∞⊗
i=1

(
Γs(Cei ⊕ Cei),Ω

)
. (17.25)

We have TsΨγ = Ωγ , where

Ωγ :=
∞⊗

i=1
(1− γi)

1
2 eγ

1
2
i a∗(ei )a∗(ei )Ω

is a gauge-invariant quasi-free vector for the representations (17.23) and (17.24),
and the one-particle density ρ. Clearly, both (17.23) and (17.24) are gauge-
invariant quasi-free CCR representations.

Note that if we set

c =

[
0 γ

1
2

γ
1
2 0

]
∈ B2

s (Z ⊕ Z,Z ⊕ Z), (17.26)

then

Ωγ = det(1l− cc∗)
1
4 e

1
2 a∗(c)Ω,

so this is an example of a bosonic Gaussian vector introduced in (11.33), where
it was denoted Ωc .
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436 Quasi-free states

Araki–Woods form of standard representation

Using the infinite tensor product decomposition (17.25), we define the following
transformation on Γs(Z ⊕ Z):

Rγ :=
∞⊗

i=1
(1− γi)

1
2 e−γ

1
2
i a∗(ei )a∗(ei )Γ

(
(1− γi)

1
2 1l
)
eγ

1
2
i a(ei )a(ei ) . (17.27)

Theorem 17.21 Rγ is a unitary operator satisfying

Rγ φ(z1 , z2)R∗
γ = φ

(
(ρ + 1l)

1
2 z1 + ρ

1
2 z2 , ρ

1
2 z1 + (ρ + 1l)

1
2 z2
)
,

Rγ a(z1 , z2)R∗
γ = a

(
(ρ + 1l)

1
2 z1 + ρ

1
2 z2 , 0)

+ a∗(0, ρ
1
2 z1 + (ρ + 1l)

1
2 z2
)
,

Rγ a∗(z1 , z2)R∗
γ = a∗((ρ + 1l)

1
2 z1 + ρ

1
2 z2 , 0

)
+ a
(
0, ρ

1
2 z1 + (ρ + 1l)

1
2 z2
)
, (z1 , z2) ∈ Z ⊕ Z,

Rγ Γ(ε)R∗
γ = Γ(ε),

Rγ Ωγ = Ω,

Rγ dΓ(h,−h)R∗
γ = dΓ(h,−h).

Proof Let c be defined as in (17.26). Using

Γ(1l− cc∗) = Γ
(
(1l− γ)⊕ (1l− γ)

)
,

we see that

Rγ := det(1l− cc∗)
1
4 e−

1
2 a∗(c)Γ(1l− cc∗)

1
2 e

1
2 a(c) .

Thus Rγ is an example of an operator whose properties we studied in detail
in Sect. 11.3. Thus all the identities that we need to show follow from the fact
that Rγ is a unitary operator implementing a positive symplectic map given in
(11.50). �

By applying Rγ to (17.23) and (17.24), we obtain two new commuting charged
CCR representations

Z � z �→ a∗
γ ,l(z) := Rγ a∗(z, 0)R∗

γ

= a∗((ρ + 1l)
1
2 z, 0
)

+ a
(
0, ρ

1
2 z
) ∈ Cl

(
Γs(Z ⊕ Z)

)
,

Z � z �→ a∗
γ ,r(z) := Rγ a∗(0, z)R∗

γ

= a
(
ρ

1
2 z, 0
)

+ a∗(0, (ρ + 1l)
1
2 z
) ∈ Cl

(
Γs(Z ⊕ Z)

)
.

They are interchanged by the operator Γ(ε):

Γ(ε)a∗
γ ,l(z)Γ(ε)∗ = a∗

γ ,r(z).

We have Rγ Ωγ = Ω, hence the Fock vacuum Ω is a gauge-invariant quasi-free
vector for the representations a∗

γ ,l and a∗
γ ,r , and the one-particle density ρ. Both

a∗
γ ,l and a∗

γ ,r are gauge-invariant quasi-free CCR representations. They are special
cases of Araki–Woods CCR representations, which we will consider in the next
subsection.
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17.1 Bosonic quasi-free states 437

17.1.5 Araki–Woods representations

In this subsection we will see that a∗
γ ,l and a∗

γ ,r can be defined more generally,
as compared with the framework of the previous subsection.

Let Z be a Hilbert space. We introduce the operators γ and ρ as at the begin-
ning of Subsect. 17.1.4, except that we do not assume that they are trace-class.

Definition 17.22 For z ∈ Dom ρ
1
2 we define the following closed operators on

Γs(Z ⊕ Z), called the Araki–Woods creation operators:

a∗
γ ,l(z) := a∗

(
(ρ + 1l)

1
2 z, 0
)

+ a
(
0, ρ

1
2 z
)

,

a∗
γ ,r(z) := a∗

(
ρ

1
2 z, 0
)

+ a
(
0, (ρ + 1l)

1
2 z
)

.

For completeness, let us write down the adjoints of a∗
γ ,l/r(z), called the Araki–

Woods annihilation operators:

aγ ,l(z) := a
(
(ρ + 1l)

1
2 z, 0
)

+ a∗
(
0, ρ

1
2 z
)

,

aγ ,r(z) := a
(
ρ

1
2 z, 0
)

+ a∗
(
0, (ρ + 1l)

1
2 z
)

.

We also have the Araki–Woods Weyl operators:

Wγ,l(z) := exp
(
(i/
√

2)
(
a∗

γ ,l(z) + aγ ,l(z)
))

= W
(
(1l + ρ)

1
2 z, ρ

1
2 z
)

,

Wγ,r(z) := exp
(
(i/
√

2)
(
a∗

γ ,r(z) + aγ ,r(z)
))

= W
(
ρ

1
2 z, (1l + ρ)

1
2 z
)

.

Definition 17.23 The von Neumann algebra generated by{
Wγ,l(z) : z ∈ Dom ρ

1
2
}

resp.
{
Wγ,r(z) : z ∈ Dom ρ

1
2
}

will be denoted by CCRγ ,l, resp. CCRγ ,r, and called the left, resp. right Araki–
Woods CCR algebra.

Theorem 17.24 (1) The map

Z � z �→ a∗
γ ,l(z) ∈ B

(
Γs(Z ⊕ Z)

)
is a charged CCR representation. In particular,

[aγ ,l(z1), a∗
γ ,l(z2)] = (z1 |z2)1l,

[a∗
γ ,l(z1), a∗

γ ,l(z2)] = [aγ ,l(z1), aγ ,l(z2)] = 0.

It will be called the left Araki–Woods (charged CCR) representation.
(2) The map

Z � z �→ a∗
γ ,r(z) ∈ B

(
Γs(Z ⊕ Z)

)
is a charged CCR representation. In particular,

[aγ ,r(z1), a∗
γ ,r(z2)] = (z1 |z2)1l,

[a∗
γ ,r(z1), a∗

γ ,r(z2)] = [aγ ,r(z1), aγ ,r(z2)] = 0.
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438 Quasi-free states

It will be called the right Araki–Woods (charged CCR) representation.
(3) Set

Js := Γ(ε). (17.28)

Then

Jsa
∗
γ ,l(z)Js = a∗

γ ,r(z),

Jsaγ ,l(z)Js = aγ ,r(z).

(4) The vacuum Ω is a bosonic quasi-free vector for a∗
γ ,l with the 2-point func-

tions equal to(
Ω|aγ ,l(z1)a∗

γ ,l(z2)Ω
)

=
(
z1 |(ρ + 1l)z2

)
=
(
z1 |(1l− γ)−1z2

)
,(

Ω|a∗
γ ,l(z1)aγ ,l(z2)Ω

)
= (z2 |ρz1) =

(
z2 |γ(1l− γ)−1z1

)
,(

Ω|aγ ,l(z1)aγ ,l(z2)Ω
)

=
(
Ω|a∗

γ ,l(z1)a∗
γ ,l(z2)Ω

)
= 0.

(5) CCRγ ,l is a factor.
(6) Ker γ = {0} iff Ω is separating for CCRγ ,l iff Ω is cyclic for CCRγ ,l. If this

is the case, the modular conjugation for Ω is equal to Js and the modular
operator for Ω is Δ = Γ(γ ⊕ γ−1).

(7) We have

CCR′
γ ,l = CCRγ ,r .

Proof (1)–(4) follow by straightforward computations. Let us prove (5).
We check that [Wγ,l(z1),Wγ,r(z2)] = 0 for z1 , z2 ∈ Dom ρ

1
2 , which implies that

CCRγ ,r ⊂ CCR′
γ ,l .

Clearly, (CCRγ ,l ∪ CCRγ ,r)′′ is equal to {W (w), w ∈ E}′′, for

E = Span
{(

(ρ + 1l)
1
2 z1 + ρ

1
2 z2 , ρ

1
2 z1 + (ρ + 1l)

1
2 z2

)
, z1 , z2 ∈ Dom ρ

1
2

}
.

Clearly, E is dense in Z ⊕ Z. Recall that, by Thm. 9.5, Weyl operators on a Fock
space depend strongly continuously on their arguments. Therefore,

{
W (w), w ∈

E}′′ =
{
W (w), w ∈ Z ⊕ Z}′′ = B

(
Γs(Z ⊕ Z)

)
. Thus

(CCRγ ,l ∪ CCR′
γ ,l)

′′ ⊃ (CCRγ ,l ∪ CCRγ ,r)′′ = B
(
Γs(Z ⊕ Z)

)
,

which implies that CCRγ ,l is a factor.
Let us prove the ⇒ part of (6). Assume that Ker γ = {0} and set τ t(A) =

Γ(γ, γ−1)itAΓ(γ, γ−1)−it . We have

τ t(Wγ,l(z)) = Wγ,l(γitz),

hence τ t is a W ∗-dynamics on CCRγ ,l . We claim that Ω is a (τ, 1)-KMS vector
on CCRγ ,l . In fact, we have(

Ω|Wγ,l(z1)Wγ,l(γitz2)Ω
)

= e−
1
4 F (t,z1 ,z2 ) ,
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17.1 Bosonic quasi-free states 439

for

F (t, z1 , z2) =
(
z1 |γ + 1l

1l− γ
z1

)
+
(
z2 |γ + 1l

1l− γ
z2

)
+
(
z1 |γit 2γ

1l− γ
z2

)
+
(
z2 |γ−it 2

1l− γ
z1

)
,

which proves the (τ, 1)-KMS condition for the Weyl operators. By linearity, it
holds also for the ∗-algebra of finite linear combinations of Wγ,l(z) and, by Prop.
6.64, for CCRγ ,l .

Applying then Prop. 6.65 to the factor CCRγ ,l , we obtain that Ω is separating
for CCRγ ,l .

We denote by H the closure of CCRγ ,lΩ. We would like to show that H =
Γs(Z ⊕ Z), which means that Ω is cyclic for CCRγ ,l . As a byproduct of this
proof, we will develop the modular theory of CCRγ ,l .

Clearly, H is invariant under CCRγ ,l , Ω is cyclic and separating for CCRγ ,l

restricted to H. Let us compute the operators S,Δ and J of the modular theory
for Ω and CCRγ ,l restricted to H.

Let us set

H1 := Span
{
Wγ,l(z)Ω : z ∈ Dom ρ

1
2
}

= Span
{
Ψz : z ∈ Dom ρ

1
2
}
,

for

Ψz = eia∗((ρ+1l)
1
2 z ,ρ

1
2 z )Ω.

We have

Γ(γ, γ−1)itΨz = Ψγ i t z , (17.29)

which implies that the self-adjoint operator Γ(γ, γ−1) preserves H. Moreover,
the r.h.s. of (17.29) extends analytically in t to t = −i/2. This shows that Ψz ∈
Dom Γ(γ, γ−1)

1
2 and

Γ(γ, γ−1)
1
2 Ψz = eia∗

(
ρ

1
2 z ,(ρ+1l)

1
2 z
)
Ω.

Moreover,

SΨz = e−ia∗
(
(ρ+1l)

1
2 z ,ρ

1
2 z
)
Ω

= JsΓ(γ, γ−1)
1
2 Ψz .

(17.30)

Clearly, H1 is dense in H.

A := Span
{
Wγ,l(z) : z ∈ Dom ρ

1
2
}

is a ∗-algebra ∗-strongly dense in CCRγ ,l and H1 = AΩ; therefore, by Subsect.
6.4.2, H1 is an essential domain of S. Therefore, we can extend (17.30) by density
to the whole H, using that Js is isometric. We obtain

S = JsΓ(γ, γ−1)
1
2
∣∣
H. (17.31)
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440 Quasi-free states

Since Ker γ = {0}, the range of Γ(γ, γ−1)
1
2
∣∣
H is dense in H. Using (17.31), this

implies that Js preserves H. Thus

S = Js
∣∣
HΓ(γ, γ−1)

1
2
∣∣
H

is the polar decomposition of S, defining the modular operator and modular
conjugation. Next we see that

Wγ,l(z1)JsWγ,l(z2)Ω = W
(
(ρ + 1l)

1
2 z1 + ρ

1
2 z2 , ρ

1
2 z1 + (ρ + 1l)

1
2 z2

)
Ω.

Therefore, CCRγ ,lJsCCRγ ,lΩ is dense in Γs(Z ⊕ Z). Since CCRγ ,lJsCCRγ ,lΩ ⊂
H, this proves thatH = Γs(Z ⊕ Z), and hence Ω is cyclic for CCRγ ,l . This proves
the ⇒ part of (6). The proof of the ⇐ part of (6) will be given after the proof
of (7).

Let us now prove (7). Assume first that Ker γ = {0}. By the ⇒ part of (6), we
can apply the Tomita–Takesaki theory to (CCRγ ,l,Ω) and obtain that CCR′

γ ,l =
JsCCRγ ,lJs . By (3), we have JsCCRγ ,lJs = CCRγ ,r .

For a general γ, we write Z = Z0 ⊕Z1 , for Z0 = Ker γ. Then γ1 = γ
∣∣
Z1

is
injective. Using the exponential law of Subsect. 3.3.7, we have

Γs(Z ⊕Z) � Γs(Z0)⊗ Γs(Z1 ⊕Z1)⊗ Γs(Z0),

Wγ,l(z) � W (z0)⊗Wγ1 ,l(z1)⊗ 1l,

Wγ,r(z) � 1l⊗Wγ1 ,r(z1)⊗W (z0),

and hence

CCRγ ,l � B
(
Γs(Z0)

)⊗ CCRγ1 ,l ⊗ C1l,

CCRγ ,r � C1l⊗ CCRγ1 ,r ⊗B
(
Γs(Z0)

)
, (17.32)

which shows that CCR′
γ ,l = CCRγ ,r and completes the proof of (7).

From (17.32), we see that if Ker γ �= {0}, Ω is neither cyclic nor separating.
This proves the ⇐ part of (6). �

17.1.6 Quasi-free CCR representations as

Araki–Woods representations

Recall that in Thm. 17.12 we showed that every neutral quasi-free CCR repre-
sentation over a symplectic space can be reinterpreted as a charged quasi-free
CCR representation over a charged symplectic space with iω positive definite.
Under minor technical assumptions, such representations are unitarily equivalent
to Araki–Woods representations. This is described in the theorem below.

Theorem 17.25 Let (Y, ω) be a charged symplectic space such that iω is positive
definite on Y. Let

Y � y �→ aπ∗(y) ∈ Cl(H)
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be a charged CCR representation with a cyclic gauge-invariant quasi-free vector
Ψ. Let ρ be given by

y1 ·ρy2 =
(
Ψ|aπ∗(y2)aπ (y1)Ψ

)
, y1 , y2 ∈ Y.

Assume that Y is complete for the scalar product 2ρ + iω. Let Z be the completion
of Y w.r.t. iω. Note that ρ can be interpreted as a positive self-adjoint operator
on Z such that Y = Dom ρ

1
2 . Set γ = ρ(1l + ρ)−1 . Then there exists a unique

isometry U : H → Γs(Z ⊕ Z) such that

UΨ = Ω,

Uaπ∗(y) = a∗
γ ,l(y)U, y ∈ Y.

(17.33)

17.1.7 Free Bose gas at positive temperatures

In this subsection we would like to describe in general terms how quasi-free
bosonic states usually arise in quantum physics. We will also discuss various
mathematical formalisms used in this context.

Let h be a positive self-adjoint operator on a Hilbert space Z. Consider a
quantum system described by the Hamiltonian H := dΓ(h) acting on the Hilbert
space Γs(Z). Note that (Ω| · Ω) describes the ground state of the system. On the
algebra B

(
Γs(Z)

)
we have the dynamics

τ t(A) := eitH Ae−itH , A ∈ B
(
Γs(Z)

)
, t ∈ R.

We also have a natural charged CCR representation Z � z �→ a∗(z) ∈
Cl
(
Γs(Z)

)
and the corresponding neutral CCR representation Z � z �→W (z) =

exp
(
i a∗(z )+a(z )√

2

) ∈ U
(
Γs(Z)

)
. They satisfy

τ t
(
a∗(z)

)
= a∗(eithz), τ t

(
W (z)

)
= W (eithz), z ∈ Z.

Suppose that we consider the above quantum system at a positive temperature.
Let β ≥ 0 denote the inverse temperature. If

Tr e−βh <∞, (17.34)

we can consider the Gibbs state given by the density matrix

e−βdΓ(h)/Tr e−βdΓ(h) . (17.35)

Positive-temperature systems are especially interesting for infinitely extended
physical systems. For such systems e−βh is rarely trace-class – in fact, typically,
h has a continuous spectrum, which rules out (17.34). Therefore, the formalism
based on the Gibbs state with the density matrix (17.35) breaks down.

As a typical example of such a system we can consider the (non-relativistic)
free Bose gas. Its one-particle Hilbert space and the one-particle Hamiltonian
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442 Quasi-free states

are

Z := L2(Rd), h := −Δ. (17.36)

Clearly, in this case (17.34) is not satisfied. Therefore, we need a different for-
malism to describe positive-temperature systems in this situation.

In the literature one can distinguish three approaches to positive temperatures
for infinitely extended systems:

(1) the thermodynamic limit,
(2) the W ∗ approach,
(3) the C∗ approach.

Thermodynamic limit

The thermodynamic limit consists in approximating our system by a sequence of
systems in finite volume. Thus we have a sequence of one-particle Hilbert spaces
ZL with one-particle Hamiltonians hL . We also need to identify ZL1 as a subspace
of ZL2 for L1 < L2 , which allows us to embed the corresponding observable
algebras B

(
Γ(ZL1 )

) ⊂ B
(
Γ(ZL2 )

)
. Typically, for finite L, the condition

Tr e−βhL < ∞ (17.37)

is satisfied, and so we can use the corresponding Gibbs state. Then we expect that
for a fixed L0 and a large class of observables A ∈ B

(
Γ(ZL0 )

)
, the expectation

value

Tr Ae−βdΓ(hL )/Tr e−βdΓ(hL )

converges to a limit as L→∞.
In the case of (17.36), we typically take ZL := L2

(
[−L,L]d

)
, and hL is the

Laplacian with some conditions on the boundary of the box [−L,L]d . For many
purposes the choice of boundary conditions should not matter. The Dirichlet
or Neumann boundary conditions seem more relevant physically, whereas the
periodic boundary conditions might be more convenient mathematically.

Note that this approach involves a significant amount of arbitrariness. One
needs to introduce a lot of additional structure, which in the end is irrelevant.

W ∗ approach

We can describe temperature states by using the Araki–Woods representations.
In fact, consider the space Γs(Z ⊕ Z). For z ∈ Dom(eβh/2), define

a∗
β (z) := a∗((1l− e−βh)−

1
2 z, 0
)

+ a
(
0, (eβh − 1l)−

1
2 z
)
, (17.38)

that is, the Araki–Woods representation for the Planck density (eβh − 1l)−1 . Then

Dom(eβh/2) � z �→ a∗
β (z) ∈ Cl

(
Γs(Z ⊕ Z)

)
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is a charged CCR representation. The von Neumann algebra generated by (17.38)
will be denoted by CCRβ . Set

L := dΓ
(
h⊕ (−h)

)
.

Then

τ t
β (A) := eitLAe−itL , A ∈ CCRβ , t ∈ R,

is a W ∗-dynamics on CCRβ and L is its Liouvillean. The state

ωβ := (Ω|AΩ), A ∈ CCRβ ,

is a β-KMS state for the W ∗-dynamics τβ .
Thus we obtain a family of W ∗-dynamical systems (Mβ , τβ ) equipped with

the state ωβ . One can argue that all of them describe the same physical system
and differ only by the temperature. In concrete situations, one can derive the
family (Mβ , τβ , ωβ ) using the thermodynamic limit.

Note that the W ∗ approach does not involve any additional structure (unlike
the thermodynamic limit). It is often used in the mathematical physics literature.
Implicitly, it is also widely used in the theoretical physics literature.

C∗ approach

Consider the C∗-algebra CCRWeyl(Z), where Z is equipped with the symplectic
structure Im(·|·), as well as the charge symmetry z �→ eiθ z, θ ∈ [0, 2π[. Define the
dynamics on CCRWeyl(Z) by setting

τ t
(
W (z)

)
:= W (eithz), z ∈ Z, t ∈ R.

It is easy to see that, for any β ∈]0,∞], there exists on CCRWeyl(Z) a unique
state β-KMS for the dynamics τ . It is given by

ωβ

(
W (z)

)
= exp

(
−1

4

(
z
∣∣∣1l + exp(−βh)
1l− exp(−βh)

z

))
, z ∈ Z.

We can then pass to the GNS representation (Hβ , πβ ,Ωβ ) and construct the
Liouvillean Lβ .

In the case of β =∞ (the zero temperature), we obtain, up to unitary equiv-
alence, H∞ = Γs(Z), π∞

(
W (z)

)
= W (z), Ω∞ = Ω and L∞ = H. This is the

quantum system that we started with at the beginning of the subsection.
In the case β <∞ (positive temperatures), we obtain the Araki–Woods rep-

resentation for γ = e−βh described in (17.38).
The main advantage of this approach is its conceptual and mathematical ele-

gance. Its starting point is a single system, and various temperature states arise
naturally by the application of a general principle.

This approach has also a serious disadvantage. The choice of the algebra of
observables CCRWeyl(Z) is rather arbitrary. In principle, one could replace it
by another ∗-algebra related to the CCR over Z, e.g. one of those described
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444 Quasi-free states

in Sect. 8.3. The choice of the CCR algebra does not have much relevance as
long as the dynamics is free (that is, as long as it is described by Bogoliubov
transformations). The problem becomes more serious when we try to consider a
system with a non-trivial interaction. Then, in concrete situations, it is usually
not easy to find a C∗-algebra preserved by a given dynamics, and the C∗ approach
is difficult to apply.

17.2 Fermionic quasi-free states

In this section we describe the theory of fermionic quasi-free states. It is in many
ways parallel to that of bosonic quasi-free states. Therefore, each subsection
about fermionic quasi-free states has its counterpart in the previous bosonic
section.

17.2.1 Definition of fermionic quasi-free states

Let (Y, ν) be a real Hilbert space. Recall that CARC ∗
(Y) denotes the CAR C∗-

algebra over Y, that is, the C∗-algebra generated by φ(y), y ∈ Y, satisfying the
CAR relations; see Subsect. 12.5.2.

Definition 17.26 (1) A state ψ on CARC ∗
(Y) is called quasi-free if

ψ
(
φ(y1) · · ·φ(y2m−1)

)
= 0,

ψ
(
φ(y1) · · ·φ(y2m )

)
=

∑
σ∈Pair2 m

sgn(σ)
m∏

j=1

ψ
(
φ(yσ (2j−1))φ(yσ (2j ))

)
,

for all y1 , y2 , · · · ∈ Y, m ∈ N.
(2) If Y � y �→ φπ (y) ∈ Bh(H) is a CAR representation, Ψ ∈ H is called a quasi-

free vector if

ψ
(
φ(y1) · · ·φ(yn )

)
:=
(
Ψ|φπ (y1) · · ·φπ (yn )Ψ

)
, y1 , . . . , yn ∈ Y, n ∈ N,

defines a quasi-free state on CARC ∗
(Y).

(3) A CAR representation φπ on a Hilbert space H is quasi-free if there exists a
cyclic quasi-free vector in H.

(4) The anti-symmetric form β ∈ La(Y,Y# ) given by

y1 ·βy2 :=
1
i
ψ
(
[φ(y1), φ(y2)]

)
, y1 , y2 ∈ Y. (17.39)

is called the covariance of the quasi-free state ψ, and of the quasi-free vector
Ψ.

For a quasi-free state ψ on CARC ∗
(Y), let (Hψ , πψ ,Ωψ ) be the corresponding

GNS representation. Then clearly Ωψ ∈ Hψ is a quasi-free vector for the CAR
representation Y � y �→ πψ

(
φ(y)
) ∈ Bh

(Hψ

)
.

The covariance defines the representation uniquely:
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17.2 Fermionic quasi-free states 445

Proposition 17.27 Let Y � y �→ φi(y) ∈ Bh(Hi), i = 1, 2, be quasi-free CAR
representations with cyclic quasi-free vectors Ψi ∈ H1 , both of covariance β. Then
there exists a unique U ∈ U(H1 ,H2) intertwining φ1 with φ2 satisfying UΨ1 =
Ψ2 .

Let us note the following important special subclasses of quasi-free represen-
tations:

(1) If the pair ν and 1
2 β is Kähler, the corresponding representation is Fock; see

Thm. 17.31.
(2) If β = 0, the corresponding representation is unitarily equivalent to the

real-wave (or tracial) representation, discussed already in Subsects. 12.4.2
and 13.2.1.

From the CAR it follows that

ψ
(
φ(y1)φ(y2)

)
= y1 ·νy2 +

i
2
y1 ·βy2 , y1 , y2 ∈ Y. (17.40)

(17.40) implies the following proposition:

Proposition 17.28 Let β ∈ La(Y,Y# ). Then the following are equivalent:

(1) There exists a quasi-free state ψ such that (17.40) holds.
(2) νC + i

2 βC ≥ 0 on CY
(3) |y1 ·βy2 | ≤ 2(y1 ·νy1)

1
2 (y2 ·νy2)

1
2 , y1 , y2 ∈ Y.

Proof The equivalence of (2) and (3) is shown as in Prop. 17.8. To prove (1)⇒
(2) we compute

ψ
(
φ∗(w)φ(w)

)
= w·νCw +

i
2
w·βCw ≥ 0, w ∈ CY.

Let us prove (3) ⇒ (1). We fix β ∈ La(Y,Y# ) satisfying (3). From Def. 17.26,
we obtain a linear functional ψ on the ∗-algebra generated by the φ(y), y ∈ Y.
It clearly suffices to show that ψ is positive. To check this we may assume that
Y is finite-dimensional.

Using Corollary 2.85 we can find an o.n. basis (e1 , . . . , e2m , f1 , . . . , fd) of Y
such that

βe2j−1 = λje2j , βe2j = −λje2j−1 , βfj = 0,

for λ1 , . . . , λm > 0. Condition (3) for β is equivalent to |λ1 |, . . . , |λm | ≤ 2.
Assume first that dimY = 2n. Then, allowing some λj to be equal to 0, we can

assume that m = n. We set φj = φ(ej ) and use the Jordan–Wigner representa-
tion of CAR(R2n ) on ⊗nC2 defined in Subsect. 12.2.3. We note that if |λ| ≤ 2,
then

ρ(λ) =
1
2

[
1− λ/2 0

0 1 + λ/2

]
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446 Quasi-free states

satisfies

ρ(λ) ≥ 0, Tr ρ(λ) = 1,

Tr(ρ(λ)σ1) = Tr(ρ(λ)σ2) = 0, Tr(ρ(λ)σ3) = −λ/2.
(17.41)

We set

ρ = ρ(λ1)⊗ · · · ⊗ ρ(λn ).

We will prove that

ψ(A) = Tr(ρA), A ∈ CAR(R2n ), (17.42)

which implies that ψ is positive.
We first see that

Tr(ρφ2j−1φ2j ) = −iλj/2, Tr(ρφjφk ) = 0 if |j − k| ≥ 2, (17.43)

hence

ψ
(
φ(y1)φ(y2)

)
= Tr

(
ρφ(y1)φ(y2)

)
, y1 , y2 ∈ Y.

We claim now that

Tr(ρφi1 · · ·φik
) = 0, if k is odd. (17.44)

We can assume, using the CAR, that i1 < · · · < ik . Let il be one of the indices. If
l = 2j − 1, then the j factor of φi1 · · ·φik

is equal to −iσ2 , except if il+1 = il + 1,
and if l = 2j, the j factor of φi1 · · ·φik

is equal to iσ1 , except if il−1 = il − 1.
It follows from (17.41) that Tr(ρφi1 · · ·φik

) = 0, except when for each 1 ≤ l ≤ k

one has il+1 = il + 1 or il−1 = il − 1. This condition is not satisfied if k is odd,
which proves (17.44). We claim that

Tr(ρφi1 · · ·φi2 m
) =

∑
σ∈Pair2 m

sgn(σ)
m∏

j=1

Tr(ρφiσ ( 2 j −1 ) φiσ ( 2 j ) ), (17.45)

which combined with (17.44) implies (17.42).
The same argument as above shows that the l.h.s. of (17.45) is zero if

(i1 , . . . , i2m ) is not a collection of pairs (2j − 1, 2j). The same holds for the
r.h.s., since in this case, for all σ ∈ Pair2m , at least one of the factors vanishes.
It remains to consider the case when

(i1 , . . . , i2m ) = (2j1 − 1, 2j1 , . . . , 2jm − 1, 2jm ),

for j1 < · · · < jm . In this case

φi1 · · ·φi2 m
= (iσ3)(j1 ) · · · (iσ3)jm ,

and hence the l.h.s. of (17.45) equals

Tr(ρφi1 · · ·φi2 m
) =

m∏
k=1

(−iλjk
)/2.
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17.2 Fermionic quasi-free states 447

Since the only pairing contributing to the r.h.s. is (2j1 − 1, 2j1), . . . ,
(2jm − 1, 2jm ), we see using (17.43) that (17.45) holds.

Assume now that dimY is odd. Then we set Y1 = Y ⊕ R, and consider the
(reducible) representation of CAR(R2n+1) in ⊗n+1C2 obtained from the Jordan–
Wigner representation of CAR(R2(n+1)). We are then reduced to the previous
case. This completes the proof of the proposition. �

17.2.2 Gauge-invariant fermionic quasi-free states

Suppose that the real Hilbert space (Y, ν) is equipped with a Kähler anti-
involution j. As in Subsect. 1.3.11, CARC ∗

(Y) is equipped with the one-
parameter group of charge automorphisms, denoted U(1) � θ �→ ûθ , and defined
by

ûθ

(
φ(y)
)

= φ(ejθ y).

Definition 17.29 A state ψ on CARC ∗
(Y) is called gauge-invariant if it is

invariant w.r.t. ûθ .

Consider a fermionic gauge-invariant quasi-free state with covariance β.
Let us introduce the holomorphic space Z associated with the anti-involution

j, so that CY = Z ⊕ Z. The sesquilinear forms νC and βC can be reduced w.r.t.
the direct sum Z ⊕ Z. Thus we can write

νC =
[

νZ 0
0 νZ

]
, βC =

[
βZ 0
0 βZ

]
, (17.46)

where νZ is Hermitian and βZ anti-Hermitian. Note that the condition
νC + i

2 βC ≥ 0, which by Prop. 17.28 is necessary and sufficient for β to be a
covariance of a quasi-free state, is equivalent to

νZ ± i
2
βZ ≥ 0. (17.47)

Until the end of this subsection we assume that (Y, ν) is a real Hilbert space
and ψ a quasi-free state on CARC ∗

(Y) with covariance β ∈ La(Y,Y# ).

Theorem 17.30 (1) Assume that Ker β is even- or infinite-dimensional. Then
there exists an anti-involution j such that ψ is gauge-invariant for the com-
plex structure given by j.

(2) If Ker β = {0}, then the anti-involution j given by (1) is unique if we demand
in addition that (β, j) is Kähler.

Proof By Prop. 17.28, there exists an anti-symmetric operator b such that ‖b‖ ≤
1 and

y1 ·βy2 = 2y1 ·νby2 , y1 , y2 ∈ Y.
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448 Quasi-free states

Let Ysg := Ker b and Yreg = Y⊥
sg . On Yreg we use the polar decomposition

breg = −|breg |jreg = −jreg |breg |,
so that jreg is a Kähler anti-involution on Yreg both for ν

∣∣
Yr e g

and β
∣∣
Yr e g

. If
dimYreg is even or infinite, we can extend jreg to a Kähler anti-involution on
(Y, ν). �

The following theorem is the fermionic analog of Thm. 17.13 (2).

Theorem 17.31 The GNS representation associated with ψ is irreducible iff
(ν, 1

2 β) is Kähler.

17.2.3 Charged quasi-free CAR representations

The following subsection is essentially a translation of the previous subsection
from the terminology of neutral CAR representation to that of charged CAR
representations, which seems more convenient in the context of gauge invariance.

Let
(Y, (·|·)) be a complex Hilbert space. On YR, that is, on the realification

of Y, we introduce the real scalar product ν := 1
2 Re(·|·).

Clearly, Y is equipped with a Kähler anti-involution – the imaginary unit.
Therefore, all the definitions off the previous subsections make sense. In par-
ticular, the CAR algebra CARC ∗

(YR) is equipped with a charge symmetry and
we can define the notion of a gauge-invariant state. We will write CARC ∗

(Y) to
denote the algebra CARC ∗

(YR) equipped with this charge symmetry.
As in the bosonic case, we will denote charged fields using the letter a,

and not the usual ψ. Clearly, CARC ∗
(Y) is generated as a ∗-algebra by

a(y) = 1
2

(
φ(y)− iφ(iy)

)
, y ∈ Y.

Proposition 17.32 (1) A state ψ on CARC ∗
(Y) is gauge-invariant if

ψ
(
a∗(y1) · · · a∗(yn )a(wm ) · · · a(w1)

)
= 0, n �= m, y1 . . . , yn , wm , . . . , w1 ∈Y.

(2) It is quasi-free if in addition, for any y1 . . . , yn , wn , . . . , w1 ∈ Y,

ψ
(
a∗(y1) · · · a∗(yn )a(wn ) · · · a(w1)

)
=
∑

σ∈Sn

sgn(σ)
n∏

j=1

ψ
(
a∗(yj )a(wσ (j ))

)
.

Definition 17.33 If ψ is a gauge-invariant quasi-free state on CARC ∗
(Y), the

positive Hermitian operator χ on Y defined by

(y2 |χy1) := ψ
(
a∗(y1)a(y2)

)
, y1 , y2 ∈ Y,

is called the one-particle density of ψ.

Recall that in the framework of neutral CAR relations one introduces the
holomorphic space Z. Charged CAR relations amount to identifying the space Y
with Z, as explained e.g. in Subsect. 12.1.7. Under this identification, the scalar
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17.2 Fermionic quasi-free states 449

product on Y is transformed into 2νZ and the Hermitian form defined by the
one-particle density χ is transformed into νZ − i

2 βZ . Therefore, (17.47) implies
the following proposition.

Proposition 17.34 A Hermitian operator χ ∈ Bh(Y) is the one-particle density
of a gauge-invariant quasi-free state iff

0 ≤ χ ≤ 1l.

Suppose now that

Y � y �→ aπ∗(y) ∈ B(H) (17.48)

is a charged CAR representation.

Definition 17.35 (1) Ψ ∈ H is called a gauge-invariant quasi-free vector if

ψ
(
a∗(y1) · · · a∗(yn )a(wm ) · · · a(w1)

)
:=
(
Ψ|aπ∗(y1) · · · aπ∗(yn )aπ (wm ) · · · aπ (w1)Ψ

)
, y1 , . . . , yn , w1 , . . . , wm ∈ Y,

defines a gauge-invariant quasi-free state on CARC ∗
(Y).

(2) A charged CAR representation (17.48) is gauge-invariant quasi-free if there
exists a cyclic gauge-invariant quasi-free vector in H.

Recall that with every neutral CAR representation over a unitary space we
associate a charged CAR representation Y � y �→ aπ∗(y) ∈ B(H), such that

φπ (y) = aπ∗(y) + aπ (y).

It is clear that a vector Ψ is gauge-invariant quasi-free w.r.t. φπ iff it is such
w.r.t. aπ∗. Likewise, the representation φπ is gauge-invariant quasi-free iff aπ∗ is.

17.2.4 Gibbs states of fermionic quadratic Hamiltonians

Density matrix

Let 0 ≤ γ be a self-adjoint operator on a Hilbert space Z. We associate with γ

the self-adjoint operator 0 ≤ χ < 1l, called the one-particle density, defined by

χ := γ(1l + γ)−1 , γ = χ(1l− χ)−1 . (17.49)

Note in passing that replacing γ with γ−1 is equivalent to replacing χ with 1l− χ.
We assume in addition that γ is trace-class. This is equivalent to assuming

that χ is trace-class. Note the following identity:

TrΓ(γ) = det(1l + γ) = det(1l− χ)−1 .

Thus Γ(γ) det(1l + γ)−1 is a density matrix.
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450 Quasi-free states

Definition 17.36 We define the state ψγ on B
(
Γa(Z)

)
by

ψγ (A) := TrAΓ(γ) det(1l + γ)−1 , A ∈ CARC ∗
(Z).

We identify Z with Re(Z ⊕ Z) using the usual map z �→ (z, z). We can faith-
fully represent the algebra CARC ∗

(Z) in B
(
Γa(Z)

)
.

Proposition 17.37 The state ψγ restricted to CARC ∗
(Z) is gauge-invariant

quasi-free. We have

ψγ

(
aπ∗(z1)aπ (z2)

)
= (z2 |χz1),

ψγ

(
aπ (z1)aπ∗(z2)

)
= (z1 |z2)− (z1 |χz2),

ψγ

(
aπ (z1)aπ (z2)

)
= ψγ

(
aπ∗(z1)aπ∗(z2)

)
= 0, z1 , z2 ∈ Z.

Proof We can find an o.n. basis (e1 , e2 , . . . ) diagonalizing the trace-class oper-
ator γ. Using the identification

Γa(Z) � ∞⊗
i=1

(
Γa(Cei),Ω

)
, (17.50)

we can confine ourselves to the case of one degree of freedom. �

Suppose now that γ is non-degenerate. In this case, the state ψγ is faithful. If
in addition we fix β ∈ R, we can write γ = e−βh for some self-adjoint operator
h. Then

Γ(γ) det(1l + γ)−1 = e−βdΓ(h)/Tr e−βdΓ(h) .

Thus in this case ψγ is the Gibbs state for the dynamics dΓ(h) at the inverse
temperature β.

Standard representations on Hilbert–Schmidt operators

Consider the Hilbert space B2
(
Γa(Z)

)
. As in the bosonic case, we will use an

alternative notation for the Hermitian conjugation: JB := B∗.
We will use the representations of B

(
Γa(Z)

)
and B

(
Γa(Z)

)
on B2

(
Γa(Z)

)
introduced in Subsect. 6.4.5:

πl(A)B = AB, πr(A)B := BA∗, B ∈ B2(Γa(Z)
)
, A ∈ B

(
Γa(Z)

)
.

Again, Jπl(A)J∗ = πr(A).
Thus we can introduce two commuting charged CAR representations

Z � z �→ πl
(
a∗(z)

) ∈ B
(
B2(Γa(Z)

))
, (17.51)

Z � z �→ πr
(
a∗(z)

) ∈ B
(
B2(Γa(Z)

))
. (17.52)

They are interchanged by the operator J :

Jπl
(
a∗(z)

)
J∗ = πr

(
a∗(z)

)
.
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17.2 Fermionic quasi-free states 451

The vector

Ψγ := det(1l + γ)−
1
2 Γ(γ

1
2 )

is gauge-invariant quasi-free for the representations (17.51) and (17.52), and the
one-particle density χ. If γ is non-degenerate, then both (17.51) and (17.52) are
gauge-invariant quasi-free CAR representations.

Standard representations on double Fock spaces

We need to identify the complex conjugate of the Fock space Γa(Z) with the
Fock space over the complex conjugate Γa(Z). Recall that in the bosonic case
this is straightforward. In the fermionic case, however, we will not use the naive
identification, but the identification that “reverses the order of particles”, con-
sistent with the convention adopted in (3.4). More precisely, if z1 , . . . , zn ∈ Z,
then the identification looks as follows:

Γa(Z) � z1 ⊗a · · · ⊗a zn �→ zn ⊗a · · · ⊗a z1 ∈ Γa(Z). (17.53)

(Thus this identification equals Λ times the naive, “non-reversing” identification.)
Note the following chain of identifications:

B2(Γa(Z)
) � Γa(Z)⊗ Γa(Z)

� Γa(Z)⊗ Γa(Z) � Γa(Z ⊕ Z). (17.54)

We denote by Ta : B2
(
Γa(Z)

)→ Γa(Z ⊕ Z) the unitary map given by (17.54).

Proposition 17.38 TaJT ∗
a = ΛΓ(ε).

Proof Consider z1 , . . . , zn , w1 , . . . , wm ∈ Z and

B = |z1 ⊗a · · · ⊗a zn )(w1 ⊗a · · · ⊗a wm | ∈ B2(Γa(Z)
)
.

This corresponds to√
(n + m)!z1 ⊗a · · · ⊗a zn ⊗a w1 ⊗a · · · ⊗a wm

=
√

(n + m)!z1 ⊗a · · · ⊗a zn ⊗a wm ⊗a · · · ⊗a w1 ∈ Γa(Z ⊕ Z).

On the other hand,

B∗ = |w1 ⊗a · · · ⊗a wm )(z1 ⊗a · · · ⊗a zn |
corresponds to√

(n + m)!w1 ⊗a · · · ⊗a wm ⊗a z1 ⊗a · · · ⊗a zn

=
√

(n + m)!w1 ⊗a · · · ⊗a wm ⊗a zn ⊗a · · · ⊗a z1

= (−1)
n (n −1 )

2 + m (m −1 )
2 +nm

√
(n + m)!z1 ⊗a · · · ⊗a zn ⊗a wm ⊗a · · · ⊗a w1

= ΛΓ(ε)
√

(n + m)!z1 ⊗a · · · ⊗a zn ⊗a wm ⊗a · · · ⊗a w1 ,
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452 Quasi-free states

where at the last step we used Γ(ε)zi = zi , Γ(ε)wi = wi and

n(n−1)
2 + m (m−1)

2 + nm = (n+m )(n+m−1)
2 .

�

By applying Ta to (17.51) and (17.52), we obtain two new commuting charged
CAR representations

Z � z �→ Taπl
(
a∗(z)

)
T ∗

a = a∗(z, 0) ∈ B
(
Γa(Z ⊕Z)

)
, (17.55)

Z � z �→ Taπr
(
a∗(z)

)
T ∗

a = Λa∗(0, z)Λ ∈ B
(
Γa(Z ⊕ Z)

)
. (17.56)

They are interchanged by the operator ΛΓ(ε):

ΛΓ(ε)a∗(z, 0)Γ(ε)∗Λ∗ = Λa∗(0, z)Λ, z ∈ Z.

Again using a basis diagonalizing γ, as in (17.50), the double Fock space on the
right of (17.54) can be written as an infinite tensor product

∞⊗
i=1

(
Γa(Cei ⊕ Cei),Ω

)
. (17.57)

We have TaΨγ = Ωγ , where

Ωγ :=
∞⊗

i=1
(1 + γi)−

1
2 eγ

1
2
i a∗(ei )a∗(ei )Ω

is gauge-invariant quasi-free for the representations (17.55) and (17.56), and
the one-particle density χ. Clearly, both (17.55) and (17.56) are gauge-invariant
quasi-free CAR representation.

Note that if we set

c =

[
0 γ

1
2

−γ
1
2 0

]
∈ B2

a (Z ⊕ Z,Z ⊕ Z), (17.58)

then

Ωγ = det(1l + c∗c)−
1
4 e

1
2 a∗(c)Ω,

so this is an example of a fermionic Gaussian vector introduced in Def. 16.35,
where it was denoted Ωc .

Araki–Wyss form of standard representation

Using the infinite tensor product decomposition (17.57), we define the following
transformation on Γa(Z ⊕ Z):

Rγ :=
∞⊗

i=1
(1 + γi)−

1
2 eγ

1
2
i a∗(ei )a∗(ei )Γ

(
(1 + γi)

1
2 1l
)
e−γ

1
2
i a(ei )a(ei ) . (17.59)

https://www.cambridge.org/core/terms. https://www.cambridge.org/core/product/3F2652F5759A09E8165EE08E3F91CC35
Downloaded from https://www.cambridge.org/core. IP address: 18.191.223.123, on 21 Jul 2024 at 04:58:56, subject to the Cambridge Core terms of use, available at

https://www.cambridge.org/core/terms
https://www.cambridge.org/core/product/3F2652F5759A09E8165EE08E3F91CC35
https://www.cambridge.org/core


17.2 Fermionic quasi-free states 453

Theorem 17.39 Rγ is a unitary operator satisfying

Rγ φ(z1 , z2)R∗
γ = φ

(
(1l− χ)

1
2 z1 + χ

1
2 z2 , χ

1
2 z1 + (1l− χ)

1
2 z2
)
,

Rγ a(z1 , z2)R∗
γ = a

(
(1l− χ)

1
2 z1 + χ

1
2 z2 , 0

)
+a∗(0, χ

1
2 z1 + (1l− χ)

1
2 z2
)
,

Rγ a∗(z1 , z2)R∗
γ = a∗((1l− χ)

1
2 z1 + χ

1
2 z2 , 0

)
+a
(
0, χ

1
2 z1 + (1l− χ)

1
2 z2
)
, (z1 , z2) ∈ Z ⊕ Z,

Rγ Γ(ε)R∗
γ = Γ(ε),

Rγ Ωγ = Ω,

Rγ dΓ(h,−h)R∗
γ = dΓ(h,−h).

Proof Let c be defined as in (17.58). Using

Γ(1l + cc∗) = Γ
(
(1l + γ)⊕ (1l + γ)

)
,

we see that

Rγ := det(1l + cc∗)−
1
4 e

1
2 a∗(c)Γ(1l + cc∗)−

1
2 e−

1
2 a(c) .

Thus Rγ belongs to a class of operators that we know very well and we can
easily show the properties mentioned in the theorem: it is the unitary operator
implementing a j-positive orthogonal transformation given in (16.63). �

By applying Rγ to (17.55) and (17.56), we obtain two new commuting charged
CAR representations

Z � z �→ a∗
γ ,l(z) := Rγ a∗(z, 0)R∗

γ

= a∗((1l− χ)
1
2 z, 0
)

+ a
(
0, χ

1
2 z
) ∈ B

(
Γa(Z ⊕ Z)

)
,

Z � z �→ a∗
γ ,r(z) := Rγ Λa∗(0, z)ΛR∗

γ

= Λ
(
a(χ

1
2 z, 0) + a∗(0, (1l− χ)

1
2 z)
)
Λ ∈ B

(
Γa(Z ⊕ Z)

)
.

They are interchanged by the operator ΛΓ(ε):

ΛΓ(ε)a∗
γ ,l(z)Γ(ε)∗Λ∗ = a∗

γ ,r(z), z ∈ Z.

We have Rγ Ωγ = Ω, hence the Fock vacuum Ω is a quasi-free vector for the
representations a∗

γ ,l and a∗
γ ,r , and the one-particle density χ. Thus, if γ is non-

degenerate, then both are gauge-invariant quasi-free CAR representations. They
are special cases of Araki–Wyss charged CAR representations, which we consider
more generally in the next subsection.

17.2.5 Araki–Wyss representations

In this subsection we will see that Araki–Wyss representations can be defined
more generally, as compared with the framework of the previous subsection.
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454 Quasi-free states

Let Z be a Hilbert space. We assume that we are given the operators γ and χ

linked by the relation (17.49). This time we drop the condition that γ is trace-
class. We assume only that γ is positive, possibly with a non-dense domain, and
0 ≤ χ ≤ 1l.

Note that Dom γ = Ran(1l− χ) = Ker(1l− χ)⊥. We have Ker γ = Ker χ, and
set Ker γ−1 := Ker(1l− χ), which amounts to setting (z|γz) = +∞ for z �∈
Dom γ.

Definition 17.40 For z ∈ Z, we define the Araki–Wyss creation operators on
Γa(Z ⊕ Z):

a∗
γ ,l(z) := a∗((1l− χ)

1
2 z, 0
)

+ a
(
0, χ

1
2 z
)
,

a∗
γ ,r(z) :=

(
−a
(
χ

1
2 z, 0
)

+ a∗(0, (1l− χ)
1
2 z)
)
I

= Λ
(
a
(
χ

1
2 z, 0
)

+ a∗(0, (1l− χ)
1
2 z
))

Λ = Λaγ−1 ,l(z)Λ.

For completeness let us write down the adjoints of Araki–Wyss creation oper-
ators, called Araki–Wyss annihilation operators:

aγ ,l(z) := a
(
(1l− χ)

1
2 z, 0
)

+ a∗(0, χ
1
2 z
)
,

aγ ,r(z) :=
(
a∗(χ 1

2 z, 0
)− a

(
0, (1l− χ

) 1
2 z)
)
I

= Λ
(
a∗(χ 1

2 z, 0
)

+ a
(
0, (1l− χ)

1
2 z
))

Λ = Λa∗
γ−1 ,l(z)Λ.

We also have Araki–Wyss field operators:

φγ,l(z) := a∗
γ ,l(z) + aγ ,l(z) = φ

(
(1l− χ)

1
2 z, χ

1
2 z
)
,

φγ ,r(z) := a∗
γ ,r(z) + aγ ,r(z) = −iφ

(
iχ

1
2 z, i(1l− χ)

1
2 z
)
I

= Λφ
(
χ

1
2 z, (1l− χ)

1
2 z
)
Λ = Λφγ−1 ,l(z)Λ.

(See (3.30) for identities concerning Λ.)

Definition 17.41 The von Neumann algebras generated by
{
a∗

γ ,l(z) : z ∈ Z},
resp.

{
a∗

γ ,r(z) : z ∈ Z} will be denoted by CARγ ,l, resp. CARγ ,r and called the
left, resp. right Araki–Wyss algebras.

Clearly,

CARγ ,r = ΛCARγ ,lΛ.

Theorem 17.42 (1) The map

Z � z �→ a∗
γ ,l(z) ∈ B

(
Γa(Z ⊕ Z)

)
is a charged CAR representation. In particular

[aγ ,l(z1), a∗
γ ,l(z2)]+ = (z1 |z2),

[a∗
γ ,l(z1), a∗

γ ,l(z2)]+ = [aγ ,l(z1), aγ ,l(z2)]+ = 0.

It will be called the left Araki–Wyss (charged CAR) representation.

https://www.cambridge.org/core/terms. https://www.cambridge.org/core/product/3F2652F5759A09E8165EE08E3F91CC35
Downloaded from https://www.cambridge.org/core. IP address: 18.191.223.123, on 21 Jul 2024 at 04:58:56, subject to the Cambridge Core terms of use, available at

https://www.cambridge.org/core/terms
https://www.cambridge.org/core/product/3F2652F5759A09E8165EE08E3F91CC35
https://www.cambridge.org/core


17.2 Fermionic quasi-free states 455

(2) The map

Z � z �→ a∗
γ ,r(z) ∈ B

(
Γa(Z ⊕ Z)

)
is a charged CAR representation. In particular

[aγ ,r(z1), a∗
γ ,r(z2)]+ = (z1 |z2),

[a∗
γ ,r(z1), a∗

γ ,r(z2)]+ = [aγ ,r(z1), aγ ,r(z2)]+ = 0.

It will be called the right Araki–Wyss (charged CAR) representation.
(3) Set

Ja := ΛΓ(ε). (17.60)

Then

Jaa
∗
γ ,l(z)Ja = a∗

γ ,r(z),

Jaaγ ,l(z)Ja = aγ ,r(z).

(4) The vacuum Ω is a fermionic quasi-free vector for a∗
γ ,l with the 2-point func-

tions (
Ω|aγ ,l(z1)a∗

γ ,l(z2)Ω
)

=
(
z1 |(1l− χ)z2

)
=
(
z1 |(1l + γ)−1z2

)
,(

Ω|a∗
γ ,l(z1)aγ ,l(z2)Ω

)
= (z2 |χz1) =

(
z2 |γ(1l + γ)−1z1

)
,(

Ω|aγ ,l(z1)aγ ,l(z2)Ω
)

=
(
Ω|a∗

γ ,l(z1)a∗
γ ,l(z2)Ω

)
= 0.

(5) CARγ ,l is a factor.
(6) Ker γ = Ker γ−1 = {0} (equivalently, Ker χ = Ker(1l− χ) = {0}) iff Ω is

separating for CARγ ,l iff Ω is cyclic for CARγ ,l. If this is the case, then
Ja and Δ = Γ(γ ⊕ γ−1) are the modular conjugation and modular operator
for (CARγ ,l,Ω).

(7) We have

CAR′
γ ,l = CARγ ,r . (17.61)

(8) If χ = 1
2 1l (or, equivalently, γ = 1l), then the Araki–Wyss representation

coincides with the real-wave representation and CARγ ,l coincides with
CARW ∗

(Z).

Proof Items (1) to (4) follow by straightforward computations.
The proof of (5) uses Prop. 6.44. First note that

[φγ,l(z1), φγ ,r(z2)] = 0.

Consequently CARγ ,l and CARγ ,r commute with one another. Therefore,

(CARγ ,l ∪ CAR′
γ ,l)

′′ ⊃ CARγ ,l ∪ CARγ ,r .

It is easy to see that Ω is cyclic for CARγ ,l ∪ CARγ ,r , which means that Condition
(1) of Prop. 6.44 is satisfied for the vector Ω.
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456 Quasi-free states

Set

b(z) = aγ ,l
(
(1l− χ)

1
2 z
)

+ a∗
γ ,r
(
χ

1
2 z
)

= a(z, 0) +
(
−a
(
χz
)

+ a∗(0, (1l− χ)
1
2 χ

1
2 z
))

(1l− I),

b(z) = aγ ,l
(
χ

1
2 z
)− a∗

γ ,r
(
(1l− χ)

1
2 z
)

= a(0, z) +
(
a∗((1l− χ)

1
2 χ

1
2 z, 0
)− a

(
0, (1l− χ

)
z)
)
(1l− I).

For Condition (2) of Prop. 6.44, the set L is defined as

L :=
{
b(z) : z ∈ Z} ∪ {b(z) : z ∈ Z}.

Suppose that Ψ is annihilated by all elements of L. All of them anti-commute
with I; therefore they separately annihilate the even and odd parts of Ψ, i.e.
Ψ± := 1

2 (1l + I)Ψ. We have

b(z)Ψ+ = a(z, 0)Ψ+ = 0,

b(z)Ψ+ = a(0, z)Ψ+ = 0.

Therefore, Ψ+ is proportional to Ω, the Fock vacuum. Moreover,

b(z)Ψ− =
(
a
(
(1l− 2χ)z, 0

)
+ a∗(0, (1l− χ)

1
2 χ

1
2 z
))

Ψ− = 0,

b(z)Ψ− =
(
a∗((1l− χ)

1
2 χ

1
2 z, 0
)− a

(
0, (1l− 2χ)z

))
Ψ− = 0. (17.62)

Define Z0 := Ker(χ− 1
2 1l), and Z1 := Z⊥

0 , so that Z = Z0 ⊕Z1 . We can rewrite
(17.62) as(

a
(
w1 , 0

)
+ a∗(0, (1l− χ)

1
2 χ

1
2 (1l− 2χ)−1w1

))
Ψ− = 0, w1 ∈ Z1 ,(

a∗((1l− χ)
1
2 χ

1
2 (−1l + 2χ)−1w1 , 0

)
+ a
(
0, w1

))
Ψ− = 0, w1 ∈ Z1 ,

a∗(0, w0)Ψ− = a∗(w0 , 0)Ψ− = 0, w0 ∈ Z0 . (17.63)

By Lemma 16.46, Ψ− can be non-zero only if dimZ0 is finite. If this is the
case, by Thm. 16.36 and arguments of Subsect. 16.3.5, Ψ− is proportional to a
fermionic Gaussian vector tensored with an even ceiling vector. In any case, this
means that Ψ− is even. But we know that Ψ− is odd. Hence, Ψ− = 0.

Therefore, Ψ is proportional to Ω. Hence, Condition (2) of Prop. 6.44 is satis-
fied. This proves that CARγ ,l is a factor and ends the proof of (5).

Let us now prove (6). Assume that Ker γ = Ker γ−1 = {0}. Set

τ t(A) := Γ(γ ⊕ γ−1)itAΓ(γ ⊕ γ−1)−it .

We first see that τ t(φγ,l(z)) = φγ,l(γitz), hence τ t preserves CARγ ,l and is a
W ∗-dynamics on CARγ ,l . Next we check that Ω is a (τ,−1)-KMS vector. This is
straightforward for the field operators φγ,l(z). For products of field operators we
use the identities of Prop. 17.32. By Prop. 6.64 we extend the KMS condition to
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17.2 Fermionic quasi-free states 457

CARγ ,l . Applying Prop. 6.65 to the factor CARγ ,l , we obtain that Ω is separating
for CARγ ,l .

We denote by H the closure of CARγ ,lΩ. The vector Ω is cyclic and separating
for CARγ ,l restricted to H. Therefore, we can compute the operators that belong
to the modular theory for Ω, as operators on H.

We fix an o.n. basis {fj}j∈J of Z. Since Ker γ = Ker γ−1 = {0}, we can
moreover assume that fj ∈ Dom γ

1
2 ∩Dom γ− 1

2 . Clearly, the family {ei}i∈I =
{fj , ifj}j∈J is an o.n. basis of Z for the Euclidean scalar product Re(·|·). Set

H1 := Span
{

Π
i∈I1

φγ,l(ei)Ω, I1 ⊂ I finite
}

.

Clearly, H1 is a dense subspace of H. We will prove that

S = JaΓ(γ ⊕ γ−1)
1
2 on H1 . (17.64)

Let (e1 , . . . , en ) be a finite family in {ei}i∈I and

Φ :=
n

Π
i=1

φγ,l(ei)Ω.

We have

SΦ =
1
Π

i=n
φγ ,l(ei)Ω = (−1)n(n−1)/2 n

Π
i=1

φγ,l(ei)Ω.

Note that

Φ =
n

Π
i=1

(
a∗(ui) + a(ui)

)
Ω,

for ui =
(
(1l− χ)

1
2 ei, χ

1
2 ei

)
. To compute Γ(γ ⊕ γ−1)

1
2 Φ, we apply Prop. 3.53 (1).

We obtain

Γ(γ ⊕ γ−1)
1
2 Φ

=
n

Π
i=1

(
a∗(χ 1

2 ei, (1l− χ)
1
2 ei

)
+ a
(
χ− 1

2 (1l− χ)ei, χ(1l− χ)−
1
2 ei

))
Ω,

and hence

Γ(ε)Γ(γ ⊕ γ−1)
1
2 Φ

=
n

Π
i=1

(
a∗((1l− χ)

1
2 ei, χ

1
2 ei

)
+ a
(
χ(1l− χ)−

1
2 ei, χ

− 1
2 (1l− χ)ei

))
Ω.

Using (3.30), we finally get that

ΛΓ(ε)Γ(γ ⊕ γ−1)
1
2 Φ

= (−1)n(n−1)/2
n

Π
i=1

(
a∗((1l− χ)

1
2 ei, χ

1
2 ei

)− a
(
χ(1l− χ)−

1
2 ei, χ

− 1
2 (1l− χ)ei

))
Ω.
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458 Quasi-free states

Hence, to prove that SΦ = JaΓ(γ ⊕ γ−1)
1
2 Φ, it remains to check that

n

Π
i=1

(
a∗((1l− χ)

1
2 ei, χ

1
2 ei

)
+ a
(
(1l− χ)

1
2 ei, χ

1
2 ei

))
Ω

=
n

Π
i=1

(
a∗((1l− χ)

1
2 ei, χ

1
2 ei

)− a
(
χ(1l− χ)−

1
2 ei, χ

− 1
2 (1l− χ)ei

))
Ω.

(17.65)

We can Wick-order both sides of (17.65) by moving annihilation operators to
the right until they act on Ω. For the l.h.s., we pick terms coming from the
anti-commutation relations that are products of

L(i, k) :=
(
(1l− χ)

1
2 ei |(1l− χ)

1
2 ek

)
Z

+
(
χ

1
2 ei |χ 1

2 ek

)
Z

= (ei |ek )Z − (ei |χek )Z + (ek |χei)Z .

For the r.h.s., we obtain identical terms with L(i, k) replaced with

R(i, k) := −
(
χ(1l− χ)−

1
2 ei |(1l− χ)

1
2 ek

)
Z
−
(
χ− 1

2 (1l− χ)ei |χ 1
2 ek

)
Z

= − (ek |ei)Z − (ei |χek )Z + (ek |χei)Z .

Therefore,

L(i, k)−R(i, k) = 2Re(ei |ek ) = 2δi,k .

This ends the proof of (17.64).
By Prop. 6.59, we know that the closure of S

∣∣
H1

equals S. Moreover, we easily

see that Γ(γ ⊕ γ−1)
1
2 preserves H and is essentially self-adjoint on H1 . Since

Ja is isometric, (17.64) implies that S = JaΓ(γ ⊕ γ−1)
1
2 , as an identity between

closed operators on H. It also proves that the modular conjugation is given by
Ja
∣∣
H and the modular operator is given by Γ(γ, γ−1)

∣∣
H.

Now,

φγ,l(z1) · · ·φγ,l(zn )Jaφγ,l(wm ) · · ·φγ,l(w1)Ω

= φγ,l(z1) · · ·φγ,l(zn )φγ,r(wm ) · · ·φγ,r(w1)Ω.

This easily implies that CARγ ,lJaCARγ ,lΩ is dense in Γa(Z ⊕ Z). But

CARγ ,lJaCARγ ,lΩ ⊂ H,

hence H is dense in Γa(Z ⊕ Z), which proves that Ω is cyclic. This ends the proof
of the ⇒ part of (6), as well as giving the formulas for the modular conjugation
and the modular operator.

We first prove (7) under the assumption that Ker γ = Ker γ−1 = {0}. By the
⇒ part of (6), we know that Ω is cyclic and separating for CARγ ,l , and Ja is
the modular conjugation for Ω. Applying the modular theory, we have CAR′

γ ,l =
JaCARγ ,lJa = CARγ ,r by (3).

To prove the general case, we will invoke some of the results to be proven only
in the next section. Set Z0 = Ker χ, Z2 = Ker(1l− χ), and write

Z = Z0 ⊕Z1 ⊕Z2 . (17.66)
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17.2 Fermionic quasi-free states 459

We set

V :=
{(

(1l− χ)
1
2 z, χ

1
2 z
)

: z ∈ Z
}

,

which is a closed real subspace of W = Z ⊕ Z. From (17.66) we obtain

V = V0 ⊕ V1 ⊕ V2 ,

for

V0 = {(z0 , 0) : z0 ∈ Z0}, V2 = {(0, z2) : z2 ∈ Z2},
V1 =

{(
(1l− χ1)

1
2 z1 , χ1

1
2 z1
)

: z1 ∈ Z1

}
.

We have, with the notation in Subsect. 17.3.1,

iVperp
0 = {(0, z0) : z0 ∈ Z0}, iVperp

2 = {(z2 , 0) : z2 ∈ Z2},
iVperp

1 =
{(

χ
1
2
1 z1 , (1l− χ1)

1
2 z1
)

: z1 ∈ Z1

}
.

With the notation of Subsect. 17.3.5, CARγ ,l is identified with CAR(V), hence
(7) follows from Thm. 17.61.

It remains to prove the ⇐ part of (6). If Kerχ �= {0}, then

Γa({0} ⊕ Z0) ⊥ CARγ ,lΩ

and aγ ,l(z0)Ω = 0 for z0 ∈ Z0 , hence Ω is neither cyclic not separating for CARγ ,l .
Similarly, if Ker(1l− χ) �= {0}, then Γa(Z2 ⊕ {0}) ⊥ CARγ ,lΩ and a∗

γ ,l(z2)Ω =
0 for z2 ∈ Z2 . This completes the proof of (6). �

17.2.6 Quasi-free CAR representations as Araki–Wyss

representations

Every quasi-free charged CAR representation can be realized as an Araki–Wyss
representation.

Theorem 17.43 Let Z be a Hilbert space. Let

Z � z �→ aπ∗(z) ∈ B(H)

be a charged CAR representation with a gauge-invariant cyclic quasi-free vector
Ψ. Let χ be defined by

z1 ·χz2 =
(
Ψ|aπ∗(z2)aπ (z1)Ψ

)
, z1 , z2 ∈ Z.

Then, for γ := χ(1l− χ)−1 , there exists an isometry U : H → Γa(Z ⊕ Z) such
that

UΨ = Ω,

Uaπ∗(z) = a∗
γ ,l(z)U, z ∈ Z.
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460 Quasi-free states

17.2.7 Free Fermi gas at positive temperatures

This subsection is parallel to Subsect. 17.1.7 about the free Bose gas. We start
with h, a positive self-adjoint operator on a Hilbert space Z. Consider a quan-
tum system described by the Hamiltonian H := dΓ(h) on the Hilbert space
Γa(Z). Clearly, (Ω| · Ω) describes the ground state of the system. On the algebra
B
(
Γa(Z)

)
we have the dynamics

τ t(A) := eitH Ae−itH , A ∈ B
(
Γa(Z)

)
, t ∈ R.

We also have a natural charged CAR representation Z � z �→ a∗(z) ∈ B
(
Γa(Z)

)
and the corresponding neutral CAR representation Z � z �→ φ(z) =
a∗(z) + a(z) ∈ Bh

(
Γa(Z)

)
. They satisfy

τ t
(
a∗(z)

)
= a∗(eithz), τ t

(
φ(z)
)

= φ(eithz), z ∈ Z.

Suppose that we consider the above quantum system at a positive temperature.
Let β ≥ 0 denote the inverse temperature. If

Tr e−βh <∞, (17.67)

we can consider the Gibbs state given by the density matrix

e−βdΓ(h)/Tr e−βdΓ(h) . (17.68)

Again, the formalism based on the Gibbs state with the density matrix (17.68)
breaks down at infinite volume, for instance in the case of (17.36).

As in the case of the Bose gas, we distinguish three possible formalisms for
infinitely extended systems:

(1) the thermodynamic limit,
(2) the W ∗ approach,
(3) the C∗ approach.

The general framework of the thermodynamic limit in the Fermi case is analo-
gous to that in the Bose case. Therefore, we do not describe it separately.

W ∗ approach

The W ∗-approach to free Fermi systems is also analogous to that for Bose sys-
tems. We just replace Araki–Woods representations with Araki–Wyss represen-
tations. Let us, however, describe this in detail, apologizing to the reader for
almost verbatim repetitions from the bosonic case.

Consider the space Γa(Z ⊕ Z). For z ∈ Z, define

a∗
β (z) := a∗((1l + e−βh)−

1
2 z, 0
)

+ a
(
0, (1l + eβh)−

1
2 z
)
. (17.69)

Then

Z � z �→ a∗
β (z) ∈ B

(
Γa(Z ⊕ Z)

)
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17.2 Fermionic quasi-free states 461

is a charged CAR representation. In fact, it is the Araki–Wyss representation
for the Fermi–Dirac density (1l + eβh)−1 . The von Neumann algebra generated
by (17.69) will be denoted by CARβ . Set

L := dΓ
(
h⊕ (−h)

)
.

Then

τ t
β (A) := eitLAe−itL , A ∈ CARβ ,

is a W ∗-dynamics on CARβ . The state

ωβ (A) := (Ω|AΩ), A ∈ CARβ ,

is a β-KMS state for the W ∗-dynamics τβ .

C∗ approach

Again, the C∗ approach for fermions follows the same lines as the C∗ approach
for bosons. There is, however, a difference: there exists a natural choice of a
C∗-algebra, which seemed not to be the case for bosons.

Consider the C∗-algebra CARC ∗
(Z), where Z is equipped with the Euclidean

structure 1
2 Re(·|·), as well as the usual charge symmetry. Define the dynamics

on CARC ∗
(Z) by setting

τ t
(
a∗(z)

)
:= a∗(eithz), z ∈ Z.

It is easy to see that, for any β ∈ [−∞,∞], there exists on CARC ∗
(Z) a unique

state β-KMS for the dynamics τ . It is the gauge-invariant quasi-free state given
by

ωβ

(
a(z1)a∗(z2)

)
=
(
z1 |(1l + e−βh)−1z2

)
, z1 , z2 ∈ Z.

We can then pass to the GNS representation, obtaining (Hβ , πβ ,Ωβ ), and the
Liouvillean Lβ .

In the case of β =∞ (the zero temperature), we obtain, up to unitary equiv-
alence, H∞ = Γs(Z), π∞

(
W (z)

)
= W (z), Ω∞ = Ω and L∞ = H. This is the

quantum system that we started with at the beginning of the subsection.
In the case −∞ < β < ∞ (positive temperatures), we obtain the Araki–Wyss

representation for γ = e−βh described in (17.69).
Note that in the fermionic case the C∗-algebraic approach is better justified

than in the bosonic case. The algebra CARC ∗
(Z) can be viewed as a natural

algebra to describe observables of a fermionic system. Because of the boundedness
of fermionic fields, it is more likely that we will be able to define a dynamics on
this algebra, even in the presence of non-trivial interactions.
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462 Quasi-free states

17.3 Lattices of von Neumann algebras on a Fock space

Let W be a complex Hilbert space. With every real closed subspace V of W
we can naturally associate the von Neumann sub-algebra M(V) of B

(
Γs/a(W)

)
generated by fields based on V. These von Neumann sub-algebras form a complete
lattice. Properties of this lattice are studied in this section. They have important
applications in quantum field theory.

The material of this section is closely related to the Araki–Woods and Araki–
Wyss representations. In fact, the algebras CCRγ ,l and CARγ ,l coincide with the
algebras M(V) for appropriate real subspaces V inside Z ⊕ Z.

17.3.1 Pair of subspaces in a Hilbert space

In this subsection we consider one of the classic problems of the theory of Hilbert
spaces: how to describe a relative position of two closed subspaces.

Suppose that Y is a real or complex Hilbert space and P, Q are closed sub-
spaces in Y. Let p, resp. q be the orthogonal projections onto P, resp. Q.

Proposition 17.44 (P ∩Q) + (P⊥ ∩Q⊥) = Ker(p− q).

Proof The ⊂ part is obvious.
Let y ∈ Y. If (p− q)y = 0, then y = py + (1l− q)y, where py = qy ∈ P ∩Q and

(1l− p)y = (1l− q)y ∈ P⊥ ∩Q⊥. This shows the ⊃ part. �

Proposition 17.45 The following conditions are equivalent:

(1) Ker(p− q) = {0}.
(2) P ∩Q = P⊥ ∩Q⊥ = {0}.
(3) P ∩Q = {0} and P +Q is dense in Y.

Proof The equivalence of (1) and (2) follows by Prop. 17.44.
The equivalence of (2) and (3) follows by

{0} = (P +Q)⊥ = P⊥ ∩Q⊥.

�

Definition 17.46 We say that a pair (P,Q) is in generic position if

P ∩Q = P⊥ ∩Q⊥ = P⊥ ∩Q = P⊥ ∩Q = {0}.
Set m := p + q − 1l, n := p− q, which are bounded self-adjoint operators. The

following relations are immediate:

n2 = 1l−m2 = p + q − pq − qp,

nm = −mn = qp− pq, (17.70)

−1l ≤ m ≤ 1l, −1l ≤ n ≤ 1l .
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17.3 Lattices of von Neumann algebras on a Fock space 463

Proposition 17.47 (P,Q) are in generic position iff

Ker m = Ker n = {0}. (17.71)

If this is the case, we also have

Ker(m± 1l) = {0}, Ker(n± 1l) = {0}. (17.72)

Proof The following identities follow from Prop. 17.44:

Ker n = Ker p ∩Ker q + Ker(1l− p) ∩Ker(1l− q),

Ker m = Ker p ∩Ker(1l− q) + Ker(1l− p) ∩Ker q.

This yields (17.71). We also obviously have

Ker(n− 1l) = Ker(1l− p) ∩Ker q, Ker(n + 1l) = Ker p ∩Ker(1l− q),

Ker(m− 1l) = Ker(1l− p) ∩Ker(1l− q), Ker(m + 1l) = Ker p ∩Ker q,

which proves (17.72). �

The following result is immediate:

Proposition 17.48 Set

Y0 :=
(P ∩Q+ P⊥ ∩Q⊥ + P⊥ ∩Q+ P ∩Q⊥)⊥ ,

P0 := P ∩ Y0 , Q0 := Q∩ Y0 .

Then the following direct sum decomposition holds:

Y = P ∩Q ⊕ P⊥ ∩Q⊥ ⊕ P⊥ ∩Q ⊕ P ∩Q⊥ ⊕ Y0 ,

P = P ∩Q ⊕ {0} ⊕ {0} ⊕ P ∩Q⊥ ⊕ P0 ,

Q = P ∩Q ⊕ {0} ⊕ P⊥ ∩Q ⊕ {0} ⊕ Q0 .

Moreover, the pair (P0 ,Q0) is in generic position in Y0 .

Theorem 17.49 Let (P,Q) be a pair of subspaces in generic position. Then the
following is true:

(1) There exists a unitary (orthogonal in the real case) involution ε, a subspace
Z of Y such that Z⊥ = εZ, and a self-adjoint operator χ on Z satisfying

0 < χ < 1
2 1l,{(

(1l− χ)
1
2 z, εχ

1
2 z
)

: z ∈ Z
}

= P,{(
χ

1
2 z, ε(1l− χ)

1
2 z
)

: z ∈ Z
}

= Q.

(2) Set ρ := χ(1l− 2χ)−1 . Then

ρ > 0,{(
(1l + ρ)

1
2 z, ερ

1
2 z
)

: z ∈ Dom ρ
1
2

}
= P,{(

ρ
1
2 z, ε(1l + ρ)

1
2 z
)

: z ∈ Dom ρ
1
2

}
= Q.
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464 Quasi-free states

Proof We introduce the polar decompositions of n and m:

n = |n|ε = ε|n|, m = κ|m| = |m|κ.

Clearly, ε, κ are unitary/orthogonal operators satisfying ε2 = κ2 = 1l. Moreover,
using (17.70) we obtain

κε = −εκ, εm = −mε, κn = −nκ. (17.73)

Set

Z := Ker(κ− 1l) = Ran 1l]0,1[(m).

We have

εZ = Ker(κ + 1l) = Ran 1l]−1,0[(m),

hence εZ = Z⊥.
Let 1lZ be the orthogonal projection from Y onto Z. Clearly,

1lZ = 1l]0,1[(m), ε1lZε = 1l− 1lZ = 1l]−1,0[(m).

We claim that P is the closure of pZ. Indeed, P is closed and contains pZ.
Let y ∈ P ∩ (pZ)⊥. Then

0 = (y|p1lZy) = (y|1lZy) = ‖1lZy‖2 ,

hence y ∈ Z⊥. Therefore, using q = m + 1l− p, we obtain

(y|qy) = (y|my) ≤ 0.

Hence, qy = 0, and so y ∈ Q⊥. Remember that y ∈ P, hence, by the generic
position, y = 0.

Set χ := 1
2 1lZ(1l−m). Clearly, 0 < χ < 1

2 1l. Using p = m+n+1l
2 , we obtain

p1lZ =
m + 1l

2
1lZ +

ε|n|
2

1lZ

=
m + 1l

2
1lZ +

ε(1l−m2)
1
2

2
1lZ

=
(
(1l− χ) + εχ

1
2 (1l− χ)

1
2

)
1lZ .

Thus

pZ =
(
(1l− χ)

1
2 + εχ

1
2

)
(1l− χ)

1
2 Z. (17.74)

The operator

(1l− χ)
1
2 1lZ + εχ

1
2 1lZ
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17.3 Lattices of von Neumann algebras on a Fock space 465

is an isometry from Z into Y. Therefore,(
(1l− χ)

1
2 + εχ

1
2

)
Z (17.75)

is closed. (1l− χ)
1
2 Z is dense in Z. Therefore, (17.75) is the closure of (17.74).

We proved that P is the closure of pZ. Hence, (17.75) equals P. This completes
the proof of the first identity of (1).

To prove (2), we note that every z ∈ Z can be written as

z = (1l + 2ρ)
1
2 z1 , z1 ∈ Dom ρ

1
2 .

We then have

(1l− χ)
1
2 z + εχ

1
2 z = (1l + ρ)

1
2 z1 + ερ

1
2 z1 ,

χ
1
2 z + ε(1l− χ)

1
2 z = ρ

1
2 z1 + ε(1l + ρ)

1
2 z1 ,

which immediately implies (2). �

17.3.2 Real subspaces in a Hilbert space

This subsection is devoted to another classic problem, closely related to the
previous subsection: how to describe the position of a closed real subspace in a
complex Hilbert space. This analysis will then be used in both the bosonic and
the fermionic case.

Let (W, (·|·)) be a complex Hilbert space. Then (WR,Re(·|·)) is a real Hilbert
space and (WR, Im(·|·)) is a symplectic space. Clearly, if V ⊂ W is a real vector
space, V ∩ iV and V + iV are complex vector spaces.

Definition 17.50 If U ⊂ W, then we have three kinds of complements of U :

U⊥ :=
{
w ∈ W : (v|w) = 0, v ∈ U},

Uperp :=
{
w ∈ W : Re(v|w) = 0, v ∈ U},

iUperp =
{
w ∈ W : Im(v|w) = 0, v ∈ U} = (iU)perp .

U⊥, Uperp , resp. iUperp will be called the complex orthogonal, the real orthogonal,
resp. the symplectic complement of U .

Clearly, Uperp and iUperp are closed real vector subspaces of W. If V is a
complex vector subspace, then Vperp = iVperp = V⊥.

Let V be a closed real subspace of W. Let us remark that (iV)perp = i(V)perp .
Moreover, i(iVperp)perp = V.

Definition 17.51 We will say that V ⊂ W is in generic position if

V ∩ iV = V ∩ iVperp = {0}.
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466 Quasi-free states

Proposition 17.52 The following conditions are equivalent:

(1) V is in generic position.
(2) (V, iV) is in generic position in WR.
(3) (V, iVperp) is in generic position in WR.

The following result is an analog of Prop. 17.48:

Proposition 17.53 Let V be a closed real subspace of W. Set

W1 := V ∩ iVperp + (iV ∩ Vperp), V1 := V ∩ iVperp ,

W+ := V ∩ iV, W− := Vperp ∩ iVperp ,

W0 := (W+ +W− +W1)⊥, V0 := V ∩W0 .

Then the following is true:

(1) W−, W+ , W0 , W1 are closed complex subspaces of W.
(2) The following direct sum decompositions hold:

W = W1 ⊕ W+ ⊕ W− ⊕ W0 ,

V = V1 ⊕ W+ ⊕ {0} ⊕ V0 ,

iVperp = V1 ⊕ {0} ⊕ W− ⊕ iVperp
0 ,

where Vperp
0 is the real orthogonal of V0 inside W0 .

(3) W1 ∩ V =W1 ∩ iVperp = V1 = iVperp
1 , where Vperp

1 is the real orthogonal
complement of V1 inside W1 .

(4) W+ ∩ V = W+ , W+ ∩ iVperp = {0}.
(5) W− ∩ V = {0}, W− ∩ iVperp = W−.
(6) W0 ∩ V = V0 , W0 ∩ iVperp = iVperp

0 . Moreover, V0 is in generic position
in W0 .

In other words, given a closed real subspace V ⊂ W, one can decompose W
into four complex subspaces such that V decomposes into subspaces which are
respectively complex, in generic position, Lagrangian and zero.

We can define the operators m, n for the pair of subspaces V, Vperp , as in the
previous subsection. They are self-adjoint in the sense of the real Hilbert space
WR. m is linear, whereas n is anti-linear on W. Therefore, κ is unitary and ε is
anti-unitary. We can use ε

∣∣
Z as the (external) conjugation and identify εZ with

Z. This gives a unitary identification

W � Z ⊕Z.

Note that

ε(z1 , z2) := (z2 , z1)

and εV = iVperp .
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17.3 Lattices of von Neumann algebras on a Fock space 467

Now Thm. 17.49 (1) can be reformulated in the following way, which is adapted
to the Araki–Wyss representation:{(

(1l− χ)
1
2 z, χ

1
2 z
)

: z ∈ Z
}

= V,{(
χ

1
2 z, (1l− χ)

1
2 z
)

: z ∈ Z
}

= iVperp . (17.76)

Thm. 17.49 (2) can be reformulated as follows, which is adapted to the Araki–
Woods representation:{(

(1l + ρ)
1
2 z, ρ

1
2 z
)

: z ∈ Dom ρ
1
2

}
= V,{(

ρ
1
2 z, (1l + ρ)

1
2 z
)

: z ∈ Dom ρ
1
2

}
= iVperp . (17.77)

In the following proposition, which follows immediately from (17.76) and
(17.77), for typographical reasons we will write τz for z, where z ∈ Z. We con-
sider W as a Kähler space with the Euclidean, resp. symplectic form given by
Re(·|·), resp. Im(·|·). It is equipped with an anti-involution and conjugation

j =
[

i1l 0
0 −i1l

]
, ε =

[
0 τ−1

τ 0

]
.

We also have the operators χ and ρ on Z. Recall that the notion of a j-positive
orthogonal transformation was defined in Def. 16.8.

Proposition 17.54 Let V be a closed real vector subspace of a complex Hilbert
space W in generic position.

(1) Define the operator ra on W by

ra =

[
(1l− χ)

1
2 χ

1
2 τ−1

−χ
1
2 τ (1l− χ)

1
2

]
.

Then ra is a j-positive orthogonal transformation on W commuting with ε,
and raZ = V.

(2) Define the operator rs : Dom(ρ
1
2 )⊕Dom(ρ

1
2 ) →W by

rs =

[
(1l + ρ)

1
2 ρ

1
2 τ−1

ρ
1
2 τ (1l + ρ)

1
2

]
.

Then rs is a positive symplectic transformation on W commuting with ε, and
rsDom(ρ

1
2 ) = V.

Note that the transformations rs , resp. ra yield the Bogoliubov rotations imple-
mented by the operators (17.27) and (17.59), which were used in Subsect. 17.1.4,
resp. 17.2.4 to introduce the Araki–Woods, resp. Araki–Wyss representations.
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468 Quasi-free states

17.3.3 Complete lattices

In this subsection we recall some definitions about abstract lattices. They provide
a convenient language that can be used to express some properties of a class of
von Neumann algebras acting on a Fock space.

Definition 17.55 Let (X,≤) be an ordered set. Let {xi : i ∈ I} be a non-empty
subset of X. One says that u ∈ X is a largest minorant of {xi : i ∈ I} if

(1) i ∈ I implies u ≤ xi,
(2) v ≤ xi for all i ∈ I implies v ≤ u.

If {xi : i ∈ I} has a largest minorant, then it is unique. The largest minorant
of a set {xi : i ∈ I} is usually denoted by ∧

i∈I
xi.

We define similarly the smallest majorant of {xi : i ∈ I}, which is usually
denoted by ∨

i∈I
xi.

One says that (X,≤) is a complete lattice if every non-empty subset of X

has the largest minorant and the smallest majorant. It is then equipped with the
operations ∧ and ∨.

Definition 17.56 One says that the complete lattice (X,≤) is complemented if
it is equipped with a map X � x �→ ∼x ∈ X such that

(1) ∼(∼x) = x,
(2) x1 ≤ x2 implies ∼x2 ≤∼x1 ,
(3) ∼ ∧

i∈I
xi = ∨

i∈I
∼ xi.

The operation ∼will be called a complementation.

Let us give some examples of complemented lattices that will be useful in the
sequel.

Example 17.57 (1) Let W be a topological vector space. Then the set
Subsp(W) of closed vector subspaces of W equipped with the order ⊂ is a
complete lattice with

∧
i∈I
Vi = ∩

i∈I
Vi , ∨

i∈I
Vi =

(
Σ

i∈I
Vi

)cl
.

(2) If W is a (real or complex) Hilbert space, then the map V �→ V⊥ is a com-
plementation on (Subsp(W),⊂).

(3) If W is a complex Hilbert space, then (Subsp(WR),⊂) denotes the lattice of
closed real subspaces of W. Then V �→ Vperp and V �→ iVperp are complemen-
tations on this lattice.

(4) Now let H be a Hilbert space and vN(H) be the set of von Neumann algebras
in B(H) equipped with the order ⊂. Then (vN(H),⊂) is also a complete
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lattice with

∧
i∈I

Mi = ∩
i∈I

Mi , ∨
i∈I

Mi =
(
∪

i∈I
Mi

)′′

.

The map M �→ M′ is a complementation on (vN(H),⊂).

17.3.4 Lattice of von Neumann algebras on a bosonic Fock space

Let W be a complex Hilbert space. We identify W with Re(W ⊕W) using w �→
1√
2
(w,w); see (1.29). Consider the Hilbert space Γs(W) and the corresponding

Fock representation W � w �→W (w) ∈ U
(
Γs(W)

)
.

Definition 17.58 For a real subspace V ⊂ W, we define the von Neumann
algebra

Ms(V) :=
{
W (w) : w ∈ V}′′ ⊂ B

(
Γs(W)

)
.

Using von Neumann’s density theorem and the fact that W ∈ w �→ W (w) is
strongly continuous (see Thm. 9.5), we see that Ms(V) = Ms(Vcl). Therefore, in
the sequel it suffices to consider closed real subspaces of W.

Theorem 17.59 (1) Ms(V1) = Ms(V2) iff V1 = V2 ;
(2) V1 ⊂ V2 implies Ms(V1) ⊂Ms(V2);
(3) Ms(W) = B

(
Γs(W)

)
and Ms({0}) = C1l;

(4) Ms(∨i∈IVi) = ∨i∈I Ms(Vi);
(5) Ms(∩i∈IVi) = ∩i∈I Ms(Vi);
(6) Ms(V)′ = Ms(iVperp);
(7) Ms(V) is a factor iff V ∩ iVperp = {0}.
Proof To prove (1), let V1 , V2 be two distinct closed subspaces. We may assume
that V2 �⊂ V1 , and hence iVperp

1 �⊂ iVperp
2 . For w ∈ iVperp

1 \iVperp
2 , we have W (w) ∈

Ms(V1)′\Ms(V2)′. This implies that Ms(V1)′ �= Ms(V2)′, which proves (1).
(2) and (3) are immediate, as are the ⊃ part of (4) and the ⊂ part of (5). The

⊂ part of (4) follows again from the strong continuity of w �→W (w). If we know
(6), then the ⊃ part of (5) follows from the ⊂ part of (4). (7) follows from (1),
(5) and (6).

Thus it remains to prove (6). Assume first that V is in generic position in W.
Then, using Thm. 17.49 and identifying εZ with Z, we obtain a decomposition
W = Z ⊕ Z and a positive operator ρ on Z such that{(

(1l + ρ)
1
2 z, ρ

1
2 z
)

: z ∈ Z
}

= V.

This implies that Ms(V) is the left Araki–Woods algebra CCRγ ,l . By Thm. 17.24,
we know that the commutant of CCRγ ,l is CCRγ ,r . But, again by Thm. 17.49,{(

ρ
1
2 z + (1l + ρ)

1
2 z
)

: z ∈ Z
}

= iVperp .
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470 Quasi-free states

Therefore, CCRγ ,r coincides with Ms(iVperp). This ends the proof of (6), if V is
in generic position.

For an arbitrary real subspace V, we write as in Prop. 17.53:

W = W+ ⊕W0 ⊕W1 ⊕W−,

V = W+ ⊕ V0 ⊕ V1 ⊕ {0},
iVperp = {0} ⊕ iVperp

0 ⊕ V1 ⊕W−,

where V0 is in generic position and W1 = CV1 . Using the exponential law, we
have the unitary identifications

B
(
Γs(W)

) � B
(
Γs(W+)

)⊗B
(
Γs(W0)

)⊗B
(
Γs(W1)

)⊗B
(
Γs(W−)

)
,

Ms(V) � B
(
Γs(W+)

)⊗Ms(V0)⊗Ms(V1)⊗ 1l,

Ms(iVperp) � 1l⊗Ms(iVperp
0 )⊗Ms(V1)⊗B

(
Γs(W−)

)
.

Since V0 is in generic position in W0 , Ms(V0)′ = Ms(iVperp
0 ). Since W1 = CV1 ,

using the real-wave representation of Sect. 9.3, we see that Ms(V1)′ = Ms(V1).
Therefore, Ms(V)′ = Ms(iVperp), which completes the proof (6). �

We can interpret Thm. 17.59 as the fact that the map V �→ Ms(V) is an order
preserving isomorphism between the complete lattice of closed real subspaces
of W and the complete lattice of von Neumann algebras Ms(V) ⊂ B

(
Γs(W)

)
,

preserving the operations ∧, ∨, and the complementations given respectively by
the symplectic complement and the commutant.

17.3.5 Lattice of von Neumann algebras on a fermionic Fock space

In this subsection we consider the fermionic analog of Thm. 17.59. Again let
W be a complex Hilbert space, and let us identify W with Re(W ⊕W) using
w �→ (w,w); see (1.29). Consider the Hilbert space Γa(W) and the corresponding
Fock representation W � w �→ φ(w) ∈ Bh

(
Γa(W)

)
.

Definition 17.60 For a real subspace V ⊂ W, we define the von Neumann
algebra

Ma(V) := {φ(w) : w ∈ V}′′ ⊂ B
(
Γa(W)

)
.

As usual, set Λ = (−1)N (N −1l)/2 .
Note first that, by the norm continuity of W � w �→ φ(w), we have Ma(V) =

Ma(Vcl). Therefore, in the sequel it suffices to consider closed real subspaces of
W.

Theorem 17.61 (1) Ma(V1) = Ma(V2) iff V1 = V2 ,
(2) V1 ⊂ V2 implies Ma(V1) ⊂ Ma(V2),
(3) Ma(W) = B

(
Γs(W)

)
and Ma({0}) = C1l,

(4) Ma(∨i∈IVi) = ∨i∈I Ma(Vi),
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(5) Ma(∩i∈IVi) = ∩i∈I Ma(Vi),
(6) Ma(V)′ = ΛMa(iVperp)Λ.

The proof of Thm. 17.61 is very similar to the proof of Thm. 17.59. The
main additional difficulty is the behavior of the fermionic fields under the tensor
product, which is studied in the following theorem.

Theorem 17.62 Let Wi, i = 1, 2, be two Hilbert spaces and W = W1 ⊕W2 . Let
us unitarily identify Γa(W) with Γa(W1)⊗ Γa(W2) by the exponential law (see
Subsect. 3.3.7). Let Vi ⊂ Wi be closed real subspaces. Then

Ma(V1 ⊕ V2) �
(
Ma(V1)⊗1l+(−1)N1 ⊗N2 1l⊗Ma(V2)(−1)N1 ⊗N2

)′′
; (17.78)

Ma(V1 ⊕ {0}) � Ma(V1)⊗ 1l; (17.79)

Ma(W1 ⊕ V2) � B
(
Γa(W1)

)⊗Ma(V2); (17.80)

ΛMa(V1 ⊕W2)Λ � Λ1Ma(V1)Λ1 ⊗B
(
Γa(W2)

)
; (17.81)

ΛMa({0} ⊕ V2)Λ � 1l⊗ Λ2Ma(V2)Λ2 . (17.82)

Proof Clearly, for v1 ∈ V1 ,

φ(v1 , 0) � φ(v1)⊗ 1l.

Therefore, (17.79) holds. By Thm. 3.56, for v2 ∈ V2 , we have

φ(0, v2) � (−1)N1 ⊗ φ(v2) = (−1)N1 ⊗N2 1l⊗ φ(v2)(−1)N1 ⊗N2 .

Therefore,

Ma({0} ⊕ V2) � (−1)N1 ⊗N2 1l⊗Ma(V2)(−1)N1 ⊗N2 . (17.83)

Now (17.79) and (17.83) imply (17.78), which implies

Ma(V1 ⊗W2) � (−1)N1 ⊗N2 Ma(V1)⊗B
(
Γa(V2)

)
(−1)N1 ⊗N2 . (17.84)

Noting that Λ � (−1)N1 ⊗N2 Λ1 ⊗ Λ2, (17.83) implies (17.82), and (17.84) implies
(17.81). �

Proof of Thm. 17.61. To prove (1), let V1 , V2 be two distinct closed subspaces.
We may assume that V2 �⊂ V1 , and hence iVperp

1 �⊂ iVperp
2 . For w ∈ iVperp

1 \iVperp
2 ,

using (3.30), we have Λφ(w)Λ ∈Ma(V1)′\Ma(V2)′. This implies that Ma(V1)′ �=
Ma(V2)′, which implies (1). (2) and (3) are immediate. The proof of (4), (5) are
similar to the bosonic case, given (6).

It remains to prove (6). Assume first that V is in generic position in W. By
Prop. 17.53, we can write

W = W0 ⊕W1 ,

V = V0 ⊕ V1 ,

iVperp = iVperp
0 ⊕ V1 ,
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472 Quasi-free states

where V0 is in generic position in W0 and iVperp
1 = CV1 , where the orthogonal

complement is taken inside W. Again using Thm. 17.49, we obtain a decompo-
sition W0 = Z ⊕ Z together with a self-adjoint operator 0 ≤ χ ≤ 1

2 1l such that
Ker χ = Ker(χ− 1

2 1l) = {0} and{
(1l− χ)

1
2 z + χ

1
2 z : z ∈ Z}⊕ V1 = V,{

χ
1
2 z + (1l− χ)

1
2 z : z ∈ Z}⊕ V1 = iVperp .

Then we are in the framework of Thm. 17.42, which implies that Ma(V)′ =
ΛMa(iVperp)Λ.

For an arbitrary V, we write

W = W+ ⊕W0 ⊕W1 ⊕W−,

V = W+ ⊕ V0 ⊕ V1 ⊕ {0},
iVperp = {0} ⊕ i(V0 ⊕ V1)perp ⊕W−,

where V0 , V1 are as above. Using Thm. 17.62, we have the unitary identifications

B
(
Γa(W)

) � B
(
Γa(W+)

)⊗B
(
Γa(W0 ⊕ CV1)

)⊗B
(
Γa(W−)

)
,

Ma(V) � B
(
Γa(W+)

)⊗Ma(V0 ⊕ V1)⊗ 1l.

Let N01 , resp. N01− be the number operator on Γa(W0 ⊕W1), resp Γa(W0 ⊕
W1 ⊕W−). We define Λ01, resp. Λ01− in the obvious way. The commutant of
Ma(V) is

Ma(V)′ � 1l⊗Ma(V0 ⊕ V1)′ ⊗B
(
Γa(W−)

)
= 1l⊗ Λ01Ma(i(V0 ⊕ V1)perp)Λ01 ⊗B

(
Γa(W−)

)
� 1l⊗ Λ01−Ma(i(V0 ⊕ V1 ⊕ {0})perp)Λ01−
� ΛMa(iVperp)Λ,

again using Thm. 17.62. �

17.3.6 Even fermionic von Neumann algebras

We continue within the framework of the previous subsection.

Definition 17.63 For a real subspace V of W, we introduce the even part of the
fermionic von Neumann algebra Ma(V):

Ma,0(V) :=
{
A ∈ Ma(V) : IAI = A

}
= Ma(V) ∩ {I}′.

Recall that we described the commutant of Ma(V) in terms of the symplectic
complement: Ma(V)′ = ΛMa(iVperp)Λ. If we are interested just in the even part
of the commutant, the role of the symplectic complement can be to some extent
taken by the real orthogonal complement:

Proposition 17.64 We have Ma(V)′ ∩ {I}′ = Ma,0(Vperp).
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17.4 Notes 473

Proof Write

Ma(V)′ ∩ {I}′ = ΛMa(iVperp)Λ ∩ {I}′
= Λ
(
Ma(iVperp) ∩ {I}′)Λ = ΛMa,0(iVperp)Λ.

Every element of Ma,0(iVperp) is the strong limit of even polynomials in φ(v),
where v ∈ iVperp . Since

Λφ(iv1)φ(iv2)Λ = φ(v1)φ(v2), v1 , v2 ∈ V,

we have

ΛMa,0(iVperp)Λ = Ma,0(Vperp).

�

17.4 Notes

In the physics literature, quasi-free states go back to the early days of quantum
theory. The Planck law and the Fermi–Dirac distribution belong to the oldest
formulas of quantum physics – in the terminology of this chapter they describe
the density of a thermal state for the free Bose, resp. Fermi gas.

In the mathematical literature, quasi-free states were first identified by Robin-
son (1965) and Shale–Stinespring (1964). Quasi-free representations were exten-
sively studied, especially by Araki (1964, 1970, 1971), Araki–Shiraishi (1971),
Araki–Yamagami (1982), Powers–Stoermer (1970) and van Daele (1971). Appli-
cations of quasi-free states to quantum field theory on curved space-times were
studied in Kay–Wald (1991), where a result essentially equivalent to Thm. 17.12
was proven.

Araki–Woods representations first appeared in Araki–Woods (1963). Araki–
Wyss representations go back to Araki–Wyss (1964).

It is instructive to use the Araki–Woods and Araki–Wyss representations as
illustrations for the Tomita–Takesaki theory and for the so-called standard form
of a W ∗-algebra as in Haagerup (1975); see also Araki (1970), Connes (1974),
Bratteli–Robinson (1987), Stratila (1981) and Dereziński–Jakšić–Pillet (2003).
They are quite often used in recent works on quantum statistical physics; see
e.g. Jakšić–Pillet (2002) and Dereziński–Jakšić (2003).

The relative position of two subspaces in a Hilbert space was first investigated
by Dixmier (1948) and Halmos (1969). The study of a position of a real subspace
in a complex Hilbert space is an important ingredient of the version of the
Tomita–Takesaki theory presented by Rieffel–van Daele (1977).

The theorem about the lattice of real subspaces of a Hilbert space and the
corresponding von Neumann algebras on a bosonic Fock space were first proven
by Araki (1963); see also Eckmann–Osterwalder (1973). The analogous theorem
about von Neumann algebras on a fermionic Fock space was apparently first
given in a review article by Dereziński (2006).
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474 Quasi-free states

Most of the chapter closely follows Dereziński (2006). The proof of the facto-
riality of algebras CARγ ,l is due to Araki (1970).

The use of Araki–Woods and Araki–Wyss representations in the description
of quantum systems at positive temperatures was advocated in papers of Jakšić–
Pillet (1996, 2002); see also Dereziński–Jakšić (2001).
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18

Dynamics of quantum fields

In this chapter we describe how to quantize linear classical dynamics. The
starting point will be a dual phase space Y equipped with a dynamics – a
one-parameter group of linear transformations {rt}t∈R preserving the structure
of Y.

The most typical examples of Y are the space of solutions of the Klein–Gordon
equation and of the Dirac equation, possibly on a curved space-time and in the
presence of external potentials. We can also consider other systems, not neces-
sarily relativistic, e.g. motivated by condensed-matter physics.

We describe how to quantize
(Y, {rt}t∈R

)
obtaining a model of non-interacting

quantum field theory. We demand that quantum fields are represented on a
Hilbert space and that the dynamics is implemented by a unitary group gen-
erated by a positive Hamiltonian. In all the cases we consider, the first step of
quantization is the construction of the so-called one-particle space Z, equipped
with a dynamics generated by a positive one-particle Hamiltonian h. Then we
apply the usual procedure of the second quantization to obtain the Fock space
over Z equipped with the dynamics given by the second quantization of eith .

The positivity of the Hamiltonian of the quantum system means that we are
at the zero temperature. We will also consider briefly the case of positive temper-
atures, which involves the construction of a state satisfying the KMS condition.

The abstract procedure outlined above is used in concrete situations in quan-
tum field theory to construct free (i.e. non-interacting) quantum fields and many-
body quantum systems. In this chapter we will not discuss the construction of
interacting quantum fields, which is much more difficult. In the physical liter-
ature, one usually tries to construct interacting fields by perturbing free ones,
which is one of the reasons for the importance of free fields. We will describe
the diagrammatic aspects of the formal perturbation theory in Chap. 20. Some
mathematical tools involved in the rigorous construction of interacting fields are
described in Chap. 21 and will be applied to bosonic models in two space-time
dimensions in Chap. 22.

The space Y will always have an additional structure preserved by the dynam-
ics. We distinguish four kinds of such structures leading to four kinds of quanti-
zation formalisms:

(1) Neutral bosonic systems. The space Y is symplectic. This formalism is
used e.g. for real solutions of the Klein–Gordon equation.
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476 Dynamics of quantum fields

(2) Neutral fermionic systems. The space Y is Euclidean. This formalism
can be used e.g. for Majorana spinors satisfying the Dirac equation.

(3) Charged bosonic systems. The space Y is charged symplectic (equipped
with a non-degenerate anti-Hermitian form). This formalism is used e.g. for
complex solutions of the Klein–Gordon equation.

(4) Charged fermionic systems. The space Y is unitary. This formalism is
used e.g. for Dirac spinors satisfying the Dirac equation.

Remark 18.1 In the most common physics applications we encounter the neu-
tral bosonic formalism (e.g. for photons) and the charged fermionic formalism
(e.g. for electrons). Charged bosons are also quite common, e.g. charged pions
or gluons in the standard model. On the other hand, until recently, the neutral
fermionic formalism had mostly theoretical interest. However, in the modern ver-
sion of the standard model involving massive neutrinos, Majorana spinors can
be useful.

Remark 18.2 To avoid possible confusion, let us discuss the distinction between
the notion of a “phase space” and of a “dual phase space”.

Possible states of a classical system are described by elements (points) of a
set V, called a phase space. V is typically a manifold, often equipped with an
additional structure, e.g. it is a symplectic manifold. The time evolution of a
classical system is given by a one-parameter group {rt}t∈R of isomorphisms of
V. Classical observables are described by (real- or complex-valued) functions
on V.

If V is in addition a vector space, we have in particular linear (i.e. “coordi-
nate”) functions V � v �→ v · y ∈ R labeled y ∈ V# =: Y. We will say that Y is
the dual phase space. After the bosonic resp. fermionic quantization, we obtain
a family of quantum observables φ(y), y ∈ Y, which are operators satisfying the
CCR, resp. the CAR and are called the bosonic, resp. fermionic fields. They are
labeled by elements of the dual phase space.

As we see from this discussion, in the quantum case it is the dual Y of the
phase space that has a more fundamental role than the phase space V itself.
Therefore, in our work the starting point is typically Y.

The distinction between the phase space and its dual is rather academic in the
fermionic case, where they can be naturally identified using the scalar product.
In the bosonic case, if the space V is symplectic (the form ω is non-degenerate),
one can identify the phase space and its dual with help of this form.

The Hamiltonian, which generates a symplectic dynamics, is traditionally
defined as a function on the phase space. If the phase space is symplectic we
can transport the Hamiltonian by ω from V to Y, so that it becomes a function
on Y. In this chapter, in the bosonic case the phase space will be always sym-
plectic and we will treat Hamiltonians as functions on the dual phase space, as
explained above.
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One can distinguish three stages of quantization.

(1) Classical system. We consider one of the four kinds of the dual phase space
Y, together with a one-parameter group of its automorphisms, R � t �→ rt ,
which we view as a classical dynamics.

(2) Algebraic quantization. We choose an appropriate ∗-algebra A, together
with a one-parameter group of ∗-automorphisms R � t �→ r̂t . The algebra A is
sometimes called the field algebra of the quantum system. The commutation,
resp. anti-commutation relations satisfied by the appropriate distinguished
elements of A are governed by the (charged) symplectic form, resp. the scalar
product on the dual phase space. {r̂t}t∈R describes the quantum dynamics
in the Heisenberg picture. The algebra A contains operators that are useful
in the theoretical description of the system. However, we do not assume that
all of its elements are physically observable, even in principle. Therefore, we
also distinguish the algebra of observables. It is a certain ∗-sub-algebra of A,
invariant with respect to the dynamics, which consists of operators whose
measurement is theoretically possible.

(3) Hilbert space quantization. We represent the algebra A on a certain
Hilbert space H. Typically, the representation of the algebra A is faithful, so
that we can write A ⊂ B(H). We demand that the dynamics is implemented
by a one-parameter unitary group on H. In the case of a zero temperature,
we want this unitary group to be generated by a positive operator H, called
the Hamiltonian, so that

r̂t(A) = eitH Ae−itH . (18.1)

In the case of a positive temperature, the spaceH should contain a cyclic vec-
tor satisfying the KMS condition with respect to the dynamics. Its generator
is called the Liouvillean and denoted L.

Note that, among the three stages of quantization described above, the most
important are the first and the third. The second stage – the algebraic quanti-
zation – can be skipped altogether. In the usual presentation, typical for physics
textbooks, it is limited to a formal level – one says that “commuting classi-
cal observables” are replaced by “non-commuting quantum observables” sat-
isfying the appropriate commutation, resp. anti-commutation relations. In our
presentation we have tried to interpret this statement in terms of well-defined
C∗-algebras. This is quite easy in the case of fermions. Unfortunately, in the case
of bosons it leads to certain technical difficulties related to the unboundedness of
bosonic fields, and involves a considerable amount of arbitrariness in the choice
of a C∗-algebra describing bosonic observables. To some extent, the algebraic
quantization is merely an exercise of academic interest. Nevertheless, in some
situations it sheds light on some conceptual aspects of quantum theory.

One of the confusing conceptual points that we believe our abstract approach
can explain is the difference between the dual phase space and the one-particle
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478 Dynamics of quantum fields

space. Throughout our work, the former is typically denoted by Y and the lat-
ter by Z. These two spaces are often identified. They have, however, different
physical meanings and are equipped with different algebraic structures.

We also discuss abstract properties of two commonly used discrete symmetries
of quantum systems: the time reversal and the charge reversals. Their properties
can be quite confusing. We believe that the precise language of linear algebra
is particularly adapted to explain their properties. Note, for instance, that the
charge reversal is anti-linear with respect to the complex structure on the phase
space and linear with respect to the complex structure on the one-particle space.
On the other hand, the (Wigner) time reversal is anti-linear with respect to both.

We will always assume that the time and charge reversals are involutions on
the observables. Only in the neutral bosonic case do they need to be involutive on
the fields as well. In the other three cases observables are even in fields; therefore
the time and charge reversals can be anti-involutive.

The first two sections of this chapter present the quantization in an abstract
way. In the next two sections, we specify it a little more, considering what we call
abstract Klein–Gordon and abstract Dirac dynamics. This presentation allows us
to isolate the main features of various constructions used in quantum field theory
and many-body quantum physics.

Throughout the chapter, t is the generic name of a real variable denoting the
time.

18.1 Neutral systems

This section is devoted to the neutral bosonic and fermionic formalism of quan-
tization.

In the neutral formalism the vector space Y is real and is equipped with
a symplectic form ω in the bosonic case, resp. with a positive definite scalar
product ν in the fermionic case. The dynamics describing the time evolution is
a one-parameter group {rt}t∈R with values in Sp(Y), resp. O(Y). The problem
addressed in this section is to find a CCR, resp. CAR representation Y � y �→
φ(y) on a Hilbert space H and a self-adjoint operator H on H such that eitH

implements rt . In the case of a zero temperature, usually one demands that the
Hamiltonian H is positive.

We will do this by finding a Kähler anti-involution that commutes with the
dynamics, and thus leads to a Fock representation in which the dynamics is
implementable.

It turns out that this is easy in the fermionic case. The bosonic case is more
technical. In particular, one needs to assume that the dynamics is stable, which
roughly means that the classical Hamiltonian is positive.

One often assumes that the dynamics {rt}t∈R is a part of a larger group
of symmetries G. In other words, our starting point is a homomorphism of a
group G into Sp(Y), resp. O(Y). One often asks whether the action of G can be
implemented in the Hilbert space H by unitary operators.
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18.1 Neutral systems 479

A different kind of a symmetry is the time reversal. After quantization, the
time reversal is implemented by an anti-unitary operator.

Recall that if a is an operator on a real space Y, then aC, resp. a
C

denotes its
linear, resp. anti-linear extension to CY.

18.1.1 Neutral bosonic systems

Let (Y, ω) be a symplectic space. Let R � t �→ rt ∈ Sp(Y) be a one-parameter
group.

Algebraic quantization of a symplectic dynamics

It is easy to describe the quantum counterpart of the above classical dynamical
system. We take one of the CCR algebras over (Y, ω), say CCRWeyl(Y), and
equip it with the group of Bogoliubov automorphisms {r̂t}t∈R, defined by

r̂t

(
W (y)

)
= W (rty), y ∈ Y.

Stable symplectic dynamics

Typical symplectic dynamics that appear in physics have positive Hamilton-
ians. We will call such dynamics stable. We will see that (under some technical
conditions) a stable dynamics leads to a uniquely defined Fock representation.

It is easy to make the concept of stability precise if dimY <∞. In this case
Y has a natural topology. Of course, we assume that the dynamics t �→ rt is
continuous. Let a be its generator, so that rt = eta . Clearly, the form β defined
by

y1 ·βy2 := y1 ·ωay2 , y1 , y2 ∈ Y, (18.2)

is symmetric.

Definition 18.3 We say that the group t �→ rt ∈ Sp(Y) is stable if β is positive
definite.

The definition of a stable dynamics in the case of infinite dimensions is more
complicated, because we need to equip (Y, ω) with a topology. There are various
possibilities for doing this; let us consider the simplest one.

Definition 18.4 We say that
(Y, ω, β, {rt}t∈R

)
is a weakly stable dynamics if

the following conditions are true:

(1) β is a positive definite symmetric form. We equip Y with the norm ‖y‖en :=
(y · βy)

1
2 . We denote by Yen the completion of Y w.r.t. this norm.

(2) R � t �→ rt ∈ Sp(Y) is a strongly continuous group of bounded operators.
Thus, we can extend rt to a strongly continuous group on Yen and define
its generator a, so that rt = eta .

(3) Ker a = {0}, or equivalently,
⋂

t∈R

Ker(rt − 1l) = {0}.
(4) Y ⊂ Dom a and y1 ·βy2 = y1 ·ωay2 , y1 , y2 ∈ Y.
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480 Dynamics of quantum fields

If, in addition, ω is bounded for the topology given by β, so that it can be
extended to the whole Yen , we will say that the dynamics is strongly stable. In
this case (Yen , ω) is a symplectic space.

Note that β has two roles: it endows Y with a topology and it is the
Hamiltonian for rt .

Theorem 18.5 Let
(Y, ω, β, {rt}t∈R

)
be a weakly stable dynamics. Then

(1) rt are orthogonal transformations on the real Hilbert space Yen .
(2) a is anti-self-adjoint and Ker a = {0}.
(3) The polar decomposition

a =: |a|j = j|a|
defines a Kähler anti-involution j and a self-adjoint operator |a| > 0 on Yen .

(4) The dynamics is strongly stable iff |a| ≥ C for some C > 0.

Recall that, given an operator |a| > 0 on Yen , we can define a scale of Hilbert
spaces |a|sYen (see Subsect. 2.3.4). Then rt and j are bounded on Yen ∩ |a|sYen

for the norm of |a|sYen . Let rs,t and js denote their extensions. Similarly, a and
|a| are closable on Yen ∩ |a|sYen for the norm |a|sYen . Let as , |a|s denote their
closures. Clearly, for any s, as = |a|s js = js |a|s is the polar decomposition, js is an
orthogonal anti-involution and rs,t = etas is an orthogonal one-parameter group.

Let ·s denote the natural scalar product on |a|sYen . Let us express the scalar
product and the symplectic form in terms of β:

y1 ·s y2 = y1β|a|−2sy2 =
(|a|−2sy1

)·βy2 , (18.3)

y1 ·ωy2 = y1 ·βa−1y2 = (a−1y1)·βy2 .

Note that the symplectic form does not need to be defined everywhere.
Of particular interest for us is the case s = 1

2 , for which we introduce the
notation Ydyn := |a| 12 Yen . In what follows we drop the subscript s = 1

2 from rs,t ,
js , ·s , as and |a|s .
Proposition 18.6 Ydyn equipped with (·, ω, j) is a complete Kähler space.

Proof Setting s = 1
2 in (18.3), we obtain

y1 · y2 = y1 ·β|a|−1y2 = y1 ·ωa|a|−1y2 = y1 ·ωjy2 . �

Fock quantization of symplectic dynamics

Until the end of this subsection we drop the subscript dyn from Ydyn . Let Z be
the holomorphic subspace of CY for the Kähler anti-involution j constructed in
Thm. 18.5.

Clearly, |a| commutes with j, hence its complexification |a|C preserves Z. We

set h := |a|C
∣∣
Z . Note that h > 0 and aC = i

[
h 0
0 −h

]
, if we use the identification
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18.1 Neutral systems 481

CY = Z ⊕Z. Likewise, (rt)C = (etj|a|)C preserves Z, and we have

(rt)C

∣∣
Z = eith .

For y ∈ Y, define the field operators

φ(y) := a∗
(

1l− ij
2

y

)
+ a

(
1l− ij

2
y

)
.

Then,

Y � y �→ eiφ(y ) ∈ U
(
Γs(Z)

)
(18.4)

is a Fock CCR representation. Introduce the positive operator H := dΓ(h) on
Γs(Z). We have

eitH φ(y)e−itH = φ(rty). (18.5)

Definition 18.7 (18.4) is called the positive energy Fock quantization of the
weakly stable dynamics {rt}t∈R. For any y ∈ Y, the corresponding time t phase
space field is defined as

φt(y) := φ(r−ty).

Quantizing symplectic dynamics with the (classical) Hamiltonian that is not
bounded below is in general more difficult. Even if it is possible, the corres-
ponding quantum Hamiltonian will not be bounded from below. There are some
situations in physics when non-positive Hamiltonians arise. An example of such
situations is the Klein–Gordon field in the space-time describing a rotating black
hole, where the phenomenon of super-radiance appears; see Gibbons (1975).

Criterion for a weakly stable symplectic dynamics

In practice, our starting point for quantization of a symplectic dynamics can
be somewhat different from that described in Def. 18.4. In this subsection we
describe a more general framework that leads to a stable dynamics.

Suppose that the symplectic space Y is equipped with a Hilbertian topology
given by a norm ‖ · ‖ such that the symplectic form ω is bounded. Let {rt}t∈R

be a strongly continuous symplectic dynamics. Again, we denote its generator
by a, so that rt = eta . It is easy to see that

y1 · ωay2 = −(ay1) · ωy2 , y1 , y2 ∈ Dom a.

Hence,

y1 · βy2 := y1 · ωay2 , y1 , y2 ∈ Dom a.

defines a symmetric quadratic form. Let us assume that there exists c > 0 such
that

y · βy ≥ c‖y‖2 , y ∈ Dom a. (18.6)
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482 Dynamics of quantum fields

Lemma 18.8 Consider the Hilbert space Yen obtained by completing Dom a in
the norm ‖y‖en = (y · βy)

1
2 . Then Yen can be viewed as a dense subspace of Y.

Moreover, rt preserves Yen and is a strongly continuous isometric group on Yen .

Proof (18.6) guarantees that Yen can be considered as a subspace of Y.
Let y ∈ Dom a. Then,

y·βy = y·ωay = (rty)·ωrtay

= (rty)·ωarty = (rty)·βrty.

Thus rt is isometric in ‖ · ‖en on Dom a (and hence on Yen). Moreover,

(rty − y)·β(rty − y) = (rty − y)·ω(rtay − ay) → 0.

Thus rt is strongly continuous in ‖ · ‖en on Dom a (and hence on Yen). �

Let aen denote the generator of the dynamics {rt}t∈R restricted to Yen . Clearly,
aen ⊂ a.

The following theorem is easy:

Theorem 18.9 Under the assumptions of this subsection, the space Dom aen

equipped with ω, β and {rt}t∈R restricted to Dom aen satisfy the conditions of a
weakly stable dynamics of Def. 18.4.

18.1.2 Neutral fermionic systems

Let (Y, ν) be a real Hilbert space. We think of it as the dual phase space of
a fermionic system. A strongly continuous one-parameter group R � t �→ rt ∈
O(Y) will be called an orthogonal dynamics. We view it as a classical dynamical
system.

Algebraic quantization of an orthogonal dynamics

We choose CARC ∗
(Y) as the field algebra of our system. It is equipped with the

one-parameter group of Bogoliubov automorphisms {r̂t}t∈R, defined by

r̂t

(
φ(y)
)

= φ(rty), y ∈ Y.

In quantum physics only even fermionic operators are observable. Therefore,
it is natural to use the even sub-algebra CARC ∗

0 (Y) as the observable algebra.

Kähler structure for a non-degenerate orthogonal dynamics

Let a be the generator of rt , so that rt = eta and a = −a# .

Definition 18.10 We say that the dynamics t �→ rt ∈ O(Y) is non-degenerate
if

Ker a = {0}, or equivalently
⋂
t∈R

Ker(rt − 1l) = {0}. (18.7)

https://www.cambridge.org/core/terms. https://www.cambridge.org/core/product/3F2652F5759A09E8165EE08E3F91CC35
Downloaded from https://www.cambridge.org/core. IP address: 18.191.223.123, on 21 Jul 2024 at 04:58:56, subject to the Cambridge Core terms of use, available at

https://www.cambridge.org/core/terms
https://www.cambridge.org/core/product/3F2652F5759A09E8165EE08E3F91CC35
https://www.cambridge.org/core


18.1 Neutral systems 483

Theorem 18.11 The polar decomposition

a =: |a|j = j|a|
defines an operator |a| > 0 and a Kähler anti-involution j on Y.

Fock quantization of orthogonal dynamics

Let Z be the holomorphic subspace of CY for the Kähler anti-involution j.
The operator |a| commutes with j. Hence, its complexification |a|C preserves

Z. We set h := |a|C
∣∣
Z . Note that h > 0 and aC = i

[
h 0
0 −h

]
. Likewise, (rt)C =

(etj|a|)C preserves Z, and we have

(rt)C

∣∣
Z = eith .

Consider the Fock representation associated with the Kähler anti-involution j

Y � y �→ φ(y) := a∗
(

1l− ij
2

y

)
+ a

(
1l− ij

2
y

)
∈ Bh

(
Γa(Z)

)
, (18.8)

and the positive operator H := dΓ(h) on Γa(Z). We have

eitH φ(y)e−itH = φ(rty). (18.9)

Definition 18.12 (18.8) is called the positive energy Fock quantization of the
dynamics {rt}t∈R. For any y ∈ Y, the corresponding time t field is defined as

φt(y) := φ(r−ty).

18.1.3 Time reversal in neutral systems

Let (Y, ω) be a symplectic space in the bosonic case, or let (Y, ν) be a real Hilbert
space in the fermionic case.

Time reversal and its algebraic quantization

Definition 18.13 A map τ ∈ L(Y) is a time reversal if

(1) τ is anti-symplectic and τ 2 = 1l in the bosonic case,
(2) τ is orthogonal and τ 2 = 1l or τ 2 = −1l in the fermionic case.

Let us fix a time reversal τ . Let us quantize τ on the algebraic level.

Proposition 18.14 (1) In the bosonic case, there exists a unique anti-linear
∗-homomorphism τ̂ of the algebra CCRWeyl(Y) such that τ̂

(
W (y)

)
:=

W (τy). τ̂ 2 is the identity.
(2) In the fermionic case, there exists a unique anti-linear ∗-homomorphism τ̂

of the algebra CARC ∗
(Y) such that τ̂

(
φ(y)
)

:= φ(τy). τ̂ 2 is the identity on
CARC ∗

0 (Y) (the even algebra).

Definition 18.15 τ̂ defined in Prop. 18.14 is called the algebraic time reversal.
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484 Dynamics of quantum fields

Suppose that {rt}t∈R is a dynamics, where rt ∈ Sp(Y) in the bosonic case and
rt ∈ O(Y) in the fermionic case.

Definition 18.16 We say that the dynamics {rt}t∈R is time reversal invariant
if

τrt = r−tτ. (18.10)

Clearly, on the algebraic level (18.10) implies τ̂ r̂t = r̂−t τ̂ .

Fock quantization of time reversal

Let {rt}t∈R be a time reversal invariant dynamics. In the bosonic case we assume
that the dynamics is weakly stable; in the fermionic case we assume that it is
non-degenerate. In both cases we can introduce a, j, h. We have

τa = −aτ, τ j = −jτ, τ |a| = |a|τ.
Note that the anti-linear extension of τ , denoted τ

C
, preserves Z.

Definition 18.17 We write τZ := τ
C

∣∣
Z .

Clearly, τZ is anti-unitary and τZh = hτZ . Moreover,

(1) τ 2
Z = 1l in the bosonic case,

(2) τ 2
Z = 1l or τ 2

Z = −1l in the fermionic case.

Consider the positive energy quantization of the dynamics on the Fock space
Γs/a(Z).

Definition 18.18 The Fock quantization of time reversal is defined as the anti-
unitary map T := Γ(τZ).

We have THT−1 = H, T eitH T−1 = e−itH . T implements τ̂ and

Tφ(y)T−1 = φ(τy), y ∈ Y.

Recall that I denotes the parity operator defined in (3.10). We have

(1) T 2 = 1l in the bosonic case,
(2) T 2 = 1l or T 2 = I in the fermionic case.

18.2 Charged systems

In the charged formalism, the classical system is described by a complex vector
space Y.

In the bosonic case, it is equipped with an anti-Hermitian form (·|ω·) – we say
that it is a charged symplectic space. The dynamics {rt}t∈R describing the time
evolution is assumed to preserve (·|ω·) – we say that rt is charged symplectic.

In the fermionic case it is equipped with a positive scalar product (·|·). Without
decreasing the generality we can assume that it is complete – Y is a complex
Hilbert space. The dynamics {rt}t∈R preserves (·|·) – it is unitary.
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18.2 Charged systems 485

By a positive energy quantization of a charged classical system we mean a
charged CCR or CAR representation Y � y �→ ψ∗(y) on a Hilbert space H and
a positive self-adjoint operator H on H such that eitH implements rt .

The complex structure of Y is responsible for the action of a U(1) symmetry
{eiθ}θ∈[0,2π ] . On the level of the Fock representation it is implemented by eiθQ ,
where Q is called the charge operator.

Recall that charged systems can be viewed as special cases of neutral sys-
tems equipped in addition with a certain symmetry. As discussed in Subsect.
1.3.11, a homomorphism U(1) � θ �→ uθ ∈ L(Y) on a real space Y is called
a U(1) symmetry of charge 1 if there exists an anti-involution jch such that
uθ = cos θ1l + sin θjch . Assume that it preserves the symplectic, resp. Euclidean
form ω, resp. ν, which is equivalent to saying that jch is pseudo-Kähler, resp.
Kähler. Assume also that the dynamics {rt}t∈R commutes with this symmetry,
which is equivalent to saying that jch commutes with rt . If we equip the space
with the complex structure given by jch , then the symmetry uθ becomes just the
multiplication by eiθ . It is then natural to replace the real bilinear forms ω, resp.
ν by the closely related sesquilinear forms (·|ω·), resp. (·|·). The invariance of
the dynamics w.r.t. the charge symmetry is now expressed by the fact that the
dynamics is complex linear. See Subsects. 8.2.5 and 12.1.7 for further details.

In this section we describe in abstract terms the charged formalism. At the end
of the section, we discuss the charge reversal and the time reversal for charged
systems.

We will use θ as the generic variable in U(1) = R/2πZ.

18.2.1 Charged bosonic systems

Let
(Y, (·|ω·)) be a charged symplectic space. Let R � t �→ rt ∈ ChSp(Y) be a

charged symplectic dynamics.

Algebraic quantization of a charged symplectic dynamics

By taking Re(y1 |ωy2) we can view YR as a real symplectic space. We choose
CCRreg(YR) as the field algebra of our system. This algebra is generated (in
the sense described in Subsect. 8.3.4) by the Weyl elements eiψ (y )+iψ∗(y ) , y ∈ Y,
satisfying the relations

eiψ (y1 )+iψ∗(y1 )eiψ (y2 )+iψ∗(y2 ) = e−iRe(y1 |ωy2 )eiψ (y1 +y2 )+iψ∗(y1 +y2 ) .

We equip CCRreg(YR) with the automorphism groups {êiθ}θ∈U (1) and {r̂t}t∈R

defined by

êiθ
(
eiψ (y )+iψ∗(y )) = eiψ (eiθ y )+iψ∗(eiθ y ) ,

r̂t

(
eiψ (y )+iψ∗(y )) = eiψ (rt y )+iψ∗(rt y ) , y ∈ Y.
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486 Dynamics of quantum fields

For the observable algebra it is natural to choose the so-called gauge-invariant
regular CCR algebra CCRreg

gi (Y), which is defined as the set of elements of

CCRreg(YR) fixed by êiθ . Note that CCRreg
gi (Y) is contained in the even alge-

bra CCRreg
0 (YR) and is preserved by the dynamics r̂t .

Remark 18.19 In this subsection, for the field algebra of our system we have
preferred to choose CCRreg(YR) instead of CCRWeyl(YR). This is motivated
by the fact that the only element left invariant by the gauge symmetry êiθ in
CCRWeyl(YR) is 1l, whereas in the case of CCRreg(YR) we obtain a large gauge-
invariant algebra.

Fock quantization of a charged symplectic dynamics

The concept of stability of dynamics in the charged case is analogous to the
neutral case.

Definition 18.20 We say that
(Y, (·|ω·), (·|β·), {rt}t∈R

)
is a weakly stable

dynamics if the following conditions are true:

(1) (·|β·) is a positive definite sesquilinear form. We equip Y with the norm
‖y‖en := (y|βy)

1
2 . We denote by Yen the completion of Y w.r.t. this norm.

(2) We assume that {rt}t∈R is a strongly continuous group of bounded operators
on Y. Thus we can extend rt to a strongly continuous group on Yen and
define its generator ib, so that rt = eitb .

(3) Ker b = {0}, or equivalently,
⋂

t∈R

Ker(rt − 1l) = {0}.
(4) We assume that Y ⊂ Dom b and

(y1 |βy2) := i(y1 |ωby2), y1 , y2 ∈ Y. (18.11)

If in addition ω is bounded for the topology given by β, so that (·|ω·) can be
extended to the whole Yen , we will say that the dynamics is strongly stable.

Theorem 18.21 Let
(Y, (·|ω·), (·|β·), {rt}t∈R

)
be a weakly stable dynamics.

Then

(1) rt are unitary transformations on the Hilbert space Yen ,
(2) b is self-adjoint and Ker b = {0}.

Set q := sgn(b) and j := i sgn(b). Clearly, |b| is positive and rt = etj|b|.
Set Ydyn := |b| 12 Yen . As in Subsect. 18.1.1, we can view rt , j, b and |b| as defined

on Ydyn . In what follows we drop the subscript dyn from Ydyn .
Let 1l± := 1l]0,∞[(±b) = 1l{±1}(q), Y± := Ran 1l±. Let Z denote the space Y

equipped with the complex structure given by j. (In other words, Z := Y+ ⊕ Y−.)
The operators |b|, q and b preserve Y±. Hence, they can be viewed as com-

plex linear operators on Z as well, in which case they will be denoted h, qZ
and bZ .
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18.2 Charged systems 487

Consider the space Γs(Z). For y ∈ Y, let us introduce the charged fields on Y,
which are closed operators on Γs(Z) defined by

ψ∗(y) = a∗ (1l+y) + a
(
1l−y
)
,

ψ(y) = a (1l+y) + a∗ (1l−y
)
. (18.12)

We obtain a charged CCR representation

Y � y �→ ψ∗(y) ∈ Cl
(
Γs(Z)

)
. (18.13)

Define the self-adjoint operators on Γs(Z)

H := dΓ(h), Q := dΓ(qZ).

Clearly,

eitH ψ(y)e−itH = ψ(eitby), eiθQψ(y)e−iθQ = ψ(eiθ y), y ∈ Y.

Definition 18.22 (18.13) is called the positive energy Fock quantization for the
dynamics {rt}t∈R. For any y ∈ Y, the corresponding time t field is defined as

ψt(y) := ψ(r−ty).

18.2.2 Charged fermionic systems

Let
(Y, (·|·)) be a complex Hilbert space describing a charged fermionic system.

A strongly continuous one-parameter group R � t �→ rt ∈ U(Y) will be called a
unitary dynamics.

Algebraic quantization of a unitary dynamics

Clearly, by taking the real scalar product y1 ·νy2 := 1
2 Re(y1 |y2) we can view

YR as a real Hilbert space. We can associate with our system the field alge-
bra CARC ∗

(YR) with distinguished elements ψ(y), y ∈ Y. We equip it with the
automorphism group {êiθ}θ∈U (1) and {r̂t}t∈R defined by

êiθ
(
ψ(y)
)

= ψ(eiθ y),

r̂t

(
ψ(y)
)

= ψ(rty), y ∈ Y.

Similarly to the bosonic case, for the observable algebra we choose the so-
called gauge-invariant CAR algebra CARC ∗

gi (Y), which is defined as the set of

elements of CARC ∗
(YR) fixed by êiθ . Note that CARC ∗

gi (Y) is contained in the
even algebra CARC ∗

0 (YR) and is preserved by the dynamics r̂t .

Fock quantization of a unitary dynamics

Let b be the self-adjoint generator of {rt}t∈R, so that rt = eitb .

Definition 18.23 We say that the dynamics t �→ rt ∈ U(Y) is non-degenerate
if

Ker b = {0}, or equivalently
⋂
t∈R

Ker(rt − 1l) = {0}. (18.14)
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488 Dynamics of quantum fields

Set q := sgn(b) and j := i sgn(b). Clearly, |b| is positive, and rt = etj|b|. Let
1l± := 1l]0,∞[(±b) = 1l{±1}(q), Y± := Ran 1l±. Let Z denote the space Y equipped
with the complex structure given by j. (In other words, Z := Y+ ⊕ Y−).

The operators |b|, q and b preserve Y±. Hence, they can also be viewed as
complex linear operators on Z as well, in which case they will be denoted h, qZ
and bZ .

Consider the space Γa(Z). For y ∈ Y, let us introduce the charged fields on Y,
which are closed operators on Γa(Z) defined by

ψ∗(y) = a∗ (1l+y) + a
(
1l−y
)
, (18.15)

ψ(y) = a (1l+y) + a∗ (1l−y
)
. (18.16)

We obtain a charged CAR representation

Y � y �→ ψ∗(y) ∈ B
(
Γa(Z)

)
. (18.17)

Define the self-adjoint operators on Γa(Z)

H := dΓ(h), Q := dΓ(qZ).

Clearly,

eitH ψ(y)e−itH = ψ(eitby), eiθQψ(y)e−iθQ = ψ(eiθ y), y ∈ Y.

Definition 18.24 (18.17) is called the positive energy Fock quantization of the
dynamics {rt}t∈R. For any y ∈ Y, the corresponding time t phase space field is
defined as

ψt(y) := ψ(r−ty).

18.2.3 Charge reversal

Let
(Y, (·|ω·)) be a charged symplectic space in the bosonic case, or let

(Y, (·|·))
be a complex Hilbert space in the fermionic case.

Charge reversal and its algebraic quantization

Definition 18.25 χ ∈ L(YR) is a charge reversal if χ2 = 1l or χ2 = −1l, and

(1) (χy1 |ωχy2) = (y1 |ωy2) (χ is anti-charged symplectic) in the bosonic case;
(2) (χy1 |χy2) = (y1 |y2) (χ is anti-unitary) in the fermionic case.

Let us fix a charge reversal χ. Consider now its algebraic quantization.

Proposition 18.26 (1) In the bosonic case, there exists a unique
∗-automorphism χ̂ of CCRreg(YR) such that

χ̂
(
eiψ (y )+iψ∗(y )) = eiψ (χy )+iψ∗(χy ) .
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18.2 Charged systems 489

(2) In the fermionic case, there exists a unique ∗-automorphism χ̂ of CARC ∗
(YR)

such that

χ̂
(
ψ∗(y)

)
= ψ(χy).

In both the bosonic and the fermionic case, χ̂ leaves invariant the gauge-
invariant algebra and is involutive on it.

Definition 18.27 χ̂ defined in Prop. 18.26 is called the algebraic charge reversal.

Let us remark that whereas χ is anti-linear, χ̂ is linear.
Suppose that {rt}t∈R is a charged symplectic or unitary dynamics.

Definition 18.28 We say that the dynamics is invariant under the charge rever-
sal χ if

χrt = rtχ. (18.18)

Similarly, if we have a group of symmetries {rg}g∈G we say that it is invariant
under the charge reversal χ if rgχ = χrg , g ∈ G.

Clearly, on the algebraic level (18.18) implies χ̂r̂t = r̂t χ̂.

Fock quantization of charge reversal

Let {rt}t∈R be a charge reversal invariant dynamics. In the bosonic case assume
that the dynamics is weakly stable. In the fermionic case assume it is non-
degenerate. Let b, h, q etc. be constructed as before. In both the bosonic and the
fermionic case it follows that

χ|b| = |b|χ, χb = −bχ, χq = −qχ, χj = jχ.

Definition 18.29 We denote χZ the map χ considered on Z.

Note that χZ is unitary, unlike χ.

Definition 18.30 The Fock quantization of the charge reversal is the unitary
C := Γ(χZ).

We have CHC−1 = H, CQC−1 = −Q. C implements χ̂ and

Cψ∗(y)C−1 = ψ(χy).

Note that C2 = 1l or C2 = I, where we recall that I is the parity operator.

Neutral subspace

Assume that χ2 = 1l. Recall that we can define the spaces

Y±χ := {y ∈ Y : y = ±χy}.
The dynamics and the symmetry group restrict to Yχ and Y−χ .

Definition 18.31 We will call Yχ the neutral subspace of Y. (In the fermionic
case, we will also call it the Majorana subspace.)
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490 Dynamics of quantum fields

Note that Y = Yχ ⊕ iYχ , hence the system can be viewed as a couple of neutral
systems.

Let us describe the converse construction. Suppose that we have a neutral
system (Y, ω) or (Y, ν) equipped with the dynamics {rt}t∈R. We can extend it
to a charged system as follows. We consider the complexified space CY equipped
with the natural conjugation denoted by the “bar”. We equip it with the anti-
Hermitian form, resp. scalar product

(w1 |ωw2) := w1 ·ωw2 ,

or (w1 |w2) := 2w1 ·νw2 , w1 , w2 ∈ CY.

We extend the dynamics rt to (rt)C on CY. Clearly, (rt)C is a charged symplectic,
resp. unitary dynamics with the charge reversal given by χw := w, w ∈ CY. It
satisfies χ2 = 1l. One gets back the original system by the restriction to the
neutral subspace.

18.2.4 Time reversal in charged systems

Let
(Y, (·|ω·)) be a charged symplectic space in the bosonic case, or let

(Y, (·|·))
be a complex Hilbert space in the fermionic case.

In the case of charged systems it is natural to consider two kinds of time
reversal. The standard choice is an anti-linear symmetry considered by Wigner.
The so-called Racah time reversal is actually historically older than the Wigner
time reversal. It is linear and from a purely mathematical point of view may
seem more natural.

Wigner time reversal and its algebraic quantization

Definition 18.32 τ ∈ L(YR) is a Wigner time reversal if τ 2 = 1l or τ 2 = −1l,
and

(1) (τy1 |ωτy2) = −(y1 |ωy2) (τ is anti-charged anti-symplectic) in the bosonic
case;

(2) (τy1 |τy2) = (y1 |y2) (τ is anti-unitary) in the fermionic case.

Let us fix a Wigner time reversal τ .

Proposition 18.33 (1) There exists a unique anti-linear ∗-automorphism τ̂ on
the algebra CCRreg(YR) such that

τ̂
(
eiψ (y )+iψ∗(y )) = e−iψ (τ y )−iψ∗(τ y ) .

(2) There exists a unique anti-linear ∗-automorphism τ̂ of the algebra
CARC ∗

(YR) such that

τ̂
(
ψ(y)
)

= ψ(τy).

In both the bosonic and the fermionic case, τ̂ leaves invariant the gauge-
invariant algebra and is involutive on it.
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18.2 Charged systems 491

Definition 18.34 τ̂ defined in Prop. 18.33 is called the algebraic Wigner time
reversal.

Note that both τ and τ̂ are anti-linear.
Suppose that {rt}t∈R is a charged symplectic or unitary dynamics.

Definition 18.35 We say that the dynamics is invariant under the Wigner time
reversal τ if

τrt = r−tτ. (18.19)

Clearly, on the algebraic level (18.19) implies τ̂ r̂t = r̂−t τ̂ .

Fock quantization of Wigner time reversal

Let {rt}t∈R be a Wigner time reversal dynamics. In the bosonic case assume that
the dynamics is weakly stable. In the fermionic case assume it is non-degenerate.
Let b, h, q etc. be constructed as before. In both the bosonic and the fermionic
case it follows that

τ |b| = |b|τ, τb = bτ, τq = qτ, τ j = −jτ.

Thus τY+ = Y+, τY− = Y−.

Definition 18.36 Let τZ denote τ considered on Z.

Note that τZ is anti-unitary.

Definition 18.37 The Fock quantization of the Wigner time reversal is given
by the anti-unitary T := Γ(τZ).

We have THT−1 = H, T eitH T−1 = e−itH , TQT−1 = Q, T eiθQT−1 = e−iθQ . T

implements τ̂ and

Tψ(y)T−1 = ψ(τy), Tψ∗(y)T−1 = ψ∗(τy), y ∈ Y.

Moreover, T 2 = 1l or T 2 = I.

Racah time reversal

Definition 18.38 κ ∈ L(Y) is a Racah time reversal if κ2 = 1l or κ2 = −1l,
and

(1) (κy1 |ωκy2) = −(y1 |ωy2) (κ is charged anti-symplectic) in the bosonic case;
(2) (κy1 |κy2) = (y1 |y2) (κ is unitary) in the fermionic case.

Let us stress that the Racah time reversal is linear.
Let {rt}t∈R be a charged symplectic or unitary dynamics.

Definition 18.39 {rt}t∈R is invariant under the Racah time reversal if κrt =
r−tκ.
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492 Dynamics of quantum fields

Suppose that χ is charge reversal and τ is a Wigner time reversal satisfying

τχ = χτ or τχ = −χτ.

Then it is easy to see that κ := τχ is a Racah time reversal. In particular, κ2 = 1l
or κ2 = −1l.

Note that we are free to multiply either χ or τ by i. Therefore, possibly after
a redefinition of χ or τ , we can always assume that

τχ = χτ. (18.20)

Thus we have three commuting symmetries: χ, τ and κ.
Consider in addition {rt}t∈R, a charged dynamics invariant under Wigner’s

time reversal τ and a charge reversal χ. Let us recall the various commutation
properties:

τ |b| = |b|τ, τ j = −jτ, τ i = −iτ, τq = qτ,

χ|b| = |b|χ, χj = jχ, χi = −iχ, χq = −qχ.

τ , χ, κ and qκ are all either involutions or anti-involutions. The following list
describes various possible behaviors of these four symmetries:

τ 2 χ2 κ2 (qκ)2

1l 1l 1l −1l
1l −1l −1l 1l

−1l −1l 1l −1l
−1l 1l −1l 1l

Note that both κ and qκ satisfy the conditions of the Racah time reversal. If
τ 2 = χ2 = ±1l, we have κ2 = 1l, whereas if τ 2 = −χ2 = ±1l, we have (qκ)2 = 1l.
Therefore, one of the operators κ or qκ is always an involution.

18.3 Abstract Klein–Gordon equation and its quantization

In Subsects. 18.1.1, resp. 18.2.1 we described how to quantize a symplectic,
resp. charged symplectic dynamics. The most important symplectic or charged
symplectic dynamics used in quantum field theory is associated with the wave
equation

(∂2
t −Δ)ζ = 0

or, more generally, to the closely related Klein–Gordon equation

(∂2
t −Δ + m2)ζ = 0.
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18.3 Abstract Klein–Gordon equation and its quantization 493

One of the characteristic features of the wave and Klein–Gordon equation is the
second order of the time derivative. In this section we study an abstract version
of the wave or Klein–Gordon equation. We forget about the spatial structure of
the system, but we keep the second-order temporal derivative. We describe the
corresponding symplectic dynamics and its quantization.

In the next chapter we will consider the true wave and Klein–Gordon equa-
tion on the space-time and its quantization. We find it instructive and amusing,
however, that many of the constructions used in this context can be described
in a rather abstract fashion.

18.3.1 Splitting into configuration and momentum space

Suppose that Y is a symplectic space equipped with a time reversal τ . Recall
that it satisfies τ 2 = 1l. Thus τ is a conjugation on a real symplectic space. As
discussed in Subsect. 1.1.16, we can split the dual phase space into the direct sum
of Lagrangian subspaces Y = Yτ ⊕ Y−τ , where Y±τ := {y ∈ Y : y = ±τy}.
Yτ has the interpretation of the dual of the configuration space, whereas Y−τ

has the interpretation of the dual of the momentum space.
Recall from Subsect. 1.1.16 that (Yτ ,Y−τ ) can be interpreted as a dual pair

so that the symplectic form can be written as

(ϑ1 , ς1)·ω(ϑ2 , ς2) = ϑ1 · ς2 − ς1 · ϑ2 (ϑi, ςi) ∈ Yτ ⊕ Y−τ , i = 1, 2. (18.21)

The time reversal acts as

τ(ϑ, ς) = (ϑ,−ς), (ϑ, ς) ∈ Yτ ⊕ Y−τ . (18.22)

Let {rt}t∈R be a time reversal invariant dynamics. For (ϑ, ς) ∈ Yτ ⊕ Y−τ

write rt(ϑ, ς) = (ϑ(t), ς(t)). Then there exist f ∈ L(Yτ ,Y−τ ), g ∈ L(Y−τ ,Yτ )
such that f = f# , g = g# and

∂tς(t) = fϑ(t), ∂tϑ(t) = −gς(t).

The Hamiltonian of the dynamics is

1
2
ϑ · gϑ +

1
2
ς · fς. (18.23)

18.3.2 Neutral Klein–Gordon equation

Let X be a real Hilbert space. Let ε > 0 be a strictly positive self-adjoint operator
on X . (Recall that ε > 0 means that ε ≥ 0 and Ker ε = {0}.)
Definition 18.40 The equation

∂2
t ζ(t) + ε2ζ(t) = 0, (18.24)

where ζ(t) is a function from R to X , will be called an abstract neutral Klein–
Gordon equation.
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494 Dynamics of quantum fields

Clearly, if ζ(t) is a solution, ζ(−t) is also a solution, so (18.24) is invariant
under time reversal.

Examples of (18.24) are the wave or Klein–Gordon equations on static space-
times; see Chap. 19.

Let us reinterpret (18.24) as a first-order equation. To this end, we consider

the space of Cauchy data Y = X ⊕ X , whose elements are denoted (ϑ, ς) or
[

ϑ

ς

]
.

We equip it with the symplectic form

(ϑ1 , ς1)·ω(ϑ2 , ς2) = ϑ1 · ς2 − ϑ2 · ς1 , (ϑi, ςi) ∈ X ⊕ X , i = 1, 2.

Setting

ς(t) := ζ(t), ϑ(t) := ∂tζ(t), a :=
[

0 −ε2

1l 0

]
,

we rewrite (18.24) as

∂t

[
ϑ(t)
ς(t)

]
= a

[
ϑ(t)
ς(t)

]
,

[
ϑ(0)
ς(0)

]
=
[

ϑ

ς

]
. (18.25)

(Note that we put the time derivative first, since we are considering the dual
phase space.) We see that (18.25) is solved by[

ϑ(t)
ς(t)

]
=
[

cos(εt) −ε sin(εt)
ε−1 sin(εt) cos(εt)

] [
ς

ϑ

]
= eta

[
ϑ

ς

]
. (18.26)

For bounded ε, eta is a symplectic dynamics on X ⊕ X with the Hamiltonian

1
2
ϑ · ϑ +

1
2
ς · ε2ς. (18.27)

For unbounded ε, there is a problem, since X ⊕ X is not preserved by eta . In
this case, one can replace X ⊕ X with Y = X ⊕Dom ε, which is a symplectic
space preserved by the dynamics. The dynamics is weakly stable. If in addition
ε ≥ m > 0, then it is stable. The energy space Yen is equal to X ⊕ ε−1X .

The Kähler anti-involution of Thm. 18.5 takes the form

j =
[

0 −ε

ε−1 0

]
. (18.28)

The associated Hermitian product is(
(ϑ1 , ς1)|(ϑ2 , ς2)

)
= ϑ1 · ε−1ϑ2 + ς1 · ες2 + i(ϑ1 · ς2 − ϑ2 · ς1). (18.29)

The completion of the Kähler space Yen for (18.29) is

Ydyn := ε
1
2 X ⊕ ε−

1
2 X . (18.30)

In the standard way we introduce the space Z := 1
2 (1l− ij)CYdyn , which will

serve as the one-particle space for quantization.
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18.3 Abstract Klein–Gordon equation and its quantization 495

Note that the dual phase space and dynamics of an abstract Klein–Gordon
equation belong to the class described in Subsect. 18.3.1. In particular, the time
reversal is given by (18.22).

It is natural to introduce the following identification:

C(2ε)
1
2 X � ϑ �→ Uϑ :=

1l− ij
2

(ϑ, 0) =
(1

2
ϑ,

i
2ε

ϑ
)
∈ Z ⊂ CYdyn . (18.31)

Note that U is unitary.
Recall that the dynamics can be lifted to the space Z by eta

Z := eta
C

∣∣
Z . We have

U∗eta
Z U = eitε .

Likewise, the time reversal can be lifted to Z by τZ := τ
C

∣∣
Z . Now U∗τZU

coincides with the usual canonical conjugation on C(2ε)
1
2 X .

Note that Ydyn is a complete Kähler space with a conjugation τ . Recall that
we considered the CCR over such spaces in Subsect. 8.2.7. The operator (2c)−1

of Subsect. 8.2.7 can be identified with ε of this subsection. The map U is the
same map as (8.32).

Remark 18.41 An abstract neutral Klein–Gordon equation describes the most
general stable dynamics invariant w.r.t. a time reversal. In fact, recall the Hamil-
tonian (18.23), discussed in Subsect. 18.1.3 about the time-reversal invariance,
and assume that it is strictly positive. Then it is easy to see that (18.23) can be
brought to the form (18.27).

18.3.3 Neutral Klein–Gordon equation in an external potential

We consider now the following modification of (18.24):

(∂t + d)2ζ(t) + ε2ζ(t) = 0, (18.32)

or ∂2
t ζ(t) + 2d∂tζ(t) + (ε2 + d2)ζ(t) = 0,

where d = −d∗ is anti-self-adjoint on X . Note that this equation is no longer
invariant under time-reversal. Examples of (18.32) are wave or Klein–Gordon
equations on stationary space-times (see Example 19.43). Setting

ς(t) := ζ(t), ϑ(t) := ∂tζ(t) + dζ(t), a :=
[−d −ε2

1l −d

]
,

we can rewrite (18.32) as a first-order equation,

∂t

[
ϑ(t)
ς(t)

]
= a

[
ϑ(t)
ς(t)

]
,

with a Hamiltonian
1
2
(ϑ− dς) · (ϑ− dς)− 1

2
(dς) · dς +

1
2
(ες) · ες.

If ε2 + d2 > 0, then the dynamics is weakly stable.
Note that the associated complex structure j does not have a simple expression

anymore.
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496 Dynamics of quantum fields

18.3.4 Splitting into complex configuration and momentum spaces

This subsection is the charged version of Subsect. 18.3.1. Suppose that (Y, ω) is a
charged symplectic space equipped with a Racah time reversal satisfying κ2 = 1l.
Again, we can split the dual phase space into the direct sum of Lagrangian
subspaces Y = Yκ ⊕ Y−κ , where Y±κ := {y ∈ Y : y = ±κy}. (Note that spaces
Yκ and Y−κ are both complex.)
Yκ has the interpretation of the dual configuration space and Y−κ of the dual

momentum space.
(Yκ ,Y−κ) can be interpreted as an anti-dual pair, so that the charged sym-

plectic form can be written

(ϑ1 , ς1)·ω(ϑ2 , ς2) = ϑ1 · ς2 − ς1 · ϑ2 , (ϑi, ςi) ∈ Yκ ⊕ Y−κ , i = 1, 2.

The Racah time reversal acts as

κ(ϑ, ς) = (ϑ,−ς), (ϑ, ς) ∈ Yκ ⊕ Y−κ . (18.33)

Let {rt}t∈R be a dynamics invariant w.r.t the Racah time reversal. For
(ϑ, ς) ∈ Yκ ⊕ Y−κ write rt(ϑ, ς) = (ϑ(t), ς(t)). Then there exist f ∈ L(Yκ ,Y−κ),
g ∈ L(Y−κ ,Yκ) such that g = g∗, f = f∗ and

∂tς(t) = fϑ(t), ∂tϑ(t) = −gς(t).

The Hamiltonian of the dynamics is

ϑ · gϑ + ς · fς.

18.3.5 Charged Klein–Gordon equation

Now we describe the charged version of Subsect. 18.3.2. Let X be a complex
Hilbert space. For ζ1 , ζ2 ∈ X , the scalar product will be denoted by ζ1 · ζ2 . Con-
sider again a strictly positive self-adjoint operator ε on X and the equation
(18.24).

Definition 18.42 If the space X is complex, the equation (18.24) will be called
an abstract charged Klein–Gordon equation.

Thus the only difference between the charged and neutral Klein–Gordon equa-
tions is the presence of the U(1) symmetry given by the multiplication by eiθ ,
θ ∈ [0, 2π].

The Racah time reversal consists in replacing t �→ ζ(t) with t �→ ζ(−t).
The charged Klein–Gordon equation is always invariant w.r.t. the Racah time
reversal.

Let us fix a complex conjugation on X , denoted by ζ �→ ζ, which defines the
charge reversal. The Wigner time reversal involves replacing a function t �→ ζ(t)
with t �→ ζ(−t). If ε = ε, then (18.24) is also invariant w.r.t. the charge and
Wigner time reversal.
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18.3 Abstract Klein–Gordon equation and its quantization 497

Consider the Cauchy problem (18.25). We introduce the space X ⊕ X ,
equipped with the charged symplectic form

(ϑ1 , ς1)·ω(ϑ2 , ς2) = ϑ1 · ς2 − ς1 · ϑ2 , (ϑi, ςi) ∈ X ⊕ X , i = 1, 2.

The Hamiltonian is

ϑ · ϑ + ες · ες.
Yen , Ydyn , j, a are given by the same expressions as in Subsect. 18.3.2. In
particular, it is natural to replace the original dual phase space X ⊕ X by
Ydyn = ε

1
2 X ⊕ ε−

1
2 X .

In terms of the Cauchy data, the Racah time reversal is given by (18.33). The
charge reversal and the Wigner time reversal are given by

χ(ϑ, ς) = (ϑ, ς), τ(ϑ, ς) = (ϑ,−ς).

We can “diagonalize” the dynamics by introducing the map

W : Ydyn = ε
1
2 X ⊕ ε−

1
2 X � (ϑ, ς) �→ (ϑ + iες, ϑ + iες) ∈ (2ε)

1
2 X ⊕ (2ε)

1
2 X .

W is a unitary operator satisfying

W etaW−1 = eit(ε⊕ε) , W iW−1 = i1l⊕ (−i1l),

W jW−1 = i1l⊕ i1l, WqW−1 = 1l⊕ (−1l).

Thus if we interpret W as an operator on Z (which differs from Ydyn only by
treating j as the basic complex structure), then W : Z → (2ε)

1
2 X ⊕ (2ε)

1
2 X is

unitary.
After conjugation by W , the charge and Wigner time reversal become

χ(h1 , h2) = (h2 , h1), τ(h1 , h2) = (−h1 , h2).

Remark 18.43 This remark is analogous to Remark 18.41 from the neutral
case. A charged abstract Klein–Gordon equation describes the most general stable
dynamics invariant w.r.t. the Racah time reversal.

18.3.6 Charged Klein–Gordon equation in an external potential

Again we can consider the complex analog of (18.32). It is more natural to write
it as

(∂t + iV )2ζ(t) + ε2ζ(t) = 0, (18.34)

or ∂2
t ζ(t) + 2iV ∂tζ(t) + (ε2 − V 2)ζ(t) = 0,

where V = V ∗. An example is obtained by minimally coupling (18.24) to an
external electric field.

Setting

ς(t) := ζ(t), ϑ(t) := ∂tζ(t) + iV ζ(t),
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498 Dynamics of quantum fields

we can rewrite (18.34) as

∂t

[
ϑ(t)
ς(t)

]
=
[−iV −ε2

1l −iV

] [
ς(t)
ϑ(t)

]
with the Hamiltonian

ϑ · ϑ + ες · ες − iϑ · V ς + iς · V ϑ

= (ϑ− iV ς) · (ϑ− iV ς)− V ς · V ς + ες · ες.
If ε2 − V 2 > 0, then the dynamics is weakly stable.
Note that if X is equipped with a conjugation such that V and ε are real, then

(18.34) is invariant under the Wigner time reversal.

18.3.7 Quantization of the Klein–Gordon equation

Until the end of this section, we would like to treat the neutral and charged cases
together. We do this by embedding the neutral case in the charged case.

More precisely, until the end of the section X is always a complex Hilbert
space with a positive self-adjoint operator ε. We consider the abstract charged
Klein–Gordon equation for t �→ ζ(t) ∈ X :

∂2
t ζ(t) + ε2ζ(t) = 0. (18.35)

We consider the charged symplectic space of solutions of (18.35), denoted Y.
Recall that every such solution can be parametrized by its Cauchy data (ϑ, ς).
The space Y is equipped with a charged symplectic dynamics rt .

If we want to consider the neutral case, we assume that there exists a
conjugation χ on X that commutes with ε. Thus we can restrict the abstract
Klein–Gordon equation to X χ = {ζ ∈ X : χζ = ζ}, obtaining the symplectic
space of solutions Yχ . The space Yχ is equipped with a symplectic dynamics
rt

∣∣
Yχ , which satisfies the abstract neutral Klein–Gordon equation.
We apply the positive energy quantization described in Subsects. 18.1.1, resp.

18.2.1, obtaining operator-valued functions

Yχ � (ϑ, ς) �→ φ(ϑ, ς), in the neutral case,

Y � (ϑ, ς) �→ ψ(ϑ, ς), in the charged case,

and the Hamiltonian H such that

eitH φ(ϑ, ς)e−itH = φ
(
rt(ϑ, ς)

)
, (ϑ, ς) ∈ Yχ ,

eitH ψ(ϑ, ς)e−itH = ψ
(
rt(ϑ, ς)

)
, (ϑ, ς) ∈ Y.

Definition 18.44 The time t configuration space field is defined as

φt(ϑ) := φ
(
r−t(ϑ, 0)

)
, ϑ ∈ ε

1
2 X χ ,

ψt(ϑ) := ψ
(
r−t(ϑ, 0)

)
, ϑ ∈ ε

1
2 X .
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18.3 Abstract Klein–Gordon equation and its quantization 499

18.3.8 Two-point functions for the Klein–Gordon equation

The remaining part of this section is devoted to various functions related to the
Klein–Gordon equation, which are often used in its quantization.

Consider the Klein–Gordon equation (18.35), where ζ(t) ∈ X is replaced with
an operator G(t) ∈ B(X ):

∂2
t G(t) + ε2G(t) = 0. (18.36)

The functions sin εt
ε and ei t ε

2ε solve (18.36) and appear naturally in the quantized
theory:

[ϕt1 (ϑ1), ϕt2 (ϑ2)] = iϑ1 · sin ε(t1 − t2)
ε

ϑ2 1l,(
Ω|ϕt1 (ϑ1)ϕt2 (ϑ2)Ω

)
= ϑ1 · 1

2ε
eiε(t1 −t2 )ϑ2 , ϑ1 , ϑ2 ∈ X χ ,

[ψt1 (ϑ1), ψ∗
t2

(ϑ2)] = iϑ1 · sin ε(t1 − t2)
ε

ϑ2 1l,(
Ω|ψt1 (ϑ1)ψ∗

t2
(ϑ2)Ω

)
= ϑ1 · 1

2ε
eiε(t1 −t2 )ϑ2 , ϑ1 , ϑ2 ∈ X .

Definition 18.45 sin εt
ε is called the Pauli–Jordan or commutator function.

18.3.9 Green’s functions of the abstract Klein–Gordon equation

Let us now consider an inhomogeneous version of Eq. (18.36).
In what follows we will often use the Heaviside function θ(t) := 1l[0,+∞[(t).

Definition 18.46 R � t �→ G(t) ∈ B(X ) is a Green’s function or a fundamental
solution of Eq. (18.35) if it solves

∂2
t G(t) + ε2G(t) = δ(t)1l. (18.37)

In particular, we introduce the following Green’s functions:

retarded G+(t) := θ(t)
sin εt

ε
,

advanced G−(t) := −θ(−t)
sin εt

ε
,

Feynman or causal GF(t) :=
1

2iε
(
eitεθ(t) + e−itεθ(−t)

)
,

anti-Feynman or anti-causal GF(t) := − 1
2iε
(
e−itεθ(t) + eitεθ(−t)

)
,

principal value or Dirac GPv(t) :=
sgn(t)

2
sin εt

ε
.

Note the identities
sin εt

ε
= G+(t)−G−(t),

GPv(t) =
1
2
(
G+(t) + G−(t)

)
,

G+(t) + G−(t) = GF(t) + GF (t).
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500 Dynamics of quantum fields

The importance of the Feynman Green’s functions in the quantum theory
comes from the identities(

Ω|T(ϕt2 (ϑ2)ϕt1 (ϑ1)) Ω
)

= iϑ2 ·GF(t2 − t1)ϑ1 , ϑ1 , ϑ2 ∈ X χ ,(
Ω|T (ψt2 (ϑ2)ψ∗

t1
(ϑ1)
)
Ω
)

= iϑ2 ·GF(t2 − t1)ϑ1 , ϑ1 , ϑ2 ∈ X ,

where we have used the time-ordering operation

T
(
At2 At1

)
:= θ(t2 − t1)At2 At1 + θ(t1 − t2)At1 At2 .

18.3.10 Green’s functions of the Klein–Gordon

equation as operators

Let X be as above. For simplicity, we assume that X is separable. We will need
the space

L2(R)⊗X � L2(R,X ). (18.38)

Note that the unitary identification � in (18.38) is possible thanks to the fact
that X is separable. It means that we can represent elements of L2(R)⊗X with
measurable a.e. defined functions, which e.g. in the temporal representation are
written as R � t �→ ζ(t) ∈ X and satisfyˆ

‖ζ(t)‖2dt < ∞.

Clearly, the subspace (L1 ∩ L2)(R,X ) is dense in L2(R,X ).
We will distinguish two physical meanings of the variable in R that appears

in (18.38). The first meaning is the time, and the corresponding generic variable
in R will be denoted t. We will then say that we use the temporal representa-
tion of the extended space. The second meaning will be the energy. Its generic
name will be τ and we will speak about the energy representation. To pass from
one representation to the other we apply the Fourier transformation F , so that
F−1τF = i−1∂t .

Green’s functions of the abstract Klein–Gordon equation can be interpreted
as quadratic forms on (L1 ∩ L2)(R,X ) given (in the temporal representation) by

ζ1 ·Gζ2 :=
ˆ

ζ1(t) ·G(t− s)ζ2(s)dtds, (18.39)

for ζ1 , ζ2 ∈ (L1 ∩ L2)(R,X ). In the energy representation they are multiplication
operators. Here we list the most important Green’s functions in the momentum
representation:

G+(τ) = (ε2 − (τ − i0)2)−1 ,

G−(τ) = (ε2 − (τ + i0)2)−1 ,

GF(τ) = (ε2 − τ 2 + i0)−1 =
(
ε2 − (τ 2 − i0 sgn(τ))2)−1

,

GF(τ) = (ε2 − τ 2 − i0)−1 =
(
ε2 − (τ 2 + i0 sgn(τ))2)−1

,

GPv(τ) = Pv(ε2 − τ 2)−1 .
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18.3 Abstract Klein–Gordon equation and its quantization 501

18.3.11 Euclidean Green’s function of the Klein–Gordon equation

Let us introduce the imaginary time, that is, let us replace t ∈ R with is ∈ iR.
The abstract Klein–Gordon equation is then transformed into

−∂2
s ζ + ε2ζ = 0. (18.40)

Definition 18.47 Equation (18.40) will be called the abstract Euclidean Klein–
Gordon equation.

The use of (18.40) instead of the Klein–Gordon equation is the main feature
of the so-called Euclidean approach to quantum field theory.

Definition 18.48 The Euclidean Green’s function of the abstract Klein–Gordon
equation is defined as

GE(s) =
1
2ε

(
e−sεθ(s) + esεθ(−s)

)
.

Clearly, GE solves

−∂2
s GE(s) + ε2GE(s) = δ(s)1l. (18.41)

The function GE(s) extends to a continuous function for complex s with Re s ≥ 0,
holomorphic for Re s > 0. We have

1
i
GE(it) = GF(t), −1

i
GE(−it) = GF(t).

Consider the self-adjoint operator −∂2
s + ε2 on L2(R,X ). Set

GE := (−∂2
s + ε2)−1 .

We then have

GEζ(s) =
ˆ

R

GE(s− s1)ζ(s1)ds1

for ζ ∈ (L1 ∩ L2)(R,X ). In the energy representation it is the operator of multi-
plication by

GE(τ) = (τ 2 + ε2)−1 .

Note that if ε ≥ m > 0, then GE is bounded.
We will use the standard notation for operators on L2(R). In particular, the

operator of multiplication by t in the temporal representation is denoted by t

and Dt := −i∂t . A similar notation will be used for the energy representation,
with τ replacing t.

Introduce the following operator on L2(R) (where we give its form in both the
temporal and the energy representation):

A := −1
2
(tDt + Dtt) =

1
2
(τDτ + Dτ τ). (18.42)

Clearly,

eiθA te−iθA = e−θ t, eiθAτe−iθA = eθ τ.
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502 Dynamics of quantum fields

Note that

R � θ �→ eiθAGEe−iθA =: Gθ
E

extends to an analytic function in the strip − π
2 < Im θ < π

2 given in the momen-
tum representation by

Gθ
E(τ) = (e2θ τ 2 + ε2)−1 .

Its boundary values coincide with the Feynman and anti-Feynman Green’s func-
tions:

G
i π

2
E = GF , G

−i π
2

E = GF .

This is the famous Wick rotation.

18.3.12 Thermal Green’s function of the Klein–Gordon equation

Recall that one of the steps of the quantization of symplectic, resp. charged
symplectic dynamics is the construction of the one-particle space Z and the
one-particle Hamiltonian h, as described in Subsect. 18.1.1, resp. 18.2.1. For the
zero temperature, the main requirement is the positivity of the Hamiltonian,
and as the result of the quantization we obtain the Hilbert space Γs(Z) and the
Hamiltonian dΓ(h).

If we are interested in positive temperatures, we can apply the formalism
described in Subsect. 17.1.7, obtaining a β-KMS state ωβ and the corresponding
Araki–Woods CCR representation. In particular, we can apply this formalism to
the abstract Klein–Gordon equation.

In this subsection we describe the 2-point correlation functions for the abstract
Klein–Gordon equation at positive temperatures.

Definition 18.49 The thermal Euclidean Green’s function at inverse tempera-
ture β of the abstract Klein–Gordon equation is defined for s ∈ [0, β] as

GE ,β (s) :=
e−sε + e(s−β )ε

2ε(1l− e−βε)
.

Note that GE ,β is the unique solution of the problem

−∂2
s GE ,β (s) + ε2GE ,β (s) = 0, s ∈]0, β[,

GE ,β (0) = GE ,β (β), ∂−
s GE ,β (β)− ∂+

s GE ,β (0) = 1lX ,

where ∂±
s denotes the derivative from the right, resp. from the left. In fact, we

have

GE ,β (β) = GE ,β (0) =
1l + e−βε

2ε(1l− e−βε)
,

∂−
s GE ,β (β) = −∂+

s GE ,β (0) =
1
2
1lX .
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18.3 Abstract Klein–Gordon equation and its quantization 503

Let Sβ := [0, β] (with the endpoints identified) be the circle of length β.
Clearly, GE ,β can be interpreted as a function on Sβ that solves the equation

−∂2
s GE ,β (s) + ε2GE ,β (s) = δ(s)1lX , on Sβ .

We denote by Fβ : L2(Sβ ) → l2
(

2π
β

Z
)

the discrete Fourier transform

Fβ ζ(σ) =
ˆ β

0
e−isσ ζ(s)ds, ζ ∈ L2(Sβ ).

Its inverse is given by

F−1
β v(s) = β−1

∑
σ∈ 2 π

β Z

eisσ v(σ), v ∈ l2
(

2π
β

Z
)
.

If we denote by ∂per
s the operator ∂s with periodic boundary conditions, defined

by

Dom ∂per
s :=

{
ζ ∈ L2([0, β]), ∂sζ ∈ L2([0, β]), ζ(0) = ζ(β)

}
,

then
Fβ ∂per

s = iσFβ . (18.43)

Introduce the space

L2(Sβ )⊗X � L2(Sβ ,X ). (18.44)

Consider the self-adjoint operator −(∂per
s )2 + ε2 on L2(Sβ ,X ). Set

GE ,β :=
(−(∂per

s )2 + ε2)−1
.

We then have

GE ,β ζ(s) =
ˆ

Sβ

GE ,β (s− s1)ζ(s1)ds1 , for ζ ∈ L2(Sβ ,X ).

In the energy representation obtained by applying the discrete Fourier trans-
form Fβ , GE ,β becomes the multiplication operator on l2( 2π

β Z,X ) by the Fourier
transform of s �→ GE ,β (s), the so-called Matsubara coefficients:

GE ,β (σ) := (σ2 + ε2)−1 , σ ∈ 2π

β
Z. (18.45)

Let us now describe the role of thermal Green’s functions in the quantum
theory. The function s �→ GE ,β (s) extends to a function continuous in the strip
Re s ∈ [0, β] and holomorphic inside this strip. Its boundary values express the 2-
point correlation functions for the state ωβ . More precisely, we have the following
identities (first in the neutral and then in the charged case):

ωβ

(
ϕt(ϑ1)ϕ0(ϑ2)

)
= ϑ1 ·GE ,β (it)ϑ2 ,

ωβ

(
ϕ0(ϑ2)ϕt(ϑ1)

)
= ϑ1 ·GE ,β (β + it)ϑ2 , ϑ1 , ϑ2 ∈ X χ ,

ωβ

(
ψt(ϑ1)ψ∗

0 (ϑ2)
)

= ϑ1 ·GE ,β (it)ϑ2 ,

ωβ

(
ψ∗

0 (ϑ2)ψt(ϑ1)
)

= ϑ1 ·GE ,β (β + it)ϑ2 , ϑ1 , ϑ2 ∈ X .
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504 Dynamics of quantum fields

18.4 Abstract Dirac equation and its quantization

In Subsects. 18.1.2, resp. 18.2.2 we described how to quantize orthogonal, resp.
unitary dynamics. The most important orthogonal or unitary dynamics used in
quantum field theory is given by the Dirac equation. We will study this equation
and its quantization in the next chapter. In this section we describe various
constructions related to the quantization of the Dirac equation in an abstract
setting.

An orthogonal dynamics can be defined by an equation of the form

(∂t − a)ζ(t) = 0, (18.46)

with an anti-self-adjoint a. In the charged case (18.46) can be replaced with

(∂t − ib)ζ(t) = 0, (18.47)

where b is self-adjoint. Many of the constructions of this section involve only a or
b. We choose, however, to use more structure in our presentation. In particular,
we multiply (18.46) and (18.47) from the left by an anti-self-adjoint operator
γ0 satisfying γ2

0 = −1l. This is used in the relativistic formulation of the Dirac
equation to make it covariant.

This section is parallel to Sect. 18.3 about the abstract Klein–Gordon equa-
tion. We will see, in particular, that with every abstract Dirac equation we can
associate an abstract Klein–Gordon equation. The knowledge of Green’s func-
tions for the abstract Klein–Gordon equation can be used to compute Green’s
functions of the abstract Dirac equation.

18.4.1 Abstract Dirac equation

Let Y be a real or complex Hilbert space, which will have the meaning of a
fermionic dual phase space. Let Γ and γ0 be anti-self-adjoint operators on Y
such that

γ2
0 = −1l, γ0Γ + Γγ0 = 0. (18.48)

Let m ≥ 0 be a number called the mass.

Definition 18.50 An equation of the form

(γ0∂t + Γ−m1l)ζ(t) = 0, (18.49)

where ζ(t) is a function from R to Y, will be called an abstract Dirac
equation.

Multiplying (18.49) with −γ0 , we obtain the equation (18.46) with an anti-
self-adjoint operator

a := γ0Γ−mγ0 .
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18.4 Abstract Dirac equation and its quantization 505

Introducing the Cauchy problem{
(γ0∂t + Γ−m1l)ζ(t) = 0,

ζ(0) = ϑ,
(18.50)

we see that (18.49) is solved by ζ(t) = etaϑ.
Using (18.48), we obtain that a# a = Γ# Γ + m21l, so the dynamics rt = eta is

non-degenerate if

Ker Γ = {0} or m �= 0. (18.51)

18.4.2 Neutral Dirac equation

If Y is a real Hilbert space, (18.49) will be called a abstract neutral Dirac equation.
A time reversal for the neutral Dirac equation is τ ∈ O(Y) satisfying τ 2 = ±1l,

τγ0 = −γ0τ, τΓ = Γτ, (18.52)

or, if m = 0,

τγ0 = γ0τ, τΓ = −Γτ. (18.53)

In both cases, τa = −aτ , hence if ζ(t) is a solution of (18.49), then so is τζ(−t).

18.4.3 Charged Dirac equation

Assume now that Y is a (complex) Hilbert space. Thanks to the complex struc-
ture, we can introduce the self-adjoint operator

b := −iγ0Γ + imγ0 .

The Cauchy problem (18.50) is solved by ζ(t) = eitbϑ.
A (Wigner) time reversal is an anti-unitary τ on Y satisfying (18.52), or, if

m = 0, (18.53). In both cases, τb = bτ , hence if ζ(t) is a solution of (18.49), then
so is τζ(−t).

A charge reversal is an anti-unitary χ on Y such that χ2 = ±1l and

χγ0 = γ0χ, χΓ = Γχ, (18.54)

or, if m = 0,

χγ0 = −γ0χ, χΓ = −Γχ. (18.55)

In both cases bχ = −χb and the dynamics eitb is invariant under χ.
If χ2 = 1l, then χ is a conjugation on Y and by restriction to the real subspace

Yχ we obtain a neutral Dirac equation, as in Subsect. 18.4.2.
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506 Dynamics of quantum fields

18.4.4 Quantization of the Dirac equation

Until the end of this section we would like to treat the neutral and charged cases
together. We will treat the charged case as the basic one and Y will always be a
complex Hilbert space. Y is identified with the space of solutions of the abstract
Dirac equation by considering the initial conditions: ϑ = ζ(0). The space Y is
equipped with a unitary dynamics rt = eitb .

If we want to consider the neutral case, we assume that there exists in Y a
conjugation χ that anti-commutes with b. Thus we can restrict the Dirac equa-
tion to Yχ equipped with the Euclidean structure and an orthogonal dynamics
eibt
∣∣
Yχ = eat .

We apply the positive energy quantization described in Subsects. 18.1.2 and
18.2.2, obtaining operator-valued functions

Yχ � ϑ �→ φ(ϑ), in the neutral case,

Y � ϑ �→ ψ(ϑ), in the complex case,

and the Hamiltonian H such that

eitH φ(ϑ)e−itH = φ(rt(ϑ)), ϑ ∈ Yχ ,

eitH ψ(ϑ)e−itH = ψ(rt(ϑ)), ϑ ∈ Y.

The fermionic fields satisfy the anti-commutation relations

[φ(ϑ1), φ(ϑ2)]+ = 2ϑ1 · ϑ2 , ϑ1 , ϑ2 ∈ Yχ ,

[ψ(ϑ1), ψ∗(ϑ2)]+ = ϑ1 · ϑ2 , ϑ1 , ϑ2 ∈ Y.

In the following part of the section, for simplicity we restrict ourselves to the
charged case.

18.4.5 Two-point functions for the Dirac equation

Consider the abstract Dirac equation (18.35), where ζ(t) ∈ Y is replaced with an
operator S(t) ∈ B(Y):

(γ0∂t + Γ−m1l)S(t) = 0. (18.56)

Recall that θ denotes the Heaviside function. The functions eibt and eibtθ(b) solve
(18.56) and appear naturally in the quantized theory:

[ψt2 (ϑ2), ψ∗
t1

(ϑ1)]+ = ϑ2 · eib(t2 −t1 )ϑ1 1l,(
Ω|ψt2 (ϑ2)ψ∗

t1
(ϑ1)Ω

)
= ϑ2 · eib(t2 −t1 )θ(b)ϑ1 , ϑ1 , ϑ2 ∈ Y.

18.4.6 Green’s functions of the Dirac equation

Consider the abstract charged Dirac equation as in Subsect. 18.4.3.

Definition 18.51 We say that R � t �→ S(t) ∈ B(Y) is a Green’s function or
fundamental solution of Eq. (18.49) if it solves

(γ0∂t + Γ−m1l)S(t) = δ(t)⊗ 1lY . (18.57)
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18.4 Abstract Dirac equation and its quantization 507

We introduce in particular the following Green’s functions:

retarded S+(t) := −θ(t)eitbγ0 ,

advanced S−(t) := −θ(−t)eitbγ0 ,

Feynman SF(t) := −eitb (θ(t)θ(b)− θ(−t)θ(−b)) γ0 ,

anti-Feynman SF(t) := −eitb (θ(t)θ(−b)− θ(−t)θ(b)) γ0 ,

principal value SPv(t) := − sgn(t)
2

eitbγ0 .

Set

ε := |b| =
√

Γ∗Γ + m21l.

We then have

(γ0∂t + Γ−m1l)(γ0∂t + Γ + m1l) = −(∂2
t + ε2).

Thus if G(t) is a Green’s function for ∂2
t + ε2 , then −(γ0∂t + Γ + m1l)G(t) is a

Green’s function for the Dirac equation. In fact we have the identities

S+(t) = −(γ0∂t + Γ + m1l)G+(t),

S−(t) = −(γ0∂t + Γ + m1l)G−(t),

SF(t) = −(γ0∂t + Γ + m1l)GF(t),

SF(t) = −(γ0∂t + Γ + m1l)GF(t),

SPv(t) = −(γ0∂t + Γ + m1l)GPv(t),

which easily follow from

eitb = cos(εt) + i sgn(b) sin(εt), Γ + m1l = ibγ0 .

The Feynman Green’s functions arise in the quantum theory in the following
way: (

Ω|T(ψt2 (ϑ2)ψ∗
t1

(ϑ1)
)
Ω
)

= ϑ2 · SF(t2 − t1)ϑ1 , ϑ1 , ϑ2 ∈ Y,

where we have used the fermionic time-ordering operation: if A1 , A2 are odd
fermionic operators, then

T (At2 At1 ) := θ(t2 − t1)At2 At1 − θ(t1 − t2)At1 At2 . (18.58)

18.4.7 Green’s functions of the Dirac equation as operators

Let Y be as above. For simplicity, we assume that Y is separable. Similarly to
Subsect. 18.3.10, we will use the space

L2(R)⊗ Y � L2(R,Y). (18.59)

We will use both the temporal representation and the energy representation of
L2(R,Y). Green’s functions of the abstract Dirac equation can be interpreted
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508 Dynamics of quantum fields

as quadratic forms on (L1 ∩ L2)(R,Y), denoted S and given (in the temporal
representation) by

ζ1 · Sζ2 :=
ˆ

ζ1(t) · S(t− s)ζ2(s)dtds. (18.60)

In the energy representation they are multiplication operators. Here we list the
most important Green’s functions of the Dirac operator in the energy represen-
tation:

S+(τ) =
(
iγ0(τ − i0) + Γ−m1l

)−1
,

S−(τ) =
(
iγ0(τ + i0) + Γ−m1l

)−1
,

SF(τ) =
(
iγ0(τ − i0 sgn(τ)) + Γ−m1l

)−1
,

SF(τ) =
(
iγ0(τ + i0 sgn(τ)) + Γ−m1l

)−1
,

SPv(τ) = Pv
(
iγ0τ + Γ−m1l

)−1
.

18.4.8 Euclidean Green’s function of the Dirac equation

Definition 18.52 The Euclidean Green’s function for the abstract Dirac equa-
tion is defined as

SE(s) =
(−θ(s)θ(b) + θ(−s)θ(−b)

)
e−bs iγ0 .

Note that SE solves

(−iγ0∂s + Γ−m1l)SE(s) = δ(s)1lY .

It is related to the Green’s function of the abstract Klein–Gordon equation by

SE(s) = (−iγ0∂s + Γ + m1l)GE(s).

The function SE(s) extends to an analytic function for complex s. We have

1
i
SE(it) = SF(t), −1

i
SE(−it) = SF(t).

Consider the operator on L2(R,Y)

−iγ0∂s + Γ−m1l.

In the energy representation, this becomes the operator of multiplication by

γ0τ + Γ−m1l.

It is closed on its natural domain. Moreover, we have

(γ0τ + Γ−m1l)∗(γ0τ + Γ−m1l) = (γ0τ + Γ−m1l)(γ0τ + Γ−m1l)∗

= τ 2 + Γ∗Γ + m21l > 0,
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18.4 Abstract Dirac equation and its quantization 509

which implies that −iγ0∂s + Γ−m1l is invertible if (18.51) holds. If this is the
case, set SE := (−iγ0∂s + Γ−m1l)−1 . Then,

SEζ(s) =
ˆ

R

SE(s− s1)ζ(s1)ds1 , ζ ∈ (L1 ∩ L2)(R,Y).

In the energy representation, this is the operator of multiplication by

SE(τ) = (γ0τ + Γ−m1l)−1 .

Using the notation in Subsect. 18.3.11, and in particular the generator of
dilations A, we see that

R � θ �→ eiθASEe−iθA =: Sθ
E

extends to an analytic function in the strip − π
2 < Im θ < π

2 , given in the momen-
tum representation by

Sθ
E(τ) = (γ0eθ τ + Γ−m1l)−1 .

Its boundary values coincide with the Feynman and anti-Feynman propagators:

S
i π

2
E = SF , S

−i π
2

E = SF .

This is the Wick rotation in the fermionic case.

18.4.9 Thermal Green’s function for the abstract Dirac equation

Clearly, we can apply the positive temperature formalism of Subsect. 17.2.7 to a
system described by an abstract Dirac equation, obtaining a β-KMS state ωβ and
the corresponding Araki–Wyss CAR representation. In this subsection, parallel
to Subsect. 18.3.12, we describe the 2-point functions given by this state.

Definition 18.53 The thermal Euclidean Green’s function at inverse tempera-
ture β of the abstract Dirac equation is defined for s ∈ [0, β] as

SE ,β (s) := −i
e−sb

1l + e−βb
γ0 .

Note that SE ,β is the unique solution of the problem

(−iγ0∂s + Γ−m1l)SE ,β (s) = 0, s ∈]0, β[,

−iγ0SE,β (0) = iγ0SE,β (β) + 1lY . (18.61)

(18.61) can be interpreted as

(−iγ0∂s + Γ−m1l)SE ,β (s) = δ(s)1lY , on Sβ ,

where we look for functions with anti-periodic boundary conditions at β = 0.
More precisely, we consider functions ζ on Sβ such that ζ(β) = −ζ(0), and the
Dirac delta function is defined as

´
Sβ

δ(s)ζ(s)ds = ζ(0) = −ζ(β) (the “right hand
side delta function”).
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510 Dynamics of quantum fields

Sβ � s �→ SE ,β (s) extends to a function continuous in the strip Re s ∈ [0, β]
and holomorphic inside this strip. If ωβ is the β-KMS state, then

ωβ

(
ψt(ϑ1)ψ∗

0 (ϑ2)
)

= ϑ1 · SE ,β (it)(−iγ0)ϑ2 ,

ωβ

(
ψ∗

0 (ϑ2)ψt(ϑ1)
)

= ϑ1 · SE ,β (β + it)(−iγ0)ϑ2 , ϑ1 , ϑ2 ∈ Y.

Let ∂ant
s denote the operator ∂s on the Hilbert space L2(Sβ ) with the anti-

periodic boundary conditions. Its domain is given by

Dom ∂ant
s :=

{
ζ ∈ L2(Sβ ), ∂sζ ∈ L2(Sβ ), ζ(0) = −ζ(β)

}
.

Note that ∂ant
s is anti-self-adjoint.

Define the anti-periodic discrete Fourier transform

Fant
β : L2(Sβ ) → l2

(
2π

β

(
Z +

1
2

))
by

Fβ ζ(σ) =
ˆ β

0
e−isσ ζ(s)ds, ζ ∈ L2(Sβ ).

Its inverse is

(Fant
β )−1v(s) = β−1

∑
σ∈ 2 π

β (Z+ 1
2 )

eisσ v(σ), v ∈ l2
(

2π

β

(
Z +

1
2

))
.

Clearly, ∂ant
s = (Fant

β )−1(iσ)Fant
β .

On the Hilbert space L2(Sβ )⊗ Y � L2(Sβ ,Y), we define the closed operator

(−iγ0∂
ant
s + Γ−m1l) = (−iγ0)(∂ant

s + b).

Note that ∂ant
s + b is a normal operator on its natural domain. We set SE ,β :=

(−iγ0∂
ant
s + Γ−m1l)−1 . We then have

SE ,β ζ(s) =
ˆ

Sβ

SE ,β (s1)ζ(s− s1)ds1 , ζ ∈ L2(Sβ ,Y).

In the energy representation, obtained by applying Fant
β , this becomes the oper-

ator of multiplication by the fermionic Matsubara coefficients:

SE ,β (σ) = (γ0σ + Γ−m)−1 , σ ∈ 2π

β

(
Z +

1
2

)
.

Set

Gant
E ,β (s) =

−e−sε + e(s−β )ε

2ε(1l + e−βε)
.

Note that Gant
E ,β is the unique solution of

−∂2
s Gant

E ,β (s) + ε2Gant
E ,β (s) = 0, s ∈]0, β[,

Gant
E ,β (0) = −Gant

E ,β (β), ∂+
s Gant

E ,β (0) + ∂−
s Gant

E ,β (β) = 1l. (18.62)
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18.5 Notes 511

In fact, we have

Gant
E ,β (0) = −Gant

E ,β (β) =
−1l + e−βε

2ε(1l + e−βε)
,

∂+
s Gant

E ,β (0) = ∂−
s Gant

E ,β (β) =
1
2
1l.

Thus Gant
E ,β can be interpreted as the solution of the equation on Sβ

−∂2
s Gant

E ,β (s) + ε2Gant
E ,β (s) = δ(s)1lX ,

with anti-periodic boundary conditions at β = 0 and the right hand side Dirac
delta function. Then we can express SE ,β in terms of Gant

E ,β as

SE ,β (s) = (−iγ0∂s + Γ + m1l)Gant
E ,β (s).

18.5 Notes

The topics discussed in this chapter in the context of concrete systems, usually
based on relativistic equations, can be found in every textbook on quantum
field theory, such as Jauch–Röhrlich (1976), Schweber (1962), Weinberg (1995)
and Srednicki (2007). The Racah and Wigner time reversals were introduced by
Racah (1927) and Wigner (1932a), respectively. Our presentation, in spite of its
abstract mathematical language, follows very closely the usual exposition; see in
particular Srednicki (2007), Sect. 22, for complex bosons and Srednicki (2007),
Sect. 49, for neutral fermions.

The idea of positive quantization of classical linear dynamics goes back to
the early days of the quantum field theory. In the fermionic case it was first
formulated in terms of the “Dirac sea”; see Dirac (1930). This approach hides
the particle–anti-particle symmetry. Its modern formulation is attributed to Fock
(1933) and Furry–Oppenheimer (1934).

In the case of bosons, the “Dirac sea” approach is not available. The bosonic
positive energy quantization was described by Pauli–Weisskopf (1934).

An interesting outline of the history of quantum field theory, which in
particular discusses the topic of the positive energy quantization, is contained in
the introduction to the monograph of Weinberg (1995).

The role of complex structures in positive energy quantization was emphasized
by Segal (1964) and Weinless (1969).

An abstract formulation of the positive energy quantization was given by Segal,
and can be found e.g. in Baez–Segal–Zhou (1991).

Positive temperature Green’s functions can be found e.g. in Fetter–Walecka
(1971), and from a more mathematical point of view in Birke–Fröhlich (2002).
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19

Quantum fields on space-time

In this chapter we describe the most important examples of (non-interacting)
relativistic quantum fields. We will use extensively the formalism developed in
Chap. 18.

Most textbook presentations of this subject start from the discussion of repre-
sentations of the Poincaré group. They stress that the most fundamental quan-
tum fields are covariant with respect to this group. In our presentation the
Poincaré covariance is a secondary property. The property that we emphasize
more is the Einstein causality of fields. In the mathematical language this is
expressed by the fact that observables belonging to causally separated subsets
of space-time commute with one another. This property can be true even when
there is no Poincaré covariance, e.g. due to the presence of an external (vector)
potential in a curved space-time.

The chapter is naturally divided in two parts. In the first part we consider
the flat Minkowski space and in the second an arbitrary globally hyperbolic man-
ifold. In both cases we discuss the influence of an external (classical) potential
and a variable mass. In the Minkowski case, we discuss separately the Poincaré
covariance, which holds if the potential is zero and mass is constant.

The quantization consists of two stages. In the first stage one introduces the
CCR or CAR algebra describing the observables of the system. The underlying
phase space is the space of solutions of the corresponding equation defined on
the space-time. This space is equipped with a bilinear or sesquilinear form, which
leads to the appropriate CCR or CAR.

In the second stage one chooses a representation of the algebra of observ-
ables on a Hilbert space. In order to determine this representation one usually
assumes that the generator of the time evolution of the classical system is time-
independent. Then one can apply the formalism described in Chap. 18. In the
case of the Klein–Gordon and Dirac equations on Minkowski space this means
that the external potential and the mass do not depend on time.

Sects. 19.5, resp. 19.6 are generalizations of Sects. 19.2, resp. 19.3 to a curved
space-time. We limit our discussion to the algebraic quantization of Klein–
Gordon and Dirac equations on a globally hyperbolic manifold. As a result we
obtain a net of CCR, resp. CAR algebras satisfying the Einstein causality.

Our presentation is limited to the most basic elements of the theory of quan-
tum fields on curved space-time. One of the topics that we leave out, which
however is easy to figure out mimicking the discussion in Sects. 19.2, resp. 19.3,
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19.1 Minkowski space and the Poincaré group 513

is the positive energy quantization of time-independent equations on a station-
ary space-time; see e.g. Kay (1978). The subject that is more difficult is how
to choose representations of quantum fields in the case of non-stationary curved
space-times, where there is no preferred vacuum state. There has been signifi-
cant progress in our understanding of this question. It is believed that one should
choose representations generated by states whose correlation functions satisfy a
certain natural microlocal condition, the so-called Hadamard states. One can
find more about this subject in the literature; see Brunetti–Fredenhagen–Köhler
(1996) and Brunetti–Fredenhagen–Verch (2003).

19.1 Minkowski space and the Poincaré group

19.1.1 Minkowski space

Consider the Minkowski space R1,d . Recall that it is the vector space R1+d

equipped with a pseudo-Euclidean form of signature (1, d); see Sect. 15.3. In
the coordinates x = (xμ), μ = 0, 1, . . . , d, the pseudo-Euclidean quadratic form
will be denoted

〈x|x〉 = −(x0)2 +
d∑

i=1

(xi)2 .

Definition 19.1 A non-zero vector x ∈ R1,d is called

time-like if 〈x|x〉 < 0,

causal if 〈x|x〉 ≤ 0,

light-like if 〈x|x〉 = 0,

space-like if 〈x|x〉 > 0.

The set of causal, resp. time-like vectors is denoted J , resp. I. A causal vector
x is called

future oriented if x0 > 0,

past oriented if x0 < 0.

The set of future, resp. past oriented causal vectors is denoted J±. The set of
future, resp. past oriented time-like vectors is denoted I±.

Clearly, I± is the interior of J±.

Definition 19.2 For U ⊂ R1,d , we set J(U) := J + U and J±(U) := J± + U .
J(U) is called the causal shadow of U and J±(U) the causal future, resp. past of
U . A function on R1,d is called space-compact if there exists a compact U ⊂ R1,d

such that supp f ⊂ J(U). It is called future, resp. past space-compact if there
exists a compact U ⊂ R1,d such that supp f ⊂ J±(U).
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514 Quantum fields on space-time

The set of space-compact smooth functions will be denoted C∞
sc (R1,d). The set

of future, resp. past space-compact smooth functions will be denoted C∞
±sc(R1,d).

Definition 19.3 Let U1 ,U2 ⊂ R1,d . We say that U1 and U2 are causally sepa-
rated if J(U1) ∩ U2 = ∅, or equivalently if U1 ∩ J(U2) = ∅.

Definition 19.4 The operator

� := ∂μ∂μ = −(∂0)2 +
d∑

i=1

(∂i)2

is called the d’Alembertian.

19.1.2 The Lorentz group

Definition 19.5 The pseudo-Euclidean group O(R1,d) � O(Rd,1) is called the
Lorentz group in 1 + d dimensions.

Let r ∈ O(R1,d). We will say that r is space-time even if det r = 1 and space-
time odd if det r = −1.

Note that r(J+) = J+ or r(J+) = J−. In the former case we say that r is
orthochronous and in the latter case we say that r is anti-orthochronous.

Thus O(R1,d) has four connected components:

(1) the space-time even orthochronous component O↑
+(R1,d),

(2) the space-time even anti-orthochronous component O↓
+(R1,d),

(3) the space-time odd orthochronous component O↑
−(R1,d),

(4) the space-time odd anti-orthochronous component O↓
−(R1,d).

Clearly, O↑
+(R1,d), also denoted SO↑(R1,d), is a normal subgroup and we have

an exact sequence

1 → SO↑(R1,d) → O(R1,d) → Z2 × Z2 → 1. (19.1)

We have three subgroups of O(R1,d) of index 2:

O↑(R1,d) = O↑
+(R1,d) ∪O↑

−(R1,d),

O+(R1,d) = O↑
+(R1,d) ∪O↓

+(R1,d),

SO(R1,d) = O↑
+(R1,d) ∪O↓

−(R1,d).

Definition 19.6 The temporal parity is the homomorphism

O(R1,d) � L �→ ρL ∈ {1,−1}
that equals 1 on an orthochronous and −1 on an anti-orthochronous L.

Definition 19.7 The affine extension of the Lorentz group

AO(R1,d) = R1+d � O(R1,d)

is called the Poincaré group in 1 + d dimensions.

We refer to Def. 1.100 for the definition of the affine extension.
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19.1 Minkowski space and the Poincaré group 515

19.1.3 Pin groups for the Lorentzian signature

In the case of the Lorentz group we have the following refinement of Diagram
(14.18):

1 1
↓ ↓

1 → Z2 → Z2 → 1
↓ ↓ ↓

1 → Spin↑(R1,d) → Pin(R1,d) → Z2 × Z2 → 1
↓ ↓ ↓

1 → SO↑(R1,d) → O(R1,d) → Z2 × Z2 → 1
↓ ↓ ↓
1 1 1

(19.2)

Pin(R1,d) has four connected components

Pin↑
+(R1,d),

P in↓
+(R1,d),

P in↑
−(R1,d),

P in↓
−(R1,d),

which cover the corresponding connected components of O(R1,d) listed in Sub-
sect. 19.1.2.

If we replace R1,d with Rd,1 , then all the entries of the above diagram remain
the same except for Pin(R1,d) replaced with Pin(Rd,1), which are not isomorphic
to one another. Both have four connected components, with the obvious nota-
tion. Note that we can identify Spin(R1,d) � Spin(Rd,1), hence we can identify
Pin↑

+(R1,d), resp. Pin↓
−(R1,d), with Pin↑

+(Rd,1), resp. Pin↓
−(Rd,1).

We will also use the affine extensions of the Pin groups

APin(R1,d) = R1,d � Pin(R1,d),

AP in(Rd,1) = Rd,1 � Pin(Rd,1),

which are two-fold coverings of the Poincaré group.

19.1.4 Positive energy representations of Clifford relations

Let V be a pseudo-unitary vector space equipped with a Hermitian form β. As
in Subsect. 15.3.5, we denote by A† the adjoint of A w.r.t. this form.

Definition 19.8 We say that a representation of Clifford relations

R1,d � y �→ γ(y) ∈ L(V) (19.3)
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516 Quantum fields on space-time

is a positive energy representation if γ(y) = −γ(y)†, y ∈ Y, and

iv · βγ(y0)v > 0, v ∈ V, v �= 0,

for some time-like future oriented y0 ∈ R1,d .

Lemma 19.9 iβγ(y0) is positive definite for some time-like future oriented y0

iff iβγ(y) is positive definite for all time-like future oriented y.

Proof Let y1 , y2 be two future oriented vectors. We may assume that 〈y1 |y1〉 =
〈y2 |y2〉. There exists r ∈ SO↑(R1,d) such that y2 = ry1 . By Thm. 15.28, there
exists U ∈ Spin↑(R1,d) implementing r and such that UU† = 1l. Spin↑ is con-
nected, hence UU† = 1l, i.e. U is pseudo-unitary. Therefore,

v·βγ(y2)v = v·βUγ(y1)U†v = U†v·βγ(y1)U†v.

Hence, iβγ(y1) is positive definite iff iβγ(y2) is positive definite. �

Positive energy representations act on a pseudo-unitary space. After fixing a
future oriented time-like vector y0 , their representation space can be equipped
with the positive definite scalar product

iv1 · βγ(y0)v2 , v1 , v2 ∈ V.

19.2 Quantization of the Klein–Gordon equation

The homogeneous Klein–Gordon equation has the form

(−� + m2)ζ(x) = 0, (19.4)

where R1,d � x �→ ζ(x) is a function on the Minkowski space. This equation is
Poincaré invariant. That means, elements of the Poincaré group transform solu-
tions of (19.4) into solutions of (19.4).

Besides (19.4), we will consider the Klein–Gordon equation with an external
potential and a variable mass,(− (∂μ + iAμ(x)) (∂μ + iAμ(x)) + m2(x)

)
ζ(x) = 0. (19.5)

It is Poincaré covariant. That means solutions of (19.5) are transformed by
elements of the Poincaré group into solutions of (19.5) with the transformed
external potential and mass.

The equation (19.5) has several interesting properties. First of all, its solutions
do not propagate faster than the speed of light. In other words, solutions of the
Cauchy problem are supported in the causal shadow of the support of its initial
conditions. Secondly, the space of real, resp. complex, space-compact solutions
(19.5), denoted Y, has a natural symplectic, resp. charged symplectic form given
by a local expression. As a consequence, two solutions of (19.5) with the Cauchy
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19.2 Quantization of the Klein–Gordon equation 517

data supported in disjoint regions are orthogonal w.r.t. this symplectic, resp.
charged symplectic form.

Let us associate with Y the corresponding CCR algebra. It will satisfy the
Einstein causality (a property also known by the name locality). This means
that observables associated with the Cauchy data with disjoint supports will
commute. This property is one of the basic postulates of quantum field theory.
It is incorporated in the standard sets of axioms of quantum field theory: the
Wightman axioms (see Streater–Wightman (1964)) and the Haag–Kastler axioms
(see Haag–Kastler (1964) and Haag (1992)).

The space Y is equipped with a natural symplectic, resp. charged symplec-
tic dynamics. If the external potential and the mass do not depend on time,
this dynamics is generated by a time-independent classical Hamiltonian. If
this Hamiltonian is positive, we can apply the positive energy quantization, as
described in Subsects. 18.1.1, resp. 18.2.1. We obtain a one-particle Hilbert space
Z and a positive Hamiltonian implementing the dynamics acting on the bosonic
Fock space Γs(Z).

The discussion of the quantization of the Klein–Gordon equation with an
external potential and a variable mass gives a good illustration of the difference
between the dual phase space Y and the one-particle space Z. This difference
is visible in particular in our discussion of the Poincaré covariance. In partic-
ular, we will describe the charge, parity and time reversal covariance on the
level of the classical equation, its algebraic quantization and its Hilbert space
quantization.

19.2.1 Klein–Gordon operator

Definition 19.10 Let m2 ∈ R. The Klein–Gordon operator with squared mass
m2 is the operator on R1,d given by

�(m2) := −∂μ∂μ + m2 . (19.6)

Definition 19.11 Let

R1,d � x �→ m2(x) ∈ R,

R1,d � x �→ A(x) =
(
Aμ(x)

) ∈ R1,d

be smooth functions. The Klein–Gordon operator with squared mass m2 and
external potential A is defined as

�(m2 , A) := −(∂μ + iAμ(x)
)(

∂μ + iAμ(x)
)

+ m2(x). (19.7)

Note that in the real case the external potential has to be zero, because of the
imaginary unit in front of it. In what follows, for definiteness, we will consider
mostly the complex-valued case.
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518 Quantum fields on space-time

19.2.2 Lagrangian of the Klein–Gordon equation

In our presentation we avoid using the Lagrangian formalism. Nevertheless, it is
worth mentioning that (19.5) can be obtained as the Euler–Lagrange equations
of a variational problem. The Lagrangian can be taken as

L(ζ, ∂ζ) = −1
2
∂μζ∂μζ − 1

2
m2ζ2 , in the real case,

L(ζ, ζ, ∂ζ, ∂ζ) = −(∂μ + iAμ)ζ(∂μ + iAμ)ζ −m2ζζ, in the complex case.

In the real case the Euler–Lagrange equations

∂ζ L− ∂μ
∂L

∂(∂μζ)
= 0 (19.8)

yield �(m2 , 0)ζ = 0. (Recall that in the real case we do not consider the external
potential.)

In the complex case we have two sets of Euler–Lagrange equations. (19.8)
yields �(m2 , A)ζ = 0. It should be supplemented by

∂ζ L− ∂μ
∂L

∂(∂μζ)
= 0, (19.9)

which yields �(m2 ,−A)ζ(x) = 0.

19.2.3 Green’s functions

The following theorem describes advanced and retarded Green’s functions of the
inhomogeneous Klein–Gordon equation.

Theorem 19.12 Write � = �(m2 , A). For any f ∈ C∞
c (R1,d) there exist unique

functions ζ± ∈ C∞
±sc(R1,d), solutions of

�ζ± = f.

Moreover,

ζ±(x) = (G±f)(x) =
ˆ

R1 , d

G±(x, y)f(y)dy,

where G± = G±(m2 , A) ∈ D′(R1,d × R1,d) satisfy

�G± = G±� = 1l,

suppG± ⊂ {(x, y) : x ∈ J±(y)
}
,

G±(x, y) = G∓(y, x).

The proof of Thm. 19.12 can be found e.g. in Bär–Ginoux–Pfäffle (2007).

Definition 19.13 G± is called the retarded, resp. advanced Green’s function.

Note that by duality G± can be applied to distributions of compact support.
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19.2 Quantization of the Klein–Gordon equation 519

Definition 19.14 The Pauli–Jordan or commutator function is defined as

G(x, y) := G+(x, y)−G−(x, y).

Note that

�G = G� = 0,

suppG ⊂ {(x, y) : x ∈ J(y)
}
,

G(x, y) = −G(y, x).

19.2.4 Cauchy problem

Let us introduce a non-covariant notation. We will write t for x0 and x for
(x1 , . . . , xd). The dot will denote the derivative w.r.t. t. We will also write V for
A0 and A for (A1 , . . . , Ad). Thus, the free Klein–Gordon operator becomes

�(m2) = ∂2
t −Δx + m2 , (19.10)

and the Klein–Gordon operator with an external potential and a variable squared
mass becomes

�(m2 , V,A) =
(
∂t − iV (t, x)

)2 − d∑
i=1

(
∂xi + iAi(t, x)

)2 + m2(t, x). (19.11)

The Pauli–Jordan function G can be used to describe the solution of the
Cauchy problem of the Klein–Gordon equation.

Theorem 19.15 Let ϑ, ς ∈ C∞
c (Rd). Then there exists a unique ζ ∈ C∞

sc (R1,d)
that solves

�(m,V,A)ζ = 0 (19.12)

with initial conditions

ζ(0, x) = ς(x), ζ̇(0, x) = ϑ(x)− iV (0, x)ς(x).

It satisfies supp ζ ⊂ J(supp ς ∪ suppϑ) and is given by

ζ(t, x) = −
ˆ

Rd

(
∂sG(t, x; 0, y)− iG(t, x; 0, y)V (0, y)

)
ς(y)dy

+
ˆ

Rd

G(t, x; 0, y)ϑ(y)dy.

19.2.5 Symplectic form on the space of solutions

Definition 19.16 Let Y(m2 , A) (also denoted for brevity Y) be the space
of smooth space-compact solutions of the Klein–Gordon equation, that is, ζ ∈
C∞

sc (R1,d) satisfying (19.5).
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520 Quantum fields on space-time

Definition 19.17 Let ζ1 , ζ2 ∈ C∞(X ). We define

jμ(ζ1 , ζ2 , x) := ∂μζ1(x)ζ2(x)− ζ1(x)∂μζ2(x)− 2iAμ(x)ζ1(x)ζ2(x).

(In the real case the definition is the same except that we do not need the
complex conjugation and the term involving the potential is absent.) We easily
check that

∂μjμ(x) = −�ζ1(x)ζ2(x) + ζ1(x)�ζ2(x),

where � = �(m2 , A). Therefore, if ζ1 , ζ2 ∈ Y(m2 , A), then

∂μjμ(x) = 0,

and in such a case the flux of jμ across a space-like subspace S of co-dimension
1 does not depend on its choice.

If the space-like hyper-subspace S is given by the parametrization

S = {(a + b · x, x) : x ∈ Rd}, (19.13)

for some a ∈ R and b ∈ Rd with |b| < 1, then the flux of jμ across S

ζ1 ·ωζ2 =
ˆ

Rd

(1− |b|2) (j0 − b · j) (ζ1 , ζ2 , a + b · x, x)dx

defines a (charged) symplectic form on Y(m2 , A).
Note that the (charged) symplectic form ω is defined covariantly under the

group AO↑(R1,d) (it does not depend on the choice of coordinates that preserves
the time direction). This is true even if A and m2 are variable. Under the change
of coordinates in AO↓(R1,d) the (charged) symplectic form changes its sign.

For ζ1 , ζ2 ∈ Y(m2 , V,A), the (charged) symplectic form is

ζ1 ·ωζ2 =
ˆ

Rd

(
ζ̇1(0, x)ζ2(0, x)− ζ1(0, x)ζ̇2(0, x)− 2iV (0, x)ζ1(0, x)ζ2(0, x)

)
dx

=
ˆ

Rd

(
ϑ1(x)ς2(x)− ς1(x)ϑ2(x)

)
dx. (19.14)

19.2.6 Solutions parametrized by test functions

The Pauli–Jordan function G can be used to construct solutions of the Klein–
Gordon equation, which are especially useful in the axiomatic formulation of
quantum field theory.

Theorem 19.18 (1) For any f ∈ C∞
c (R1,d), Gf ∈ Y.

(2) Every element of Y is of this form.
(3) Gf1 ·ωGf2 =

´
f1(x)G(x, y)f2(y)dxdy.

For an open set O ⊂ R1,d we set

Y(O) = Y(O,m2 , A) :=
{
Gf : f ∈ C∞

c (O)
}
.
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19.2 Quantization of the Klein–Gordon equation 521

Theorem 19.19 (1) Y = Y(R1,d).
(2) O1 ⊂ O2 implies Y(O1) ⊂ Y(O2).
(3) If O1 and O2 are causally separated and ζi ∈ Y(Oi), i = 1, 2, then

ζ1 ·ωζ2 = 0.

19.2.7 Algebraic quantization

In the neutral case, starting from symplectic space (Y, ω), we define the C∗-
algebra

A = A(m2 , A) := CCRWeyl (Y) .

More generally, we have a similar definition for any open set O ⊂ R1,d :

A(O) = A(O,m2 , A) := CCRWeyl (Y(O)) .

In the charged case, we replace the algebra CCRWeyl with CCRreg
gi , as explained

in Subsect. 18.2.1.

Theorem 19.20 (1) A = A(R1,d).
(2) O1 ⊂ O2 implies A(O1) ⊂ A(O2).
(3) If O1 and O2 are causally separated, and Bi ∈ A(Oi), then

B1B2 = B2B1 .

19.2.8 Fock quantization

Assume that A and m2 do not depend on t. For ζ ∈ Y(m2 , A), set

rtζ(s, x) := ζ(s− t, x).

Clearly,

rt : Y(m2 , A) → Y(m2 , A),

r̂t : A(m2 , A) → A(m2 , A)

are one-parameter groups. (Recall that r̂t denotes the Bogoliubov automorphism
associated with rt .)

Assume in addition that m2(x) ≥ 0. The Klein–Gordon equation is then a
special case of what we called the abstract Klein–Gordon equation in an external
potential considered in Subsect. 18.3.6 with

ε =
(
−

d∑
i=1

(
∂xi + iAi(x)

)2 + m2(x)
) 1

2
.

Assuming that V 2(x) < ε2 , we can apply the formalism of the positive energy
quantization to the space Y(m2 , A), described in Subsect. 18.3.6. If A(x) ≡ 0, we
can apply Subsect. 18.3.2 in the neutral case or Subsect. 18.3.5 in the charged
case.

https://www.cambridge.org/core/terms. https://www.cambridge.org/core/product/3F2652F5759A09E8165EE08E3F91CC35
Downloaded from https://www.cambridge.org/core. IP address: 18.191.223.123, on 21 Jul 2024 at 04:58:56, subject to the Cambridge Core terms of use, available at

https://www.cambridge.org/core/terms
https://www.cambridge.org/core/product/3F2652F5759A09E8165EE08E3F91CC35
https://www.cambridge.org/core


522 Quantum fields on space-time

First we obtain the one-particle Hilbert space Z(m2 , A) together with a self-
adjoint operator h. Then we obtain a (neutral or charged) CCR representation
over Y(m2 , A) in Γs(Z(m2 , A)). We also obtain a positive Hamiltonian H =
dΓ(h) that acts on Γs(Z(m2 , A)), so that

r̂t(B) = eitH Be−itH , B ∈ A.

19.2.9 Charge symmetry and charge reversal

Let us consider the complex case. We then have the action of the U(1) group
on each Y(O,m2 , A), and hence the corresponding group of automorphisms
{êiθ}θ∈U (1) on each A(O,m2 , A).

We also have the charge reversal operator χ, defined as χζ = ζ. Clearly, we
obtain the isomorphisms

χ : Y(O,m2 , A) → Y(O,m2 ,−A),

χ̂ : A(O,m2 , A) → A(O,m2 ,−A).

If m2 , A do not depend on time, then we obtain the unitary operator
χZ : Z(m2 , A) → Z(m2 ,−A) such that

χ̂(B) = Γ(χZ)BΓ(χZ)−1 , B ∈ A.

19.2.10 Covariance under the Poincaré group

An element Λ = (a, L) ∈ AO(R1,d) acts on R1,d by Λx = Lx + a. It also acts on
ζ ∈ C∞(R1,d) by

uΛζ(x) := ζ(Λ−1x),

or uΛζ = ζ ◦ Λ−1 , and on A ∈ C∞(R1,d , R1,d) by

uΛA(x) = LA(Λ−1x),

or uΛA = LA ◦ Λ−1 . Clearly, uΛ preserves C∞
sc (R1,d). We obtain the isomor-

phisms

uΛ : Y(O,m2 , A) → Y(ΛO, uΛm2 , uΛA). (19.15)

(19.15) preserves the (charged) symplectic form ω for Λ ∈ AO↑(R1,d) and changes
its sign for Λ ∈ AO↓(R1,d).

Actually, the standard choice for the action of the Poincaré group is

wΛ :=

{
uΛ , for orthochronous Λ,

χuΛ , for anti-orthochronous Λ.
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We have

wΛ : Y(O,m2 , A) → Y(ΛO, uΛm2 , ρΛuΛA), (19.16)

ŵΛ : A(O,m2 , A) → A(ΛO, uΛm2 , ρΛuΛA), (19.17)

where we recall that ρΛ denotes the temporal parity of Λ. Equations (19.16) and
(19.17) are linear for Λ orthochronous, and anti-linear otherwise.

Assume now that m2(x) and A(x) do not depend on time. Consider an element
of the Poincaré group Λ = (a, L) such that wΛm2 and wΛA do not depend on
time as well. In particular, this is the case when Λ or TΛ belongs to R1,d � O(Rd),
where T denotes the time reversal. Under this assumption, we can introduce

wΛ ,Z : Z(m2 , V,A) → Z(m2 ◦ Λ−1 , V ◦ Λ−1 , LA ◦ Λ−1),

so that the automorphism ŵΛ is implemented by a unitary or anti-unitary oper-
ator:

ŵΛ(B) = Γ(wΛ ,Z)BΓ(wΛ ,Z)−1 , B ∈ A.

If V = 0, A = 0, then the whole group AO↑(R1,d) acts by unitary transforma-
tions on the quantum level, and AO↓(R1,d) acts by anti-unitary transformations.
Thus we obtain the action of the whole Poincaré group. In the complex case it
should be supplemented by the action of the charge symmetry and the charge
reversal.

19.2.11 Parity reversal

An important special element of the Poincaré group is the parity reversal. It is
defined as P = diag(1,−1, . . . ,−1). For π := wP we have

π : Y(O,m2 , V,A) → Y(PO,m2 ◦ P, V ◦ P,−A ◦ P),

π̂ : A(O,m2 , V,A) → A(PO,m2 ◦ P, V ◦ P,−A ◦ P).

If in addition m2 , A do not depend on time, then we have the unitary operator

πZ : Z(m2 , V,A) → Z(m2 ◦ P, V ◦ P,−A ◦ P)

such that

π̂(B) = Γ(πZ)BΓ(πZ)−1 , B ∈ A.

19.2.12 Time reversal

Let T = diag(−1, 1, . . . , 1) be the time reversal as an element of the Poincaré
group. The standard choice for the time reversal (Wigner’s time reversal) is
τ := wT = χuT. We have

τ : Y(O,m2 , V,A) → Y(TO,m2 ◦ T, V ◦ T,−A ◦ T),

τ̂ : A(O,m2 , V,A) → A(TO,m2 ◦ T, V ◦ T,−A ◦ T).
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524 Quantum fields on space-time

If in addition m2 , A do not depend on time, then we obtain the anti-unitary
operator

τZ : Z(m2 , V,A) → Z(m2 , V,−A)

such that

τ̂(B) = Γ(τZ)BΓ(τZ)−1 , B ∈ A.

19.2.13 Klein–Gordon equation in the momentum representation

In this subsection we assume that A = (V,A) = 0 (the external potential van-
ishes).

We denote by ξ = (τ, k) ∈ R1,d the variables dual to (t, x) ∈ R1,d , paired by
the Lorentz metric:

〈ξ|x〉 = −τ · t + k · x.

If ς ∈ S(Rd), ς̂ will denote the usual unitary Fourier transform of ς, and if f ∈
S(R1+d), we set

f̂(ξ) = (2π)−
1
2 (1+d)

ˆ
e−i〈ξ |x〉f(x)dx.

Note that

ûΛζ(ξ) = e−i〈a|ξ〉ζ̂(L−1ξ), Λ = (a, L). (19.18)

Definition 19.21 Define the mass hyperboloid

Cm :=
{
ξ ∈ R1,d : 〈ξ|ξ〉+ m2 = 0

}
,

which splits into the two connected components C±
m = Cm ∩ {±τ > 0}.

Note that

δ
(〈ξ|ξ〉+ m2) (19.19)

is a measure supported on Cm invariant w.r.t. O(R1,d). (We refer to Subsect.
4.1.2 for the notation used in (19.19).)

Set ε(k) := (k2 + m2)
1
2 . (19.19) has a decomposition

δ
(〈ξ|ξ〉+ m2) =

δ
(
τ − ε(k)

)
2ε(k)

+
δ
(
τ + ε(k)

)
2ε(k)

into the sum of measures supported on C+
m and C−

m , invariant w.r.t. O↑(R1,d).
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19.3 Quantization of the Dirac equation 525

Proposition 19.22 Let ζ be the solution of (19.4) with initial data (ς, ϑ) at
t = 0, that is,

�ζ = 0,

ζ(0, x) = ς(x), ζ̇(0, x) = ϑ(x).

Define a function f on Cm by

f(τ, k) = ε(k)ς̂(k) + i sgn(τ)ϑ̂(k), (τ, k) ∈ Cm .

Then,

ζ̂(ξ) = (2π)
1
2 f(ξ)δ

(〈ξ|ξ〉+ m2), (19.20)

ζ1 ·ωζ2 =
1
2π

Im
ˆ

f2(ξ) sgn(τ)f1(ξ)δ
(〈ξ|ξ〉+ m2)dξ, (19.21)

ĵζ(ξ) = −i sgn(τ)ζ̂(ξ).

Proof Using (18.26), we get that

ζ̂(τ, k)

= 2−1(2π)
1
2

((
δ(τ − ε(k)

)(
ς̂(k) + i

ϑ̂(k)
ε(k)

)
+ δ
(
τ + ε(k)

)(
ς̂(k)− i

ϑ̂(k)
ε(k)

))
= (2π)

1
2

(
i sgn(τ)ϑ̂(k) + ε(k)ς̂(k)

)
δ
(〈ξ|ξ〉+ m2),

which yields (19.20). To see (19.21) we use the expression of ω in terms of the
Cauchy data given in Subsect. 18.3.5 and

ς̂(k) =
1

2ε(k)
(
f(ε(k), k) + f(−ε(k), k)

)
,

ϑ̂(k) =
1
2i
(
f(ε(k), k)− f(−ε(k), k)

)
.

�

Using that δ
(〈ξ|ξ〉+ m2

)
is invariant under the Lorentz group, we see that the

action of the Poincaré group becomes

wΛf(ξ) =

{
e−i〈a|ξ〉f(L−1ξ), (a, L) ∈ AO↑(R1,d),

e−i〈a|ξ〉f(−L−1ξ), (a, L) ∈ AO↓(R1,d).

This is another way to see that wΛ is symplectic and commutes with j, resp.
anti-symplectic and anti-commutes with j, for all Λ ∈ AO↑(R1,d), resp. Λ ∈
AO↓(R1,d). Therefore, all elements of AO↑(R1,d), resp. AO↓(R1,d) can be imple-
mented by the unitaries, resp. anti-unitaries Γ(wΛ) in the Fock representation.

19.3 Quantization of the Dirac equation

The homogeneous Dirac equation has the form

(γμ∂μ −m)ζ(x) = 0. (19.22)
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526 Quantum fields on space-time

Here, R1,d � x �→ ζ(x) is a function on the Minkowski space with values in
Dirac spinors and γμ are the Dirac matrices. Equation (19.22) is invariant w.r.t.
APin(R1,d), the covering of the Poincaré group.

Besides (19.22) we will consider the Dirac equation with an external potential
and a variable mass, (

γμ(∂μ + iAμ(x))−m(x)
)
ζ(x) = 0. (19.23)

It is covariant w.r.t. the group APin(R1,d).
The Dirac equation has a number of similarities with the Klein–Gordon equa-

tion. First of all, solutions of (19.23) do not propagate faster than the speed of
light. Secondly, on the space of space-compact solutions of (19.23), denoted by
Y, there exists a locally defined sesquilinear form. Recall that in the case of the
Klein–Gordon equation this form was symplectic or charged symplectic. In the
case of the Dirac equation, this form is a positive definite scalar product given by
a local expression. As a consequence, two solutions of (19.23) with the Cauchy
data supported in disjoint regions are orthogonal.

In the case of a positive definite scalar product, it is natural to use the fermionic
quantization. Thus, let us associate with Y the corresponding CAR algebra.
It will satisfy the fermionic version of the Einstein causality. This means that
fields associated with the Cauchy data with disjoint supports will anti-commute.
Consequently, even observables associated with data with disjoint supports will
commute.

The space Y has a natural unitary dynamics. If the external potential and the
mass do not depend on time, this dynamics has a time invariant generator. If
the dynamics is non-degenerate, we can apply the positive energy quantization,
as described in Subsect. 18.2.2. We obtain a one-particle Hilbert space Z and a
positive Hamiltonian implementing the dynamics acting on the fermionic Fock
space Γa(Z).

The discussion of the Poincaré invariance and covariance of the Dirac equation,
which we give at the end of this section, is more complicated than in the case of
the Klein–Gordon equation. In particular, to discuss the charge and time reversal
we need some properties of Clifford algebras obtained in Subsect. 15.3.2.

19.3.1 Dirac operator

Let (V, β) be a finite-dimensional pseudo-unitary space. Let

R1,d � y �→ γ(y) ∈ L(V)

be a positive energy representation of Cliff(R1,d). We fix a future oriented unit
vector e in R1,d . Without loss of generality we may assume that e = e0 , where
e0 , . . . , ed is the canonical basis of R1,d . We set γμ = γ(eμ), μ = 0, . . . , d, and
equip V with the scalar product

v1 · v2 := iv1 · βγ0v2 .
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19.3 Quantization of the Dirac equation 527

Using this scalar product, we can identify the Hermitian form β with iγ0 . There-
fore in the rest of this section, β will denote the operator iγ0 . The adjoint of A

w.r.t. the above scalar product will be denoted as usual by A∗.
As seen in Subsect. 19.1.4, we have

(γ0)2 = −1l, (γi)2 = 1l, i = 1, . . . , d;

γμγν + γν γμ = 0, 0 ≤ μ < ν ≤ d;

(γ0)∗ = −γ0 , (γi)∗ = γi, i = 1, . . . , d.

Definition 19.23 Let m ∈ R. The Dirac operator of mass m is the operator on
C∞(R1,d ,V) given by

D(m) := γμ∂μ −m.

Definition 19.24 Let

R1,d � x �→ m(x) ∈ R,

R1,d � x �→ A(x) =
(
Aμ(x)

) ∈ R1,d

be smooth functions. The Dirac operator with mass m and external potential A

is defined as

D(m,A) := γμ
(
∂μ + iAμ(x)

)−m(x).

19.3.2 Lagrangian of the Dirac equation

The Dirac equation D(m,A)ζ = 0 can be obtained as the Euler–Lagrange equa-
tion of the following Lagrangian:

L1(ζ, ζ, ∂ζ, ∂ζ) := ζ · β(γμ(∂μ + iAμ)−m
)
ζ. (19.24)

It is also the Euler–Lagrange equation of the following more symmetric
Lagrangian:

L(ζ, ζ, ∂ζ, ∂ζ)

:=
1
2
(ζ · βγμ∂μζ − γμ∂μζ · βζ) + iζ · βγμAμζ −mζ · βζ. (19.25)

It is easy to see that (19.24) and (19.25) differ by a full derivative.

Remark 19.25 In our notation ζ will always denote the complex conjugate of
ζ (to be consistent with the usage of ζ elsewhere in our work and in most of the
literature). In a large part of the physics literature, in the context of the Dirac
equation, ζ has a special meaning: in our notation it means βζ.

19.3.3 Green’s functions

Note the identity

− D(−m,A)D(m,A) = −(∂μ + iAμ(x)
)(

∂μ + iAμ(x)
)

+γμν Fμν (x) + γμGμ(x) + m(x)2 , (19.26)
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528 Quantum fields on space-time

where

γμν :=
1
2i

[γμ , γν ],

Fμν (x) := ∂μAν (x)− ∂ν Aμ(x),

Gμ(x) := ∂μm(x).

(19.26) is a Klein–Gordon operator with a matrix-valued mass. It has a Green’s
function, which can be used to express the Green’s function of D(m,A). In fact,
let G±(x, y) be the retarded, resp. advanced Green’s function of (19.26).

Definition 19.26 S±(x, y) := −D(−m,A)G±(x, y) is called the retarded, resp.
advanced Green’s function of the Dirac equation.

Theorem 19.27 Write D for D(m,A). For any f ∈ C∞
c (R1,d ,V) there exist

unique functions ζ± ∈ C∞
±sc(R1,d ,V) that solve

Dζ± = f. (19.27)

Moreover,

ζ±(x) = (S±f)(x) =
ˆ

R1 , d

S±(x, y)f(y)dy,

where S± is a distribution in D′(R1,d × R1,d , L(V)
)
, which satisfies

DS± = S±D = 1l,

suppS± ⊂ {(x, y) : x ∈ J±(y)
}
,

S±(x, y)∗ = S∓(y, x).

Definition 19.28 We set S(x, y) = S+(x, y)− S−(x, y).

We have

DS = 0,

suppS ⊂ {(x, y) : x ∈ J(y)
}
,

S(x, y)∗ = −S(y, x).

19.3.4 Cauchy problem

We will use the non-covariant notation introduced in Subsect. 19.2.4. We also
set αi := −γ0γi , i = 1, . . . , d, obtaining a representation of CAR β, α1 , . . . , αd ,
that is,

β2 = 1l, (αi)2 = 1l, i = 1, . . . , d;

βαi + αiβ = 0, αiαj + αjαi = 0, 1 ≤ i < j ≤ d;

β∗ = β, α∗
i = αi, i = 1, . . . , d.
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19.3 Quantization of the Dirac equation 529

We can rewrite the Dirac equation in the Hamiltonian form

∂tϑt = ib(t)ϑt, (19.28)

b(t) := −αi
(
Di −Ai(t, x)

)
+ V (t, x) + m(t, x)β,

where ϑt(x) = ζ(t, x).

Theorem 19.29 Let ϑ ∈ C∞
c (Rd ,V). Then there exists a unique ζ ∈

C∞
sc (R1,d ,V) that solves {

D(m,A)ζ(x) = 0,
ζ(0, x) = ϑ(x).

It satisfies suppζ ⊂ J(suppϑ) and is given by

ζ(t, x) = −
ˆ

Rd

S(t, x; 0, y)γ0ϑ(y)dy.

Moreover, S(t, x; 0, y)γ0 is the integral kernel of the operator

Texp
(

i
ˆ t

0
b(s)ds

)
.

19.3.5 Scalar product in the space of solutions

Definition 19.30 Let Y(m,A) be the space of smooth space-compact solutions
of the Dirac equation, that is, ζ ∈ C∞

sc (R1,d ,V) satisfying (19.23).

Definition 19.31 Let ζ1 , ζ2 ∈ C∞(R1,d ,V). Set

jμ(ζ1 , ζ2 , x) := iζ1(x) · βγμζ2(x).

We easily check that

∂μjμ(x) = iDζ1(x) · βζ2(x) + iζ1(x) · βDζ2(x),

where D = D(m,A). Therefore, if ζ1 , ζ2 ∈ Y(m,A), then

∂μjμ(x) = 0,

and in such a case the flux of jμ across a space-like hyper-subspace does not
depend on its choice. This choice defines a scalar product on Y(m,A). For
instance, if we consider the hyper-subspace (19.13), then we obtain the following
expression for this scalar product:

ζ1 · ζ2 =
ˆ

Rd

(1− |b|2) (j0 − b · j) (ζ1 , ζ2 , a + b · x, x)dx.

In terms of the Cauchy data we have

ζ1 · ζ2 =
ˆ

Rd

ζ1(0, x) · ζ2(0, x)dx.
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530 Quantum fields on space-time

19.3.6 Solutions parametrized by test functions

Similarly as in the case of the Klein–Gordon equation, solutions of the Dirac
equation can be parametrized by space-time functions:

Theorem 19.32 (1) For any f ∈ C∞
c (R1,d ,V), Sf ∈ Y.

(2) Every element of Y is of this form.
(3) Sf1 · Sf2 = i

´
R1 , d

´
R1 , d f1(x)βS(x, y)f2(y)dxdy.

For an open set O ⊂ R1,d we put

Y(O) = Y(O,m,A) :=
{
Sf : f ∈ C∞

c (O,V)
}
.

Theorem 19.33 (1) Y = Y(R1,d).
(2) O1 ⊂ O2 implies Y(O1) ⊂ Y(O2).
(3) If O1 and O2 are causally separated and ζi ∈ Y(Oi), i = 1, 2, then

ζ1 · ζ2 = 0.

19.3.7 Algebraic quantization

Let

ζ1 ·νζ2 :=
1
2
Re ζ1 · ζ2 , ζ1 , ζ2 ∈ Y.

As explained in Subsect. 18.2.2, the Euclidean space (YR, ν) is used to define the
field algebra of the fermionic system, the C∗-algebra

A = A(m,A) := CARC ∗
(YR) .

More generally, we have a similar definition for any open set O ⊂ R1,d :

A(O) = A(O,m,A) := CARC ∗
(Y(O)R) .

As explained in Subsect. 18.2.2, for the observable algebra we take CARC ∗
gi (Y).

Theorem 19.34 (1) A = A(R1,d).
(2) O1 ⊂ O2 implies A(O1) ⊂ A(O2).
(3) If O1 and O2 are causally separated, and Bi ∈ A(Oi) are elements of pure

parity, then

B1B2 = (−1)|B1 ||B2 |B2B1 .

19.3.8 Fock quantization

Assume that A and m do not depend on t. For ζ ∈ Y(m,A), set

rtζ(s, x) := ζ(s− t, x).
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19.3 Quantization of the Dirac equation 531

Clearly,

rt : Y(m,A) → Y(m,A),

r̂t : A(m,A) → A(m,A)

are one-parameter groups.
Write the Dirac equation in the Hamiltonian form (19.28), where now b does

not depend on time. If Ker b = {0}, we can apply the formalism of the positive
energy quantization to the space Y(m,A), described in Subsect. 18.1.2 in the
neutral case and in Subsect. 18.2.2 in the charged case. This construction leads
to the Kähler anti-involution j, the one-particle space Z(m,A) and the positive
one-particle Hamiltonian h on Z(m,A). We obtain a representation of A(m,A)
on Γa

(Z(m,A)
)

such that the dynamics r̂t is implemented by the Hamiltonian
H := dΓ(h):

r̂t(B) = eitH Be−itH , B ∈ A(m,A).

19.3.9 Charge symmetry

We have the action of the U(1) group

eiθ : Y(O,m,A) → Y(O,m,A),

êiθ : A(O,m,A) → A(O,m,A).

If m, A do not depend on time, then we can define the charge operator Q :=
dΓ(qZ), and we have

êiθ (B) = eiθQBe−iθQ , B ∈ A(m,A).

19.3.10 Charge reversal

Recall that in Subsect. 15.3.2 we studied the existence of charge reversal in the
context of Clifford relations. They are anti-linear operators on V, denoted χ+ or
χ−, defined by the following conditions:

(1) χ+ is called a real charge reversal if

χ+γ(y)χ−1
+ = γ(y), χ2

+ = 1l;

(2) χ+ is called a quaternionic charge reversal if

χ+γ(y)χ−1
+ = γ(y), χ2

+ = −1l;

(3) χ− is called a pseudo-real charge reversal if

χ−γ(y)χ−1
− = −γ(y), χ2

− = 1l;
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532 Quantum fields on space-time

(4) χ− is called a pseudo-quaternionic charge reversal if

χ−γ(y)χ−1
− = −γ(y), χ2

− = −1l.

χ± can be lifted in an obvious way to the dual phase space Y, and then to the
algebra A. We obtain the operators

χ± : Y(O,m,A) → Y(O,±m,−A), (19.29)

χ̂± : A(O,m,A) → A(O,±m,−A). (19.30)

Note that (19.29) is anti-unitary and (19.30) is a (linear) ∗-homomorphism.
Recall from Subsect. 15.3.2 that in the case of an irreducible representation of

Clifford relations, the existence and properties of χ± can be summarized with
the following table:

Table 19.1

d(mod 8) χ2
+ χ2

−

0 — 1l
1 1l 1l
2 1l —
3 1l −1l
4 — −1l
5 −1l −1l
6 −1l —
7 −1l 1l

If m,A do not depend on time, then we can introduce the unitary operator

χ±,Z : Z(m,A) → Z(±m,−A)

such that

χ̂±(B) = Γ(χ±,Z)BΓ(χ±,Z)−1 , B ∈ A(m,A).

19.3.11 Inversion of the sign in front of the mass

Suppose that η is a unitary operator on V such that ηγμ = −γμη. In the case of
an irreducible representation, such an operator exists only if d is odd. It is then
proportional to ω, whose definition (15.10) we recall:

ω := γ0γ1 · · · γd.

If d is even, such operators exist only in reducible representations. Note that

η : Y(O,m,A) → Y(O,−m,A),

η̂ : A(O,m,A) → A(O,−m,A).
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19.3 Quantization of the Dirac equation 533

If m,A do not depend on time, we can introduce the unitary operator

ηZ : Z(m,A) → Z(−m,A)

such that

η̂(B) = Γ(ηZ)BΓ(ηZ)−1 , B ∈ A(m,A).

19.3.12 Covariance under the Poincaré group

Recall that in the case of spinors the role of the Poincaré group is played by its
double cover, APin(R1,d). We first describe its representations on spinor-valued
functions that may seem the most natural from the mathematical point of view.
It is not, however, the standard choice in quantum field theory. Then we describe
another representation, which is preferred in standard textbooks.

Recall that in Subsect. 19.2.10 for Λ = (a, L) ∈ AO(R1,d) we defined an oper-
ator uΛ acting on C∞(R1,d). Let us define the analog of uΛ for spinor-valued
functions.

The group Pin(R1,d) will be treated as a subgroup of L(V) by the Pin rep-
resentation. Let Λ̃ = (a, L̃) ∈ APin(R1,d). Let Λ = (a, L) be the corresponding
element of the Poincaré group AO(R1,d). Λ̃ acts on ζ ∈ C∞(R1,d ,V) by

uΛ̃ζ(x) := L̃ζ(Λ−1x),

or uΛ̃ζ = L̃ζ ◦ Λ−1 . We obtain the unitary map

uΛ̃ : Y(O,m,A) → Y(ΛO,det LuΛm,uΛA). (19.31)

Actually, the standard choice for the action of the Poincaré group is different.
It involves additionally the charge reversal operator χ+ and the operator η that
inverts the sign of the mass. We set

wΛ̃ :=

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
uΛ̃ , for even orthochronous Λ,

ηuΛ̃ , for odd orthochronous Λ,

χ+uΛ̃ , for even anti-orthochronous Λ,

ηχ+uΛ̃ , for odd anti-orthochronous Λ.

We obtain the transformations

wΛ̃ : Y(O,m,A) → Y(ΛO, uΛm, ρΛuΛA), (19.32)

ŵΛ̃ : A(O,m,A) → A(ΛO, uΛm, ρΛuΛA). (19.33)
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534 Quantum fields on space-time

(Recall that ρΛ denotes the temporal parity of Λ.) (19.32) is unitary and (19.33) is
a linear ∗-homomorphism for orthochronous Λ. (19.32) is anti-unitary and (19.33)
is an anti-linear ∗-homomorphism for anti-orthochronous Λ. In irreducible repre-
sentations the operator χ+ exists only if d �= 0 (mod 4), and the operator η exists
only if d is odd (one can then choose η = ω). Thus in irreducible representations
the definition of wΛ̃ is possible if d ≡ 1, 3 (mod 4), which includes the physical
case d = 3.

Assume now that m(x) and A(x) do not depend on time, so that one can con-
sider the Fock quantization. Consider an element Λ = (a, L) such that uΛm and
uΛA do not depend on time as well. As before, this is the case if Λ or TΛ belong to
R1,d � O(Rd). Note that O±(Rd) ⊂ O↑

±(R1,d) and TO±(Rd) ⊂ O↓
∓(R1,d), where

T is the time reversal. From this we deduce the existence of operators

wΛ ,Z : Z(m,V,A) → Z(m ◦ Λ−1 , V ◦ Λ−1 , ρΛLA ◦ Λ−1)

satisfying

ŵΛ(A) = Γ(wΛ ,Z)AΓ(wΛ ,Z)−1 .

The operator wΛ ,Z is unitary for orthochronous Λ; otherwise it is anti-unitary.

19.3.13 Parity reversal

Consider the parity reversal operator P := diag(1,−1, . . . ,−1). This operator is
even if d is even and odd if d is odd. Let P̃ be an element of Pin(R1,d) or
Pin(Rd,1) covering P (which equals ±γ1 · · · γd).

The standard operator implementing the parity reversal (which works in any
dimension) is π := wP̃ = ηuP̃ . We have

π : Y(O,m, V,A) → Y(PO,m ◦ P, V ◦ P,−A ◦ P),

π̂ : A(O,m, V,A) → A(PO,m ◦ P, V ◦ P,−A ◦ P).

Therefore, if V ◦ P = V , A ◦ P = −A and m ◦ P = m, then the system is invari-
ant w.r.t. π. Note that π2 = −1l.

If m,A do not depend on time, then we can introduce the unitary operator

πZ : Z(m,V,A) → Z(m ◦ P, V ◦ P,−A ◦ P)

such that

π̂(B) = Γ(πZ)BΓ(πZ)−1 , B ∈ A(m,A).

19.3.14 Time reversal

Recall that T := diag(−1, 1, . . . , 1) denotes the time reversal operator. It is an
odd anti-orthochronous operator. Let T̃ be an element of L̃ covering T (which
equals ±γ0).
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19.3 Quantization of the Dirac equation 535

The operator uT is the so-called Racah time reversal (see Subsect. 18.2.4).
The Wigner time reversal, which is the standard choice, is τ := w̃T = ηχ+ ũT .
We have

τ : Y(O,m, V,A) → Y(TO,m ◦ T, V ◦ T,−A ◦ T), (19.34)

τ̂ : A(O,m, V,A) → A(TO,m ◦ T, V ◦ T,−A ◦ T). (19.35)

(19.34) is anti-unitary and (19.35) is an anti-linear ∗-homomorphism.
If m,A do not depend on time, then we can introduce the anti-unitary operator

τZ : Z(m,V,A) → Z(m,V,−A)

such that

τ̂(B) = Γ(τZ)BΓ(τZ)−1 , B ∈ A(m,V,A).

Note the identity

πχ+τ = ±uPT .

We thus obtain the unitary operator

±uPT : Y(m,A) → Y(m ◦ PT,−A ◦ PT),

which is an important ingredient of the famous PCT theorem.

19.3.15 Dirac equation in the momentum representation

Let us assume that m is constant and A = 0. The Dirac equation can be written
as

(γμ∂μ −m)ζ = 0. (19.36)

If ζ is a solution, then

(−� + m2)ζ = 0.

Therefore,

ζ̂(τ, k) = (2π)
1
2

(
f+(k)

δ
(
τ − ε(k)

)
2ε(k)

+ f−(k)
δ
(
τ + ε(k)

)
2ε(k)

)
defines invariantly the functions f∓ on the lower and upper hyperboloid of mass
m.

If we introduce ϑt(x) = ζ(t, x), then (19.36) can be rewritten in the Hamilto-
nian form

∂tϑt = ibϑt , for b := −α ·D + βm. (19.37)

b is self-adjoint on L2(Rd ,V).
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536 Quantum fields on space-time

Proposition 19.35 Let ζi, i = 1, 2, be two solutions of (19.36). Then we have

ζ1 · ζ2

=
1

2m

ˆ (
f+

1 (k) · βf+
2 (k)

δ
(
τ − ε(k)

)
2ε(k)

− f−
1 (k) · βf−

2 (k)
δ
(
τ + ε(k)

)
2ε(k)

)
dτdk,

̂sgn(b)ζ(τ, k) = (2π)
1
2

(
f+(k)

δ
(
τ − ε(k)

)
2ε(k)

− f−(k)
δ
(
τ + ε(k)

)
2ε(k)

)
.

Proof Set b(k) = γ0γ · k− imγ0 , so that b̂ϑ(k) = b(k)ϑ̂(k). Note that b(k) is
self-adjoint on

(V, (·|·)) and b(k)2 = ε2(k). Hence,

1l = P+(k) + P−(k)

for P±(k) = 1l{∓ε(k)}(b(k)).
If ϑt is a solution of (19.36) with the initial condition ϑ, then

ϑ̂t(k) = eitb(k) ϑ̂(k).

Taking the Fourier transform we obtain

ζ̂(τ, k) = (2π)
1
2

(
δ
(
τ − ε(k)

)
P+(k) + δ

(
τ + ε(k)

)
P−(k)

)
ϑ̂(k).

Therefore,

f±(k) = 2ε(k)P±(k)ϑ̂(k). (19.38)

We clearly have γ0b(k) + b(k)γ0 = 2im, which implies that

P±(k) = ±im−1ε(k)P±(k)γ0P±(k). (19.39)

Recall that β = iγ0 . Hence, setting ϑ±(k) := P±(k)ϑ(k),

i
2m

ˆ
f+

1 (k) · γ0f+
2 (k)

δ
(
τ − ε(k)

)
2ε(k)

dτdk− i
2m

f−
1 (k) · γ0f−

2 (k)
δ
(
τ + ε(k)

)
2ε(k)

dτdk

=
i

2m

ˆ
Rd

2ε(k)ϑ̂+
1 (k) · γ0 ϑ̂+

2 (k)dk− i
2m

ˆ
Rd

2ε(k)ϑ̂−
1 (k) · γ0 ϑ̂−

2 (k)dk

=
ˆ

Rd

ϑ̂+
1 (k) · ϑ̂+

2 (k)dk +
ˆ

Rd

ϑ̂−
1 (k) · ϑ̂−

2 (k)dk

=
ˆ

Rd

ϑ̂1(k) · ϑ̂2(k)dk =
ˆ

Rd

ϑ1(x) · ϑ2(x)dx = ζ1 · ζ2 .

�
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19.4 Partial differential equations on manifolds 537

19.4 Partial differential equations on manifolds

In this section we introduce basic notation and terminology for the analy-
sis of partial differential equations on manifolds. We will be mostly interested
in Lorentzian manifolds, especially the so-called globally hyperbolic manifolds,
which serve as models for curved space-times. The material introduced in this
section will be needed in Sects. 19.5 and 19.6, where we describe quantization of
the algebraic Klein–Gordon and Dirac equations on curved space-times.

19.4.1 Manifolds

Let X be a manifold of dimension d. We will denote by C∞
c (X ) the space of

compactly supported smooth functions on X and by D′(X ) its dual space – the
space of distributions on X .

TX , resp. T#X denote the tangent, resp. cotangent bundle over X with fibers
TxX , resp. T#

xX equal to the tangent, resp. cotangent space to X at x ∈ X .
Smooth sections of TX , resp. T#X are called vector fields, resp. differential 1-
forms on X .

Suppose that (an open subset of) X is parametrized by local coordinates
x = (x1 , . . . , xd) from (an open subset of) Rd . Then we have a natural local
frame in TX , traditionally denoted (∂x1 , . . . , ∂xd ). Its dual frame is denoted
(dx1 , . . . ,dxd). We will use the coordinate-dependent notation, tacitly identify-
ing X (or its open subset) with Rd (or its open subset). We will use the Einstein
summation convention.

By a (parametrized) curve in X we will mean a continuous piecewise C1 map
from an interval in R into X . A curve is called inextensible if none of its piecewise
C1 reparametrizations can be continuously extended beyond its endpoints.

Let V be a finite-dimensional vector space. In the rest of the section we will
discuss differential operators acting on C∞(X ,V) – the space of smooth func-
tions X → V. Of course, our discussion can be easily generalized to differential
operators on smooth sections of a vector bundle (E,X ) with base X and fibers
isomorphic to V. Using local trivializations of E, one can locally reduce the
analysis to the trivial bundle X × V considered here. All the objects introduced
below have natural definitions covariant under change of coordinates and of local
frames, which a reader with a little familiarity with vector bundles can easily
guess.

19.4.2 Integration on pseudo-Riemannian manifolds

A manifold X is called pseudo-Riemannian if it is equipped with a smooth
pseudo-Euclidean form, called the metric tensor X � x �→ g(x) = [gμν (x)] ∈
⊗2

s T
#
xX . It equips TxX with a scalar product, so that gμν = (∂xμ |∂xν ). We will

set |g|(x) := |det[gμν (x)]|.
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538 Quantum fields on space-time

The inverse of [gμν (x)] will be denoted by [gμν (x)]. Clearly, it induces the dual
scalar product in T#

xX : (dxμ |dxν ) = gμν .
Let dx denote the Lebesgue measure on Rd transported by a local chart to the

manifold X . dv will denote the measure |g| 12 dx on X . It does not depend on the
coordinates. Thus if f is a function on X , its integral over X is denoted

´
fdv.

We equip Cc(X ) with the scalar product

(f |g) :=
ˆ

fgdv. (19.40)

Let S be a smooth hypersurface of X (that is, a sub-manifold of co-dimension
1). We can find local coordinates such that

S = {(x1 , . . . , xd) : xd = 0}. (19.41)

We define a measure on S by ds := |h| 12 dx1 . . . dxd−1 , where |h| = det[hij ] and
[hij ] is obtained from [gij ] by discarding the last column and the last line (so
that i, j = 1, . . . , d− 1). The measure ds does not depend on the coordinates. If
f is a smooth function on S, then we write

´
S fds for its integral over S.

We say that S has an external orientation if for any x ∈ S a unit normal
vector has been chosen, which depends continuously on x. A hypersurface given
by (19.41) has a natural external orientation: in the direction of the coordinate
xd . The co-vector |gdd |− 1

2 dxd restricted to S is called the normal co-vector. It
will be denoted nμ . In the coordinates that we use we have

nμ =

{
0, μ = 1, . . . , d− 1,

|gdd |− 1
2 , μ = d.

Note that |g| = |h||gdd |−1 .

If x �→ [fμ(x)] is a vector field, then we define its flux across S asˆ
fμnμds. (19.42)

Again, (19.42) does not depend on coordinates. To shorten the notation, we will
write dsμ instead of nμds.

The Stokes theorem says that if Ω is an open subset of X with a sufficiently
regular boundary ∂Ω, thenˆ

Ω
|g|− 1

2 ∇μ |g| 12 fμdv =
ˆ

∂Ω
fμdsμ , (19.43)

where ∇μ = ∂xμ is the μth partial derivative.

19.4.3 Lorentzian manifolds

We will use the terminology for vectors in the Minkowski space introduced in
Def. 19.1.
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19.4 Partial differential equations on manifolds 539

Definition 19.36 A pseudo-Riemannian manifold X is called Lorentzian if the
signature of its metric tensor is (−1, 1, . . . , 1).

We say that X is time-orientable if there exists a global continuous time-
like vector field on X . If v is such a vector field and x ∈ X , a time-like vector
v′ ∈ TxX is future, resp. past oriented if ±v(x) · g(x)v′ > 0. The manifold X
equipped with such a continuous choice of future/past directions is called time-
oriented.

In the remaining part of this subsection, X is a time-oriented Lorentzian man-
ifold.

Definition 19.37 A curve in X is called time-like, causal, resp. light-like if all
its tangent vectors are such and all pairs of tangent vectors at break points are in
the same causal cone. A curve in X is called space-like if all its tangent vectors
are such.

Definition 19.38 Let x ∈ X . The causal, resp. time-like future, resp. past of
x is the set of all y ∈ X that can be reached from x by a causal, resp. time-like
future-, resp. past-directed curve, and is denoted J±(x), resp. I±(x). For U ⊂ X ,
its causal, resp. time-like future, resp. past is defined as

J±(U) =
⋃
x∈U

J±(x), I±(U) =
⋃
x∈U

I±(x).

We define also the causal, resp. time-like shadow:

J(U) = J+(U) ∪ J−(U), I(U) = I+(U) ∪ I−(U).

Definition 19.39 A Cauchy hypersurface is a hypersurface S ⊂ X such that
each inextensible time-like curve intersects S at exactly one point.

If S is a smooth space-like Cauchy hypersurface, it will always be equipped
with the external orientation given by the future directed normal vector at each
point of S.

Let us quote the following result from the theory of Lorentzian manifolds:

Theorem 19.40 Let X be a connected Lorentzian manifold. The following are
equivalent:

(1) The following two conditions hold:
(1a) for any x, y ∈ X , J+(x) ∩ J−(y) is compact,
(1b) (causality condition) there are no closed causal curves.

(2) There exists a Cauchy hypersurface.
(3) X is isometric to R× S with metric −βdt2 + gt , where β is a smooth positive

function, gt is a Riemannian metric on S depending smoothly on t ∈ R, and
each {t} × S is a smooth space-like Cauchy hypersurface in X .
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540 Quantum fields on space-time

The above theorem is quoted from Bär–Ginoux–Pfäffle (2007) except for (1b),
where in this reference the so-called strong causality condition is given. The fact
that the strong causality condition can be replaced by the causality condition is
a recent result of Bernal–Sanchez (2007).

Definition 19.41 A connected Lorentzian manifold satisfying the equivalent
conditions of the above theorem is called globally hyperbolic.

We recall that a Riemannian manifold (S, h) is geodesically complete if all its
geodesics can be infinitely extended. By the Hopf–Rinow theorem, this condition
is equivalent to the condition that S, equipped with the Riemannian distance, is
complete as a metric space; see Sakai (1996).

Example 19.42 Let (S, h) be a Riemannian manifold and I ⊂ R an open inter-
val. Let f : I →]0,∞[ be a smooth function. Then X = I × S with the metric
−dt2 + f(t)2h is globally hyperbolic iff (S, h) is geodesically complete.

Example 19.43 Let (S, h) be a Riemannian manifold and τ : S →]0,+∞[ a
smooth function, v ∈ T #S a smooth 1-form. Then X = R× S, equipped with the
Lorentzian metric −τ(x)

(
dt− vj (x

)
dxj )2 + hjk (x)dxjdxk , is called a stationary

space-time. If v = 0 it is called static. It is called uniformly static if there exists
c > 0 such that c ≤ τ(x) ≤ c−1 . A uniformly static space-time is globally hyper-
bolic iff (S, h) is geodesically complete; see Fulling (1989) .

It is straightforward to generalize the notion of space-compact functions from
the Minkowski space (see Def. 19.2) to a Lorentzian manifold.

Definition 19.44 A function f ∈ C(X ) is called space-compact iff there exists
a compact K ⊂ X such that supp f ⊂ J(K). It is called future, resp. past space-
compact iff there exists a compact K ⊂ X such that supp f ⊂ J±(K).

The set of smooth space-compact functions will be denoted C∞
sc (X ). The set of

smooth future, resp. past space-compact functions will be denoted C∞
±sc(X ).

Finally, let us give the definition of the causal dependence.

Definition 19.45 Let X be globally hyperbolic and O ⊂ X . We say that x ∈ X
is causally dependent on O if there exists a neighborhood U of x and a smooth
Cauchy surface S such that every causal curve starting from U intersects S
in O.

If O1 ,O2 ⊂ X we say that O1 is causally dependent on O2 , if every x ∈ O1 is
causally dependent on O2 .

19.4.4 First-order partial differential equations

We assume that the manifold X is equipped with a measure, which in local
coordinates equals |g| 12 (x)dx. (In this subsection, |g| 12 does not have to come
from a metric tensor.)
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19.4 Partial differential equations on manifolds 541

Let V be a finite-dimensional vector space over K = R or C. To simplify nota-
tion we will assume that K = C. The formulas in the real case are obtained from
the complex case by dropping the bars and replacing the Hermitian conjugation
∗ with the transposition # .

In this subsection we study first-order differential equations for functions with
values in V. With a large class of such equations we will associate a locally defined
vector-valued sesquilinear form Jμ whose divergence vanishes. In physics Jμ is
often called a conserved current.

This construction has a special importance for hyperbolic equations on hyper-
bolic manifolds, where it leads to an invariantly defined bilinear or sesquilinear
form on the space of solutions. In the case of the Klein–Gordon equation (which,
of course, can be reduced to a first-order equation) this form is symplectic for
K = R and charged symplectic for K = C. The Klein–Gordon equation on curved
space-times will be considered in Sect. 19.5. In the case of the generalized Dirac
equation, which on a curved space-time we will consider in Sect. 19.6, this form is
a positive definite scalar product. In both cases these forms play a fundamental
role in the quantization of the classical equation.

In many textbooks on quantum field theory the conserved current Jμ is derived
from the Lagrangian by the Noether theorem using the invariance w.r.t. the
charge symmetry ζ �→ eiθ ζ, θ ∈ U(1). In the derivation that we give, complex
numbers do not enter at all.

Let us consider a first-order linear equation for ζ ∈ C∞(X ,V). Every such
equation can be written in the form

αμ(x)∇μζ(x) +
1
2
(|g|− 1

2 (x)∇μ |g| 12 (x)αμ(x)
)
ζ(x) + θ(x)ζ(x) = 0, (19.44)

where X � x �→ αμ(x), θ(x) ∈ L(V,V∗), and μ enumerates the coordinates of X .
The following theorem describes conditions that guarantee the existence of a
conserved current for (19.44).

Theorem 19.46 Suppose that either Condition (19.45) or Condition (19.46) is
satisfied:

αμ(x)∗ = αμ(x), θ(x)∗ = −θ(x), (19.45)

or αμ(x)∗ = −αμ(x), θ(x)∗ = θ(x). (19.46)

Define
Jμ(ζ1 , ζ2 , x) := ζ1(x)·αμ(x)ζ2(x).

Let ζ1 , ζ2 be solutions of (19.44). Then

∇μ |g| 12 (x)Jμ(ζ1 , ζ2 , x) = 0. (19.47)

Proof

|g|− 1
2 ∇μ |g| 12 Jμ =

(
αμ∗∇μ +

1
2
(|g|− 1

2 ∇μ |g| 12 αμ
)∗ − θ∗

)
ζ1 · ζ2

+ζ1 ·
(
αμ∇μ +

1
2
(|g|− 1

2 ∇μ |g| 12 αμ
)

+ θ
)
ζ2 = 0. �
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542 Quantum fields on space-time

Note that in the complex case one can pass from Condition (19.45) to (19.46)
by multiplying αμ and θ by i.

19.5 Generalized Klein–Gordon equation on curved space-time

Throughout this section we assume that X � x �→ g(x) = [gμν (x)] is the metric
tensor on a pseudo-Riemannian manifold X . In the first two subsections only we
allow X to be an arbitrary pseudo-Riemannian manifold. Starting with Subsect.
19.5.3, we will assume that X is globally hyperbolic.
V will be a real or complex finite-dimensional vector space. For simplicity, most

formulas will be given for the complex case. We will consider a vector bundle
with a base X and fiber V. For simplicity, we will always assume that the bundle
is trivial and trivialized to X × V.

In this section we describe algebraic quantization of a large class of second-
order equations on X with values in V. We will always assume that the principal
term of these equations is given by the metric tensor. In the case of Lorentzian
manifolds, such equations will be called generalized Klein–Gordon equations.
Solutions of these equations propagate causally.

Generalized Klein–Gordon equations possess a conserved current, which is
symplectic in the real case and charged symplectic in the complex case. Therefore,
it is natural to quantize these equations using the CCR. The bosonic algebraic
quantization leads to a net of algebras satisfying the Einstein causality.

This section is to a large extent a generalization of Sect. 19.2 to a curved space-
time. Unlike in Sect. 19.2, we limit our discussion to the algebraic quantization.
We do not discuss the positive energy quantization on a bosonic Fock space,
which is possible for the Klein–Gordon equation on a stationary space-time; see
Kay (1978).

19.5.1 Klein–Gordon operators

Let X � x �→ Γμ(x) ∈ L(V), μ = 0, 1, . . . , d, be smooth functions.

Definition 19.47

∇Γ
μζ := (∇μ + Γμ)ζ, ζ ∈ C∞(X ,V),

is called the covariant derivative of ζ with the connection Γ.

Let X � x �→ ρ(x) ∈ L(V) be a smooth function.

Definition 19.48 The operator

� = �(Γ, ρ) := −|g|− 1
2 ∇Γ

μ |g|
1
2 gμν∇Γ

ν + ρ, (19.48)

acting on C∞(X ,V), will be called the generalized Klein–Gordon operator with
the connection Γ and the mass-squared term ρ.
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19.5 Generalized Klein–Gordon equation on curved space-time 543

We will study the equation

�ζ = 0. (19.49)

Remark 19.49 The name Klein–Gordon equation is usually associated with
the Lorentz signature. Its analog for the Euclidean signature has the traditional
name of the Helmholtz equation.

Let us fix a smooth map X � x �→ λ(x) ∈ L(V,V∗) with values in positive
definite forms on V. One can then introduce a scalar product on C∞(X ,V) by

ζ1 · ζ2 :=
ˆ
X

ζ1(x)·λ(x)ζ2(x)dv(x). (19.50)

Remark 19.50 In the literature, a complex vector bundle X × V → X equipped
with a scalar product λ(x) is often called a Hermitian bundle, which is not quite
correct, since it is equipped with a positive definite Hermitian form. A connection
satisfying (19.51) is also called Hermitian.

We will assume the following conditions:

∇μλ = Γ∗
μλ + λΓμ , λρ = ρ∗λ. (19.51)

If (19.51) holds, for any smooth open set Ω ⊂ X , Green’s formula is valid:ˆ
Ω

(
ζ1(x)·λ(x)�ζ2(x)−�ζ1(x)·λ(x)ζ2(x)

)
dv(x) (19.52)

= −
ˆ

∂Ω
gμ,ν (x)

(
ζ1(x)·λ(x)∇Γ

μζ2(x)−∇Γ
μζ1(x)·λ(x)ζ2(x)

)
dsν (x).

This formula follows easily from (19.43).
In the following theorem we describe a conserved current associated with equa-

tion (19.49):

Theorem 19.51 Assume (19.51). Let ζ1 , ζ2 be solutions of (19.49). Then

Jμ(ζ1 , ζ2 , x)

:= ζ1(x)·λ(x)gμν (x)∇Γ
ν ζ2(x)−∇Γ

ν ζ1(x)·λ(x)gμν (x)ζ2(x)

satisfies

∇μ |g| 12 (x)Jμ(ζ1 , ζ2 , x) = 0. (19.53)

Before we prove the above theorem let us remark that we can always assume
that λ(x) does not depend on x. Then we can drop λ(x) from our notation
altogether and replace the condition (19.51) with

Γμ are anti-self-adjoint and ρ is self-adjoint. (19.54)
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544 Quantum fields on space-time

In fact let us first fix a scalar product (·|·) on V so that λ(x) > 0 becomes a
self-adjoint operator on V. We have

∇Γ
μζ = λ− 1

2 ∇Γ̃
μλ

1
2 ζ, for Γ̃μ = λ

1
2 Γμλ− 1

2 −
(
∇μλ

1
2

)
λ− 1

2 .

From (19.51), we obtain that Γ̃μ is anti-self-adjoint for (·|·). In fact, we can
rewrite (19.51) as

(∇μλ
1
2 )λ

1
2 + λ

1
2 ∇μλ

1
2 = Γ∗

μλ + λΓμ ,

which gives Γ̃∗
μ = −Γ̃μ . Moreover, ρ̃ = λ

1
2 ρλ− 1

2 is self-adjoint for (·|·). Consider-
ing the function ζ̃ = λ

1
2 ζ, we obtain (19.54).

Proof of Thm. 19.51. The theorem follows by direct computation. However, it
is perhaps instructive to give a proof that reduces it to a special case of Thm.
19.46.

As remarked above, we can assume (19.54). Let us now introduce ζ ′μ := ∇Γ
μζ.

The equation (19.49) yields(
gμν∇μ +

1
2
|g|− 1

2
(∇μ |g| 12 gμν

))
ζ ′ν = ρζ +

(
−|g|− 1

2
1
2
(∇μ |g| 12 gμν

)− gμν Γμ

)
ζ ′ν ,

−
(
gμν∇ν + |g|− 1

2
1
2
(∇ν |g| 12 gμν

))
ζ =
(
−|g|− 1

2
1
2
(∇ν |g| 12 gμν

)
+ gμν Γν

)
ζ − gν,μζ ′ν .

This can be rewritten as

αμ∇μ

[
ζ

ζ ′

]
+

1
2
|g|− 1

2 (∇μ |g| 12 αμ)
[

ζ

ζ ′

]
+ θ

[
ζ

ζ ′

]
= 0, (19.55)

for

θ =

[
−ρ |g|− 1

2 1
2 (∇μ |g| 12 gμν ) + gμν Γμ

|g|− 1
2 1

2 (∇ν |g| 12 gμν )− gμν Γν gμν

]
,

αμ =
[

0 gμν

−gμν 0

]
.

Identifying V with V∗ using the scalar product (·|·), we obtain an equation of the
form (19.44) with V replaced by V ⊕ Vd . Clearly, θ∗ = θ and αμ∗ = −αμ . Thus
(19.55) satisfies the condition (19.46). Hence,

Jμ =
[

ζ1

ζ ′1

]
αμ

[
ζ2

ζ ′2

]
= ζ1g

μν ζ ′2ν − ζ ′1ν gμν ζ2

is a conserved current. �
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19.5 Generalized Klein–Gordon equation on curved space-time 545

19.5.2 Lagrangian of the Klein–Gordon equation

The equation (19.49) can be obtained as an Euler–Lagrange equation, where the
Lagrangian is

L(ζ, ∂ζ) := −1
2
(∂μ + Γμ)ζ·gμν |g| 12 (∂μ + Γμ)ζ − 1

2
ζ·|g| 12 ρζ, in the real case,

L(ζ, ζ, ∂ζ, ∂ζ) :=−(∂μ +Γμ)ζ·gμν |g| 12 (∂μ + Γμ)ζ − ζ·|g| 12 ρζ, in the complex case.

(For simplicity, we have assumed that λ does not depend on x and that (19.54)
holds.)

19.5.3 Green’s functions of hyperbolic Klein–Gordon equations

From here until the end of the section we assume that X is globally hyperbolic.
The following theorem is a classic result from the theory of hyperbolic equa-

tions. Its proof can be found e.g. in Bär–Ginoux–Pfäffle (2007).

Theorem 19.52 For any f ∈ C∞
c (X ,V), there exist unique functions ζ± ∈

C∞
±sc(X ,V) that solve

�ζ± = f.

Moreover,

ζ±(x) = (G±f)(x) :=
ˆ

G±(x, y)f(y)dv(y),

where G± ∈ D′(X × X , L(V)) satisfy

�G± = G±� = 1l, suppG± ⊂ {(x, y) : x ∈ J±(y)
}
.

If in addition (19.51) holds, then G±∗ = G∓.

Note that by duality G± can be applied to distributions of compact support.

Definition 19.53 G+ , resp. G− is called the retarded, resp. advanced Green’s
function.

G := G+ −G−

is called the Pauli–Jordan function.

In what follows, until the end of the section, we assume (19.51). Note that
G∗ = −G or, in other words,

v1 ·λ(x)G(x, y)v2 = −G(y, x)v1 ·λ(y)v2 , v1 , v2 ∈ V.
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546 Quantum fields on space-time

19.5.4 Cauchy problem

Theorem 19.54 Let S be a smooth Cauchy hypersurface. Let ς, ϑ ∈ C∞
c (S,V).

Then there exists a unique ζ ∈ C∞
sc (X ,V) that solves

�ζ = 0 (19.56)

with initial conditions ζ
∣∣
S = ς, nμ∇Γ

μζ
∣∣
S = ϑ.

It satisfies supp ζ ⊂ J(supp ς ∪ suppϑ) and is given by

ζ(x) = −
ˆ
S

(∇yμ G(x, y)−G(x, y)Γμ(y)
)
ς(y)gμν (y)dsν (y)

+
ˆ
S

G(x, y)ϑ(y)ds(y). (19.57)

Proof The existence and uniqueness of solutions are well known. Let us prove
(19.57). We apply Green’s formula (19.52) to ζ2 = ζ and to ζ1 = G∓f , f ∈
C∞

c (X ,V), Ω = J±(S). We obtain
ˆ

J + (S)
f · λζdv =

ˆ
S

gμν
(
G−f · λ∇Γ

μζ −∇Γ
μG−f · λζ

)
dsν , (19.58)

ˆ
J−(S)

f · λζdv =
ˆ
S

gμν
(
−G+f · λ∇Γ

μζ +∇Γ
μG+f · λζ

)
dsν . (19.59)

Adding (19.58) and (19.59) we get

ˆ
X

f · λζdv =
ˆ
S

gμν
(
−Gf · λ∇Γ

μζ +∇Γ
μGf · λζ

)
dsν .

This can be rewritten as
ˆ
X

f(x) · λ(x)ζ(x)dv(x)

= −
ˆ
X

dv(x)
ˆ
S

G(y, x)f(x) · λ(y)∇Γ
μζ(y)gμν (y)dsν (y)

+
ˆ
X

dv(x)
ˆ
S
∇Γ

yμ
G(y, x)f(x) · λ(y)ζ(y)gμν (y)dsν (y)

=
ˆ
X

f(x) · λ(x)dv(x)
ˆ
S

G(x, y)∇Γ
μζ(y)gμν (y)dsν (y)

−
ˆ
X

f(x) · λ(x)dv(x)
ˆ
S

(∇yμ G(x, y)−G(x, y)Γμ(y)) ζ(y)gμν (y)dsν (y),

where in the last line we use G∗ = −G. Thus (19.57) is true. �
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19.5 Generalized Klein–Gordon equation on curved space-time 547

19.5.5 Symplectic space of solutions of the

Klein–Gordon equation

Let Y = Y(Γ, ρ) denote the set of solutions of (19.56) in C∞
sc (X ,V).

Theorem 19.55 Let ζ1 , ζ2 ∈ Y. Define Jμ(ζ1 , ζ2 , x) as in Thm. 19.51. Then

ζ1 ·ωζ2 :=
ˆ
S

Jμ(ζ1 , ζ2 , x)dsμ(x) (19.60)

does not depend on the choice of a Cauchy hypersurface S and defines a charged
symplectic form on Y.

Proof Let S1 , S2 be two Cauchy hypersurfaces. We can find a third Cauchy
hypersurface S0 that lies in the future of supp ζi ∩ Sj , i = 1, 2, j = 1, 2. Applying
the Stokes theorem and (19.53) to the domain between S0 and S1 , we show that
the integrals (19.60) on S0 and S1 coincide. By the same argument, the integrals
(19.60) on S0 and S2 coincide. �

Note that in terms of the Cauchy data we have

ζ1 ·ωζ2 =
ˆ
S

(
ϑ1 ·λς2 − ς1 ·λϑ2

)
ds.

19.5.6 Solutions parametrized by test functions

Theorem 19.56 (1) For any f ∈ C∞
c (X ,V), Gf ∈ Y.

(2) Every element of Y is of this form.
(3) Gf1 ·ωGf2 =

´
f1(x)·λ(x)G(x, y)f2(y)dv(x)dv(y).

Proof Gf is a solution of (19.56), since G is a solution of (19.56) in its first
variable. The fact that Gf is space-compact follows from the support properties
of G±. Hence, (1) is true.

Now let ζ ∈ Y. Since ζ is space-compact, we can find cutoff functions χ± ∈
C∞

±sc(X ) such that χ+ + χ− = 1 on supp ζ. Moreover, it follows from Condition
(1a) of Thm. 19.40 that supp∇χ± ∩ supp ζ is compact. Setting

ζ± := χ±ζ, f := �ζ+ = −�ζ−,

we see that f ∈ C∞
c (X ). Hence, by Thm. 19.52, ζ± = ±G±f, and ζ = Gf . This

proves (2).
Let f1 , f2 ∈ C∞

c (X ,V). In a sufficiently far future we have Gfi = G+fi , i =
1, 2. Hence, for a Cauchy surface S in a far future we have

Gf1ωGf2 =
ˆ
S

gμν
(
∇Γ

μG+f1 ·λG+f2 −G+f1 ·λ∇Γ
μG+f2

)
dsν

=
ˆ

J−(S)

(
�G+f1 ·λG+f2 −G+f1 ·λ�G+f2

)
dv

=
ˆ
X

(
f1 ·λG+f2 −G+f1 ·λf2

)
dv

=
ˆ
X

(
f1 ·λG+f2 − f1 ·λG−f2

)
dv.
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548 Quantum fields on space-time

In the first line we use the definition of ω, in the second Green’s formula, in
the third the fact that fi are compactly supported, and in the last the fact that
G+∗ = G−. �

Let O be an open subset of X . We define

Y(O) :=
{
Gf : f ∈ C∞

c (O,V)
}
.

Theorem 19.57 (1) Y(X ) = Y.
(2) O1 ⊂ O2 implies Y(O1) ⊂ Y(O2).
(3) If O1 and O2 are causally separated and ζi ∈ Y(Oi), i = 1, 2, then

ζ1 ·ωζ2 = 0.

(4) If O1 is causally dependent on O2 , then Y(O1) ⊂ Y(O2).
(5) ω is non-degenerate on Y.

Proof (1) follows from Thm. 19.56 (2). (2) is obvious. (3) follows from the defini-
tion of ω and the support properties of G± in Thm. 19.52. To prove (4), it suffices
to show that if ζ = Gf for f ∈ C∞

c (O1), then ζ = Gg for g ∈ C∞
c (O2). Using a

partition of unity of O1 , we can assume that there exists a Cauchy hypersurface
S such that any causal curve starting from O1 intersects S in O2 . If ζ = Gf for
f ∈ C∞

c (O1), we set ς = ζ
∣∣
S , ϑ = nμ∇Γ

μζ
∣∣
S . By Thm. 19.52, the Cauchy data

(ϑ, ς) are supported in a compact set N ⊂ S, and by Thm. 19.54 we obtain
that supp ζ ⊂ J+(N) ∪ J−(N) ⊂ O+

2 ∪ O−
2 , where O±

2 = O2 ∪ S± and S± are
the future, resp. past of S. Hence, we can find cutoff functions χ± supported in
O±

2 such that ζ = χ+ζ + χ−ζ =: ζ+ + ζ−. Setting

g := �ζ+ = −�ζ−,

we obtain that supp g ⊂ O+
2 ∩ O−

2 = O2 . Moreover, since ζ± is past, resp. future
space-compact, we see by Thm. 19.52 that ζ± = ±G±g. Hence, ζ = Gg. This
completes the proof of the theorem. �

19.5.7 Algebraic quantization

Let A := CCRWeyl(Y). More generally, if O is an open bounded subset in X , let
A(O) be the sub-algebra of A generated by W (Gf + Gf), where f ∈ C∞

c (O). In
other words, A(O) = CCRWeyl(Y(O)

)
.

The family of algebras A(O) satisfies the following properties, which express
the Einstein causality:

Theorem 19.58 (1) A(X ) = A.
(2) O1 ⊂ O2 implies A(O1) ⊂ A(O2).
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19.6 Generalized Dirac equation on curved space-time 549

(3) If O1 and O2 are space-like separated and Bi ∈ A(Oi), i = 1, 2, then

B1B2 = B2B1 .

(4) If O1 is causally dependent on O2 , then A(O1) ⊂ A(O2).

19.6 Generalized Dirac equation on curved space-time

The setting of this section is similar to that of Sect. 19.5. Again, we assume that
X is a pseudo-Riemannian manifold. Starting with Subsect. 19.6.3, we assume
in addition that X is globally hyperbolic.

Similarly, as in the previous section we consider also a finite-dimensional space
V and the vector bundle X × V → X .

The goal of this section is to describe the algebraic quantization of a large class
of first-order equations on a curved space-time. We will always assume that the
principal term of this equation is of the form γμ(x)∂μ , where γμ(x) satisfy the
Clifford relations given by the metric tensor [gμν (x)]. Such an equation will be
called a generalized Dirac equation. In the case of Lorentzian manifolds, solutions
of this equation have causal propagation.

We will see that generalized Dirac equations possess a conserved current. In
the case of globally hyperbolic manifolds, this current defines a scalar product
on the space of solutions. Therefore, it is natural to quantize this equation using
the CAR. Its algebraic quantization leads to a net of algebras satisfying the
fermionic version of the Einstein causality.

This section is to a large extent a generalization of Sect. 19.3 to a curved space-
time. Unlike in Sect. 19.3, we limit our discussion to the algebraic quantization.
We do not discuss the positive energy quantization on a fermionic Fock space,
which is possible for the Dirac equation on a stationary space-time.

19.6.1 Dirac operators

Recall that X is a pseudo-Riemannian manifold. V can be a real or complex
space. For simplicity, we will consider only the complex case.

Definition 19.59 A map X � x �→ γμ(x) ∈ L(V) satisfying

[γμ(x), γν (x)]+ = 2gμν (x) (19.61)

is called a spinor structure on X .

Definition 19.60 Let X � x �→ θ(x) ∈ L(V). The operator on C∞(X ,V)

D = D(θ) := γμ(x)∇μ + θ(x) (19.62)

is called a generalized Dirac operator.
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550 Quantum fields on space-time

We will study the equation

Dζ = 0. (19.63)

Let us fix a smooth map X � x �→ λ(x) ∈ L(V,V∗) such that λ(x) is non-
degenerate for all x ∈ X . We will often assume that

λ(x)γμ(x) is self-adjoint, (19.64)

λ(x)θ(x)− 1
2
|g|− 1

2 (x)∇μ |g| 12 (x)λ(x)γμ(x) is anti-self-adjoint. (19.65)

Using Thm. 19.46 and the Stokes theorem, we obtain the following version of
Green’s formula:ˆ

Ω

(
ζ1(x)·λ(x)Dζ2(x)− Dζ1(x)·λ(x)∗ζ2(x)

)
dv(x)

=
ˆ

∂Ω
ζ1(x)·λ(x)γμ(x)ζ2(x)dsμ(x). (19.66)

For ζ1 , ζ2 ∈ C∞(X ,V), we define

Jμ(ζ1 , ζ2 , x) = ζ1(x)·λ(x)γμ(x)ζ2(x). (19.67)

If ζ1 , ζ2 are solutions of the Dirac equation, by Thm. 19.46, we have

∇μ |g| 12 (x)Jμ(ζ1 , ζ2 , x) = 0. (19.68)

Note also that if we have another Dirac operator D1 := γμ(x)∇μ + θ1(x), then

� := DD1

is a second-order operator of the form considered in Subsect. 19.5.1.

19.6.2 Lagrangian of the Dirac equation

(19.63) can be obtained as the Euler–Lagrange equation for the following
Lagrangians:

L1(ζ, ζ, ∂ζ, ∂ζ) := −|g| 12 ζ·λ(γμ∂μ + θ)ζ, or

L(ζ, ζ, ∂ζ, ∂ζ) := −1
2
|g| 12 (ζ·λγμ∂μζ + ∂μζ·λγμζ

)
−ζ·(|g| 12 λθ − 1

2
(∂μ |g| 12 λγμ)

)
ζ.

19.6.3 Green’s functions of hyperbolic Dirac equations

Until the end of the section we assume that X is globally hyperbolic and D is a
generalized Dirac operator on X .
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19.6 Generalized Dirac equation on curved space-time 551

Theorem 19.61 For any f ∈ C∞
c (X ,V), there exist unique functions ζ± ∈

C∞
±sc(X ,V) that solve

Dζ± = f. (19.69)

Moreover

ζ±(x) = (S±f)(x) :=
ˆ

S±(x, y)f(y)dv(y), (19.70)

where S± ∈ D′(X × X , L(V)
)

satisfy

DS± = S±D = 1l, suppS± ⊂ {(x, y) : x ∈ J±(y)
}
. (19.71)

If in addition (19.64) and (19.65) hold, then

λ(x)∗S+(x, y) = −S−(x, y)∗λ(y). (19.72)

Proof By the remark in Subsect. 19.6.1, D2 is a generalized Klein–Gordon oper-
ator. Let G± be the retarded, resp. advanced Green’s functions of D2 . Clearly,
ζ± = DG±f are solutions of (19.69). To prove the uniqueness, we note that if
Dζ± = 0 and supp ζ± ⊂ J±(K) for some compact K, then D2ζ± = 0. Hence,
ζ± = 0 by Thm. 19.52. We set then S± = DG±. This proves (19.70) and (19.71).
Let us prove (19.72). We need to show thatˆ

f 2 ·λ∗S+f1dv = −
ˆ

f 2 ·S+∗λf1dv. (19.73)

It is enough to set fi = Dζi for ζi = S+fi . Now, λD is anti-Hermitian for the
scalar product (19.40), henceˆ

Dζ2 ·λ∗S+Dζ1dv =
ˆ

λDζ2 ·S+Dζ1dv

= −
ˆ

ζ2 ·λDS+Dζ1dv = −
ˆ

ζ2 ·λDζ1dv

= −
ˆ

S+Dζ2 ·λDζ1dv = −
ˆ

Dζ2 ·S+∗λDζ1dv.
�

Note that by duality S± can be applied to distributions of compact support.

Definition 19.62 S+ , resp. S− is called the retarded, resp. advanced Green’s
function. We also set

S := S+ − S−.

Note that

λ(x)∗S(x, y) = S(x, y)∗λ(x). (19.74)

19.6.4 Cauchy problem

Until the end of the section we assume that X � x �→ λ(x) has been chosen so
that (19.64) and (19.65) hold. We also assume that λ(x) is non-degenerate for
any x ∈ X .
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552 Quantum fields on space-time

Theorem 19.63 Let S be a smooth Cauchy surface. Let ϑ ∈ C∞
c (S,V). Then

there exists a unique ζ ∈ C∞
sc (X ,V) that solves

Dζ = 0 (19.75)

with initial conditions ζ
∣∣
S = ϑ. It satisfies supp ζ ⊂ J(suppϑ) and is given by

ζ(x) = −
ˆ
S

S(x, y)γμ(y)ϑ(y)dsμ(y). (19.76)

Proof The existence and uniqueness is well known. Let us prove (19.76).
We apply Green’s Formula (19.66) to ζ2 = ζ and ζ1 = S∓f , f ∈ C∞

c (X ), Ω =
J±(S), obtaining ˆ

J + (S)
f ·λ∗ζdv =

ˆ
S

S−f ·λγμζdsμ , (19.77)
ˆ

J−(S)
f ·λ∗ζdv = −

ˆ
S

S+f ·λγμζdsμ . (19.78)

Adding (19.77) and (19.78), we getˆ
X

f ·λ∗ζdv = −
ˆ
S

Sf ·λγμζdsμ .

This can be rewritten asˆ
X

f(x)·λ(x)∗ζ(x)dv(x) = −
ˆ
X

dv(x)
ˆ
S

S(y, x)f(x)·λ(y)γμζ(y)dsμ(y)

= −
ˆ
X

f(x)·λ(x)∗dv(x)
ˆ
S

S(x, y)γμ(y)ζ(y)dsμ(y),

where in the last line we use (19.74). �

19.6.5 Unitary space of solutions of the Dirac equation

Let Y denote the set of solutions of the Dirac equation in C∞
sc (X ,V). To equip Y

with a scalar product an additional positivity condition is required. We assume
that for all x ∈ X

λ(x)γμ(x)vμ > 0, if v ∈ TxX is time-like and future directed. (19.79)

By Lemma 19.9, it suffices to assume that there exists a time-like future directed
vector field v such that

λ(x)γμ(x)vμ(x) > 0, x ∈ X .

Theorem 19.64 Let ζ1 , ζ2 ∈ Y. Define Jμ(ζ1 , ζ2 , x) as in (19.67). Then

ζ1 · ζ2 :=
ˆ
S

Jμ(ζ1 , ζ2 , x)dsμ(x)

does not depend on the choice of a Cauchy hypersurface S and defines a positive
definite Hermitian form on Y.
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19.6 Generalized Dirac equation on curved space-time 553

Proof To show that ζ1 · ζ2 is independent of S we apply the Stokes theorem as
in Thm. 19.55, using (19.68). The fact that it is positive definite follows from
the positivity condition (19.79). �

19.6.6 Solutions parametrized by test functions

Theorem 19.65 (1) For any f ∈ C∞
c (X ,V), Sf ∈ Y.

(2) Every element of Y is of this form.
(3) Sf1 · Sf2 =

´
f1(x) · λ(x)∗S(x, y)f2(y)dv(x)dv(y).

Proof (1) follows from the fact that S solves (19.75) in its first coordinate.
(2). Let ζ ∈ Y. We can write ζ = ζ+ + ζ−, where ζ+ ∈ C∞

±sc . Set

f := Dζ+ = −Dζ−.

Then f ∈ C∞
c (X ,V), ζ± = ±S±f, and hence ζ = Sf .

(3). Let f1 , f2 ∈ C∞
c (X ,V). In a sufficiently far future we have Sfi = S+fi ,

i = 1, 2. Hence, for a late Cauchy surface S,

Sf1 · Sf2 =
ˆ
S

S+f1 · λγμS+f2dsμ

=
ˆ

J−(S)

(
DS+f1 · λ∗S+f2 − S+f1 · λDS+f2

)
dv

=
ˆ
X

(
f1 · λ∗S+f2 − S+f1 · λf2

)
dv

=
ˆ
X

(
f1 · λ∗S+f2 − f1 · λ∗S−f2

)
dv.

�

Let O be an open subset of X . We define

Y(O) :=
{
Sf : f ∈ C∞

c (O,V)
}
.

Theorem 19.66 (1) Y(X ) = Y.
(2) O1 ⊂ O2 implies Y(O1) ⊂ Y(O2).
(3) If O1 and O2 are space-like separated and ζi ∈ Y(Oi), i = 1, 2, then

ζ1 · ζ2 = 0.

(4) If O1 is causally dependent on O2 , then Y(O1) ⊂ Y(O2).

19.6.7 Algebraic quantization

Set A := CARC ∗
(Y). Note that it is a graded algebra. More generally, if O is an

open bounded subset in X , let A(O) be the C∗-sub-algebra of A generated by
ψ(Sf), where f ∈ C∞

c (O). In other words, A(O) = CARC ∗
(Y(O)). The family

of algebras A(O) satisfies the following properties:
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554 Quantum fields on space-time

Theorem 19.67 (1) A(X ) = A.
(2) O1 ⊂ O2 implies A(O1) ⊂ A(O2).
(3) If O1 and O2 are causally separated, and Bi ∈ A(Oi) are elements of parity

|Bi |, then

B1B2 = (−1)|B1 ||B2 |B2B1 .

(4) If O1 is causally dependent on O2 , then A(O1) ⊂ A(O2).

19.7 Notes

The material of the first three sections is discussed in essentially all textbooks on
quantum field theory, such as Jauch–Röhrlich (1976), Schweber (1962), Weinberg
(1995) and Srednicki (2007).

Mathematical aspects of quantum field theory on curved space-time were stud-
ied by Dimock (1980, 1982). A review of this subject can be found in monographs
by Wald (1994) and Fulling (1989).

A short and readable monograph on wave equations on Lorentzian manifolds
is Bär–Ginoux–Pfäffle (2007).
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20

Diagrammatics

The diagrammatic method is one of the most powerful tools of theoretical
physics. It allows us to efficiently organize perturbative computations in statis-
tical physics, quantum many-body theory and quantum field theory. The main
feature of this method is a representation of individual terms of a perturbative
expansion as diagrams (graphs). Diagrams consist of vertices representing terms
in the perturbation, lines representing pairings between vertices and, possibly,
external legs.

There exist several kinds of diagrams. We will try to present them in a sys-
tematic way.

In Sect. 20.1 we present a diagrammatic formalism whose goal is to organize
integration of polynomials with respect to a Gaussian measure. This formalism
is used extensively in classical statistical physics. It also plays an important role
in quantum physics, especially in the Euclidean approach, since many quantum
quantities can be expressed in terms of Gaussian integrals over classical variables.

We use the term “Gaussian integration” in a rather broad sense. Beside com-
muting “bosonic” variables, we also consider anti-commuting “fermionic” vari-
ables, where we use the Berezin integral with respect to a Gaussian weight. Even
in the case of commuting variables, the “Gaussian integral” is not necessarily
meant in the sense of measure theory. It denotes an algebraic operation per-
formed on polynomials (or formal power series), which in the case of a positive
definite covariance coincides with the usual integral with a Gaussian weight.
However, we allow the covariance to be complex, or even negative definite, and
do not insist that the operation have a measure theoretic meaning.

We distinguish two kinds of spaces on which we perform the integrals: real and
complex. As in many other places in our work, we treat these two cases in parallel.
Of course, the difference between the real (i.e. neutral), and the complex (i.e.
charged) formalism is mainly that of a different notation. In particular, charged
lines need to be equipped with an arrow, whereas neutral lines need not.

The terminology that we use is inspired by quantum field theory. Therefore, the
variables that enter the integral are associated with “particles”; they are divided
into “bosons” and “fermions”, each subdivided into “neutral” and “charged”
particles.

In the main part of the chapter we describe the diagram formalism used in
quantum many-body physics and quantum field theory. As a preparation, we
include a brief Sect. 20.2 devoted to the basic terminology of perturbation theory
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556 Diagrammatics

for quantum dynamics. We focus on the concept of the scattering operator and
of the energy shift of the ground state.

We discuss first the situation of a time-dependent perturbation of a fixed free
Hamiltonian. In this case, the usual scattering operator is guaranteed to exist,
e.g. if the perturbation decays in time sufficiently fast.

If the perturbation is time-independent, one can still try to use the usual
definition of the scattering operator. It is well known that this definition works
well in quantum mechanics, where the free Hamiltonian is the Laplacian and
the perturbation is a short-range potential. However, in quantum field theory
the standard definition of the scattering operator is usually inapplicable, even
on the level of formal expressions. This is related to the fact that the interacting
Hamiltonian has a different ground state than the free Hamiltonian.

There exists a different formalism for scattering theory, which has more
applicability and in some situations can be used in quantum field theory. The
main idea of this formalism is the so-called adiabatic switching of the interac-
tion. More precisely, we multiply the interaction with a time-dependent coupling
constant e−ε|t| and introduce the scattering operator depending on the parame-
ter ε. Then we take the limit of the scattering operator as ε ↘ 0, dividing it by
its expectation value with respect to a distinguished vector (typically, the non-
interacting vacuum). This procedure is associated with the names of Gell-Mann
and Low, and is usually (more or less implicitly) taken as the basic definition of
the scattering operator in quantum field theory.

This procedure works, at least on the perturbative level, for sufficiently regular
perturbations localized in space. If we assume that the perturbation is translation
invariant, which is the usual assumption in quantum field theory, the situation
becomes more complicated. In particular, one needs to perform the so-called
wave function renormalization. We will not discuss this topic.

Starting with Sect. 20.3, we describe diagrams used in many-body quantum
theory and quantum field theory. Our main aim is the computation of the scat-
tering operator and the energy shift of the ground state.

It seems natural to divide diagrams into two categories. The first are the so-
called Friedrichs diagrams and the second Feynman diagrams.

Friedrichs diagrams appear naturally when we want to compute the Wick
symbol of a product of Wick-ordered operators. An algorithm for its computation
is usually called the Wick theorem. It can be given a graphical interpretation,
which we describe in Sect. 20.3.

In this formalism, a vertex represents a Wick monomial. It has two kinds of
legs, those representing annihilation operators and those representing creation
operators. We draw the former on the right of a vertex and the latter on the left.

A typical Hamiltonian in many-body quantum physics and in quantum field
theory can be written as the sum of a quadratic term of the form dΓ(h) for
some one-particle Hamiltonian h and an interaction given by a Wick polynomial.
One can use Friedrichs diagrams to compute the scattering operator for such
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20.1 Diagrams and Gaussian integration 557

Hamiltonians, as we describe in Sect. 20.4. A characteristic feature of this for-
malism is the presence of time labels on all vertices and the fact that diagrams
with different time orderings are considered distinct.

Naively, this formalism seems very natural and physically intuitive. In fact,
Friedrichs diagrams would provide natural illustrations for typical computations
of the early years of quantum field theory (even though diagrams were apparently
not used in that time). Weinberg calls a formalism essentially equivalent to that
of Friedrichs diagrams the old-fashioned perturbation theory.

Since the late 1940s, a different diagram formalism has been developed. Since
then it has dominated the calculations of quantum field theory. It originated
especially in the work of Feynman, and therefore is called the formalism of Feyn-
man diagrams. Again, the main goal is to compute the scattering operator for a
Hamiltonian of the form dΓ(h) perturbed by a quantization of a Wick polyno-
mial. It is convenient to express this perturbation using the neutral or charged
formalism.

In Sect. 20.5. we describe Feynman diagrams used to compute the vacuum
expectation value of the scattering operator. They can be essentially interpreted
as a special case of the diagrams described in Sect. 20.1 used to compute Gaus-
sian integrals. In this formalism, the order of times associated with individual
vertices does not play any role. This allows us to cut down on the number
of diagrams, as compared with Friedrichs diagrams. In the case of relativistic
theories, each Feynman diagram is manifestly covariant, which is not the case
for Friedrichs diagrams. Therefore, Feynman diagrams are usually preferred for
practical computations over Friedrichs diagrams.

Feynman diagrams used to compute the Wick symbol of the scattering opera-
tor have in addition external legs. These legs are either incoming or outgoing. The
former are then paired with creation operators and the latter with annihilation
operators. Again, the temporal order of vertices is not relevant.

The main goal of this chapter is a formal description of the diagrammatic
method. We will disregard the problems of convergence. We will often treat
vector spaces as if they were finite-dimensional, even if in applications they are
usually infinite-dimensional.

We try to describe the graphical method using a rigorous formalized language.
This is perhaps not always the most natural thing to do. One can argue that an
informal account involving a more colloquial language is more convenient in this
context. Nevertheless, some readers may appreciate a formalized description.

20.1 Diagrams and Gaussian integration

In this section we present a diagrammatic formalism used to describe the inte-
gration and the Wick transformation w.r.t. a Gaussian measure.

We start with a description of purely graphical and combinatorial elements of
the formalism. We will introduce the analytic part later.
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558 Diagrammatics

We will freely use basic terminology of set theory. In particular, we will always
include the possibility that a set can be empty. #X will denote the number of
elements of the set X. Recall also the following definition:

Definition 20.1 Let {Aj}j∈J be a family of sets indexed by a set J . The disjoint
union of the sets Aj , j ∈ J , is defined as⊔

j∈J

Aj :=
{
(j, a) : j ∈ J, a ∈ Aj

}
.

Let us stress that the notion of a disjoint union of sets does not coincide with
the notion of the union of disjoint sets.

At some places in this section it will be convenient to totally order sets that
we consider. In the case of bosonic particles, the end result does not depend on
this ordering. For fermions, however, some quantities may depend on the order,
but only modulo even permutations. In order to express this dependence, we
introduce the following definition:

Definition 20.2 Let A be a set of n elements. Let p, q be bijections {1, . . . , n} →
A. We say that they are equivalent if q−1 ◦ p is an even permutation. There are
precisely two equivalence classes of this relation.

We say that the set A is oriented if one of these equivalence classes is chosen.
This equivalence class is then called the orientation of A. We say that a total
order of A is admissible if it is given by an element of the orientation of A.

Let {Ai}i∈I be a finite family of oriented disjoint sets, each with an even
number of elements. Then

⋃
i∈I

Ai has a natural orientation.

20.1.1 Vertices

Definition 20.3 Let Pr be a set. Its elements are called (species of) particles.
Pr is subdivided into disjoint sets Prs and Pra , whose elements are called (species
of) bosons, resp. fermions. We assume that the set Pra is oriented. For p ∈ Prs

we set εp = 1, and for p ∈ Pra we set εp = −1.

Definition 20.4 Prs, resp. Pra are subdivided into disjoint sets

Prs = Prn
s ∪ Prc

s , resp. Pra = Prn
a ∪ Prc

a .

We set

Prn := Prn
s ∪ Prn

a , Prc := Prc
s ∪ Prc

a .

Elements of Prn , resp. Prc are called (species of) neutral, resp. charged
particles.
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20.1 Diagrams and Gaussian integration 559

Definition 20.5 A multi-degree is a triple of functions

Prn � p �→ mp ∈ {0, 1, 2, . . . },
Prc � q �→ m(+)

q ∈ {0, 1, 2, . . . },
Prc � q �→ m(−)

q ∈ {0, 1, 2, . . . }.
For brevity a multi-degree is typically denoted by a single letter, e.g. m.

We say that m is fermion-even if∑
p∈Prn

a

mp +
∑

q∈Prc
a

(
m(+)

q + m(−)
q

)
is even. (20.1)

Definition 20.6 A vertex, denoted F , is a finite set Lg(F ) equipped with a
map

Lg(F ) � l �→ pr(l) ∈ Pr (20.2)

and a partition into three disjoint subsets

Lgn(F ), Lg(+) (F ), Lg(−) (F )

such that the image of Lgn(F ) under (20.2) is contained in Prn and the images
of Lg(+) (F ) and Lg(−) (F ) are contained in Prc .

Elements of Lgn(F ) are called neutral legs of the vertex F . Elements of
Lg(+) (F ), resp. Lg(−) (F ) are called charge creating, resp. charge annihilating
legs of the vertex F .

We set

Lgp(F ) :=
{
l ∈ Lgn(F ) : pr(l) = p

}
, p ∈ Prn ,

Lg(±)
q (F ) :=

{
l ∈ Lg(±) (F ) : pr(l) = q

}
, q ∈ Prc .

We assume that the sets Lgp(F ), p ∈ Prn
a , and Lg(±)

q (F ), q ∈ Prc
a , are oriented.

The multi-degree of F is defined by

mp(F ) := #Lgp(F ), p ∈ Prn ,

m(±)
q (F ) := #Lg(±)

q (F ), q ∈ Prc .

Graphically a leg is depicted by a line segment attached to the vertex at one
end. The shape or the decoration of a leg corresponds to the particle type.
For example, traditionally, photon legs are represented by wavy lines, while
electron legs are represented by straight lines. Moreover lines corresponding to
charge creating, resp. charge annihilating legs are decorated with an arrow point-
ing away, resp. towards the origin of the line. Neutral legs have no arrows at
all.

A vertex F is depicted by a dot with the legs of Lg(F ) originating at the dot.
Each kind of a vertex is represented by a different dot.
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Figure 20.1 A vertex with four neutral legs.

Figure 20.2 A vertex with two electron legs and two photon legs.

20.1.2 Diagrams

Vertices are linked with one another to form diagrams. A rigorous definition of
a diagram (used in the Gaussian integration) is given below.

Definition 20.7 Let {Fj}j∈J be a finite family of vertices. Set

Lg
(

Π
j∈J

Fj

)
:=
⊔
j∈J

Lg(Fj ).

Elements of Lg
(

Π
j∈J

Fj

)
are called legs of Π

j∈J
Fj . For l = (j, l) ∈ Lg

(
Π

j∈J
Fj

)
we

define nr(l) := j and pr(l) := pr(l).
Lg
(

Π
j∈J

Fj

)
is the union of disjoint sets

Lgπ
(

Π
j∈J

Fj

)
:=
⊔
j∈J

Lgπ (Fj ), π = n, (+), (−).

Elements of Lgn
(

Π
j∈J

Fj

)
are called neutral legs of Π

j∈J
Fj . Elements of

Lg(+)
(

Π
j∈J

Fj

)
, resp. Lg(−)

(
Π

j∈J
Fj

)
are called charge annihilating, resp. charge

creating legs of Π
j∈J

Fj .

A labeled diagram over Π
j∈J

Fj is a pair D = (Lg(D),Ln(D)), where

(1) Lg(D) is a subset of Lg
(

Π
j∈J

Fj

)
, whose elements are called legs or external

lines of D;
(2) Ln(D) is a partition of Lg

(
Π

j∈J
Fj

)
\Lg(D) into pairs such that, if {l, l′} ∈

Ln(D), then
(i) pr(l) = pr(l′);
(ii) if l ∈ Lg(−)

(
Π

j∈J
Fj

)
, then l′ ∈ Lg(+)

(
Π

j∈J
Fj

)
.

Pairs in Ln(D) are called links or internal lines of D.
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20.1 Diagrams and Gaussian integration 561

Figure 20.3 Various diagrams.

We set

Lgπ (D) := Lg(D) ∩ Lgπ
(

Π
j∈J

Fj

)
, π = n, (+), (−).

We define Lnn(D) to be the set of links consisting of neutral particles and
Lnc(D) to be the set of links consisting of charged particles. Sometimes we
will treat charged links as ordered pairs, writing (l(+) , l(−) ) ∈ Lnc(D) with l(±) ∈
Lg(±)

(
Π

j∈J
Fj

)
.

We set

Lgp(D) :=
{
l ∈ Lgn(D) : pr(l) = p

}
, p ∈ Prn ,

Lg(±)
q (D) :=

{
l ∈ Lg(±) (D) : pr(l) = q

}
, q ∈ Prc .

The multi-degree of D is defined by

mp(D) := #Lgp(D), p ∈ Prn ,

m(±)
q (D) := #Lg(±)

q (D), q ∈ Prc .

The number of vertices of D is denoted by

vert(D) := #J.

The set of all labeled diagrams over
(

Π
j∈J

Fj

)
will be denoted D̃g

(
Π

j∈J
Fj

)
.

Thus to draw a diagram over vertices {Fj}j∈J , we first draw the vertices
themselves, then join some of the legs. We are allowed to join only pairs of legs
that belong to the same particle species. In the case of charged particles, we are
only allowed to join a charge creating with a charge annihilating leg. Neutral
lines have no arrow, whereas charged lines are decorated with an arrow.

Definition 20.8 Let D be a diagram over {Fj}j∈J . We say that D has no self-
lines if {l, l′} ∈ Ln(D) implies nr(l) �= nr(l′). The set of all labeled diagrams over
{Fj}j∈J without self-lines will be denoted Dg

(
Π

j∈J
Fj

)
.
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562 Diagrammatics

Figure 20.4 A diagram with a self-line.

Thus, in a diagram without self-lines, there are no lines that start and end at
the same vertex.

Diagrams can be multiplied:

Definition 20.9 Consider two diagrams D ∈ D̃g
(

Π
i∈I

Fi

)
and D′ ∈ D̃g

(
Π

j∈J
Fj

)
.

Clearly, Lg(D) and Lg(D′) can be considered as subsets of Lg
(

Π
i∈I

Fi × Π
j∈J

Fj

)
.

Likewise, Ln(D) and Ln(D′) can be considered as sets of pairs in
Lg
(

Π
i∈I

Fi × Π
j∈J

Fj

)
.

The product of D and D′, denoted DD′ = D′D, is defined as the diagram over
Π

i∈I
Fi × Π

j∈J
Fj such that

Lg(DD′) := Lg(D) ∪ Lg(D′), Ln(DD′) := Ln(D) ∪ Ln(D′).

Thus, graphically, multiplication of diagrams consists simply in their juxta-
position. Clearly, a product of diagrams with no self-lines is a diagram with no
self-lines.

A vertex is an example of a diagram with no self-lines. The diagram whose set
of legs equals Lg

(
Π

j∈J
Fj

)
, and whose set of lines is empty equals Π

j∈J
Fj . This

explains the notation used in Def. 20.7.

20.1.3 Connected diagrams

The following concepts have self-explanatory names.

Definition 20.10 A diagram D ∈ D̃g
(

Π
j∈J

Fj

)
is called connected if for all

j, j′ ∈ J there exist

{ln , l′n}, . . . , {l1 , l′1} ∈ Ln(D)

such that nr(ln ) = j, nr(l′k ) = nr(lk−1), k = n, . . . , 1, nr(l′1) = j′.

For A ⊂ D̃g
(

Π
j∈J

Fj

)
, we set

Acon := {D ∈ A : D is connected }.
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20.1 Diagrams and Gaussian integration 563

Figure 20.5 A disconnected diagram.

Clearly, each diagram can be decomposed into a product of connected dia-
grams. This decomposition is unique up to a permutation of factors.

Definition 20.11 We say that a diagram D has no external legs if Lg(D) = ∅.
If A ⊂ D̃g

(
Π

j∈J
Fj

)
, then we set

Anl := {D ∈ A : D has no external legs},
Acnl := (Anl)con ,

Alink := (A\Anl)con .

20.1.4 Particle spaces and Gaussian integration

Now we introduce the analytical part of the diagram formalism.

Definition 20.12 (1) For any p ∈ Prn , let Vp be a real vector space equipped
with a form σp ∈ L(V#

p ,Vp), where σp is non-degenerate symmetric if p ∈ Prn
s

and non-degenerate anti-symmetric if p ∈ Prn
a . We set

Vn := ⊕
p∈Prn

Vp , εn := ⊕
p∈Prn

εp1lVp
, σn := ⊕

p∈Prn
σp.

(2) For any q ∈ Prc , let Vq be a complex vector space equipped with a form
σq ∈ L(V#

q ,Vq ), where σq is non-degenerate Hermitian if q ∈ Prc
s and non-

degenerate anti-Hermitian if q ∈ Prc
a . We set

Vc := ⊕
q∈Prc

Vq , εc := ⊕
q∈Prc

εq1lVq
, σc := ⊕

q∈Prc
σq .

(3) Set

V := CVn ⊕ Vc ⊕ Vc
, ε = εn

C ⊕ εc ⊕ εc .

We will treat Vn , Vc and V as super-spaces (see Subsect. 1.1.15). In particular,
we can define the set of holomorphic polynomials over V, denoted Pol(V). As
usual, if G ∈ Pol(V), then G(0) denotes the zero-th order component of G.

Definition 20.13 For G ∈ Pol(V), we define

ˆ
G :=

(
exp
( ∑

p∈Prn

1
2
∇vp

σp∇vp
+
∑

q∈Prc

∇v q
σq∇vq

)
G

)
(0). (20.3)
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564 Diagrammatics

Applying respectively the identities (4.15), (4.16) and (2) of Prop. 7.19, we
obtain the following interpretation of (20.3):

(1) If p ∈ Prn
s , G ∈ Pols(CVp) and σp is positive definite, then (20.3) coincides

with the usual integral over Vp w.r.t. the probability Gaussian measure with
covariance σp , that is,

ˆ
G = C

ˆ
G(vp)e−

1
2 vp σ−1

p vp dvp .

(2) If q ∈ Prc
s , G ∈ Pols(Vq ⊕ Vq ) and σq is positive definite, (20.3) coincides with

the usual integral over Vq ,R � Re(Vq ⊕ Vq ) w.r.t. the probability Gaussian
measure with covariance σq , that is,

ˆ
G = C

ˆ
G(vq , vq )e−v q σ−1

q vq dvqdvq .

(3) If p ∈ Prn
a , G ∈ Pola(CVp), then (20.3) coincides with the Berezin integral

with the weight e−
1
2 vp σ−1

p vp , that is,
ˆ

G = C

ˆ
G(vp)e−

1
2 vp σ−1

p vp dvp .

(4) If q ∈ Prc
a, G ∈ Pola(Vq ⊕ Vq ), then (20.3) coincides with the Berezin integral

with the weight e−v q σ−1
q vq , that is,

ˆ
G = C

ˆ
G(vq , vq )e−v q σ−1

q vq dvqdvq .

In all these cases, C is the normalizing constant.

Definition 20.14 Define the Wick transform of G ∈ Pol(V) by

: G : := exp
(
−
∑

p∈Prn

1
2
∇vp

σp∇vp
−
∑

q∈Prc

∇v q
σq∇vq

)
G. (20.4)

If G = :G1 :, then G1 will be sometimes called the Wick symbol of G.

Note that Def. 20.14 generalizes the Wick transform from Def. 9.18, where it
was a construction closely related to the Gram–Schmidt orthogonalization.

Clearly,

G = exp
( ∑

p∈Prn

1
2
∇vp

σp∇vp
+
∑

q∈Prc

∇v q
σq∇vq

)
:G:, (20.5)

ˆ
:G: = G(0).
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20.1 Diagrams and Gaussian integration 565

20.1.5 Monomials

Let m be a multi-degree.

Definition 20.15 Set

⊗m (V) := ⊗
p∈Prn

⊗mp (CVp)⊗ ⊗
q∈Prc

⊗m (+ )
q (Vq )⊗ ⊗

q∈Prc
⊗m (−)

q (Vq ), (20.6)

Γm (V) := ⊗
p∈Prn

Γmp
εp

(CVp)⊗ ⊗
q∈Prc

Γ
m (+ )

q
εq (Vq )⊗ ⊗

q∈Prc
Γ

m (−)
q

εq (Vq ), (20.7)

Polm (V) := ⊗
p∈Prn

Polmp
εp

(CVp)⊗ ⊗
q∈Prc

Pol
m (+ )

q
εq (Vq )⊗ ⊗

q∈Prc
Pol

m (−)
q

εq (Vq ). (20.8)

Elements of Polm (V) are called complex polynomials of multi-degree m.

Clearly, Γm (V) ⊂ ⊗m (V) and Polm (V) = Γm (V)# .

Definition 20.16

Θm := ⊗
p∈Prn

Θmp
εp
⊗ ⊗

q∈Prc
Θ

m (+ )
q

εq ⊗ ⊗
q∈Prc

Θ
m (−)

q
εq

denotes the usual projection of ⊗m (V) onto Γm (V). Therefore, Θm# is the usual
projection of ⊗m (V)# onto Polm (V).

Let F be a vertex with multi-degree m. With every leg of the vertex we
associate a space

Vl � Vp , l ∈ Lgp(F ), p ∈ Prn ,

Vk � Vq , k ∈ Lg(+)
q (F ), q ∈ Prc ,

Vk � Vq , k ∈ Lg(−)
q (F ), q ∈ Prc . (20.9)

Within each family

Lgp(F ), p ∈ Prn ,

Lg(+)
q (F ), q ∈ Prc ,

Lg(−)
q (F ), q ∈ Prc ,

we label the legs by consecutive integers. For fermionic particles we assume that
the numbering is admissible. Note that apart from this condition, the numbering
is arbitrary and plays only an auxiliary role. Thanks to this numbering, we have
a natural bijection between the set of legs of the vertex F and the factors of
(20.6). Thus ⊗m (V) can be identified with

⊗
l∈Lgn (F )

Vl ⊗ ⊗
k∈Lg(+ ) (F )

Vk ⊗ ⊗
k∈Lg(−) (F )

Vk , (20.10)

and an element of ⊗m (V)# can be viewed as a multi-linear function on

Π
l∈Lgn (F )

Vl × Π
k∈Lg(+ ) (F )

Vk × Π
k∈Lg(−) (F )

Vk . (20.11)
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566 Diagrammatics

In this way we can associate with a monomial in Polm (V) a vertex F of
the same multi-degree. Therefore, we will use the same letter F to denote a
monomial and its associated vertex, and we will usually not distinguish between
them.

It is convenient to adopt natural names of the corresponding generic variables:

vl for the generic variable in Vl, l ∈ Lgn(F ),

vk for the generic variable in Vk , k ∈ Lg(+) (F ),

vk for the generic variable in Vk , k ∈ Lg(−) (F ).

20.1.6 Evaluation of diagrams

Let {Fj}j∈J be a family of fermion-even monomials. Let D ∈ D̃g
(

Π
j∈J

Fj

)
, that

is, let D be a diagram over Π
j∈J

Fj .

Definition 20.17 The evaluation of D is an element of Polm (D )(V) denoted by
the same symbol D and given by

D := Θm (D )#
∏

�={l,l′}∈Lnn (D )

∇v l σ�∇v l′

×
∏

κ=(k(+ ) ,k(−) )∈Lnc (D )

∇v
k (−) σκ∇v

k (+ )

∏
j∈J

Fj . (20.12)

Here, if � = {l, l′} ∈ Lgn(D) and p = pr(l) = pr(l′), then σ� denotes σp .
Likewise, if κ = (k(+) , k(−) ) ∈ Lgc(D) and q = pr(k(+) ) = pr(k(−) ), then σκ

denotes σq .

(20.12) should be interpreted as follows:

(1) We treat Π
j∈J

Fj as a multi-linear function depending on the variables

vl ∈ Vl, l ∈ Lgn
(

Π
j∈J

Fj

)
,

vk ∈ Vk , k ∈ Lg(+)
(

Π
j∈J

Fj

)
,

vk ∈ Vk , k ∈ Lg(−)
(

Π
j∈J

Fj

)
.

(2) We perform the differentiation indicated in (20.12), which produces a multi-
linear function depending on

vl ∈ Vl, l ∈ Lgn(D),

vk ∈ Vk , k ∈ Lg(+) (D),

vk ∈ Vk , k ∈ Lg(−) (D).
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20.1 Diagrams and Gaussian integration 567

(3) We label the set J by consecutive integers in an arbitrary way. This gives an
obvious ordering of the legs in each family

Lgp

(
Π

j∈J
Fj

)
, p ∈ Prn ,

Lg(+)
q

(
Π

j∈J
Fj

)
, q ∈ Prc ,

Lg(−)
q

(
Π

j∈J
Fj

)
, q ∈ Prc . (20.13)

(4) We order the set of particles. The ordering of fermionic particles should be
admissible.

(5) The ordering determined in the previous two points allows us to identify the
result of differentiation with an element of ⊗m (D )(V)# .

(6) We symmetrize/anti-symmetrize, obtaining an element of Polm (D )(V).

Note that if D1 , . . . , Dn are diagrams and D = D1 · · ·Dn , then the evaluation
of D equals the product of the evaluations of Di , i = 1, . . . , n.

Remark that if D has no external legs, then as a monomial it is a number,
hence : D := D.

Note that the group of permutations of J leaves invariant the monomial asso-
ciated with diagrams in Dg

(
Π

j∈J
Fj

)
because all monomials Fj are fermion-even.

20.1.7 Gaussian integration of products of monomials

The following theorem shows that diagrams can be efficiently used to compute
the Wick symbol and the Gaussian integral of products of monomials. In the
bosonic case, for a positive definite σ, (20.15) and (20.17) are graphical interpre-
tations of Thm. 9.25.

Theorem 20.18 Let {F1 , . . . , Fr} be fermion-even monomials. Then

Fn · · ·F1 =
∑

D∈D̃g(Fn ,...,F1 )

: D :, (20.14)

: Fn : · · · : F1 : =
∑

D∈Dg(Fn ,...,F1 )

: D :, (20.15)

ˆ
Fn · · ·F1 =

∑
D∈D̃g(Fn ,...,F1 )n l

D, (20.16)

ˆ
: Fn : · · · : F1 : =

∑
D∈Dg(Fn ,...,F1 )n l

D. (20.17)

Proof (20.14) is a restatement of (20.5) applied to Fn · · ·F1 , where we repeat-
edly use the formula (3.36).
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568 Diagrammatics

(20.15) follows from (20.5) applied to :Fn : · · · :F1 : and (20.4) applied to Fi .
(20.16), resp. (20.17) follow from (20.14), resp. (20.15) by (20.3). �

In Fig. 20.6, we illustrate the above theorem by the diagrams needed to eval-
uate the identities

:φ4 : :φ4 : = :φ8 : + 4:φ6 : + 72:φ4 : + 96:φ2 : + 24,

(2π)−1/2
ˆ

:φ4 : :φ4 :e−
1
2 φ2

dφ = 24.

Figure 20.6 Diagrams for :φ4 : :φ4 :.

20.1.8 Identical diagrams

Let {Fr , . . . , F1} be a certain finite set of vertices. For brevity, this set will be
denoted by V.

Recall that Sn denotes the group of permutations of n elements.
Suppose that n1 , . . . , nr ∈ {0, 1, . . . }. The group

r

Π
i=1

Sni
acts in the obvious

way on Dg
( r

Π
i=1

Fni
i

)
.

Definition 20.19 We set

Dg{V} :=
∞⊔

n1 ,...,nr =1

Dg
( r

Π
i=1

Fni

)
/

r

Π
i=1

Sni
. (20.18)

Elements of (20.18) will be called unlabeled diagrams with vertices in V.
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20.1 Diagrams and Gaussian integration 569

In other words, Dg{V} consists of classes of diagrams made with vertices
from V, which differ just by a permutation. Typically, we will write [D] for an
unlabeled diagram, D being a labeled diagram and the square bracket denoting
the equivalence class.

20.1.9 Gaussian integration of exponentials

Let V = {F1 , . . . , Fr} be a set of fermion-even monomials and λ a coupling con-
stant. Set G := F1 + · · ·+ Fr . Our main aim is to compute the Gaussian integral
and the Wick symbol of exp(λ:G:).

As indicated before, with each monomial Fi , i = 1, . . . , r, we associate a vertex
of the same multi-degree, denoted by the same symbol Fi .

Let D ∈ Dg
( r

Π
i=1

Fni

)
. The evaluation of the diagram D (see Def. 20.17) does

not depend on the action of the group
r

Π
i=1

Sni
. Hence, it is well defined for

unlabeled diagrams.

Theorem 20.20

exp(λ:G:) =
∑

[D ]∈Dg{V}
λvert(D ) :D:. (20.19)

Proof Clearly,

exp(λ:G:) =
∞∑

n1 ,...,nr =0

1
n1 ! · · ·nr !

λn1 +···+nr :F1 :n1 · · · :Fr :nr

=
∞∑

n1 ,...,nr =0

∑
D∈Dg(F n 1

1 ···F n r
r )

λvert(D )

n1 ! · · ·nr !
:D:

=
∞∑

n1 ,...,nr =0

∑
[D ]∈Dg(F n 1

1 ···F n r
r )/

r
Π

i = 1
Sn i

λvert(D ) :D:. �

Theorem 20.21 (Linked cluster theorem)

exp(λ:G:) = : exp

( ∑
[C ]∈Dg{V}c o n

λvert(C )C

)
:, (20.20)

log
(ˆ

exp(λ:G:)
)

=
∑

[C ]∈Dg{V}c n l

λvert(C )C, (20.21)

exp(λ:G:)´
exp(λ:G:)

= : exp

( ∑
[C ]∈Dg{V}l in k

λvert(C )C

)
: . (20.22)
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570 Diagrammatics

Proof Let us prove (20.20). Let Cj ∈ Dg
( r

Π
i=1

F
mj i

i

)
, j = 1, . . . , p, be dis-

tinct connected labeled diagrams. Let kj ∈ {0, 1, . . . }, j = 1, . . . , p. Let D :=

Ck1
1 · · ·Ckp

p ∈ Dg
( r

Π
i=1

Fni
i

)
. Clearly, ni =

p∑
j=1

mji and

#[D] =
r∏

i=1

ni !, #[Cj ] =
r∏

i=1

mji !.

An elementary combinatorial argument shows that each diagram in [D] repre-

sents
r∏

i=1
ni !

p∏
j=1

(mji !)−kj (kj !)−1 times the same diagram in the Cartesian prod-

uct
p∏

j=1
[Cj ]kj . Therefore,

D =
r∏

i=1

(ni !)−1
∑

D ′∈[D ]

D′

=
r∏

i=1

p∏
j=1

(mji !)−kj (kj !)−1
kj∏

l=1

∑
C ′

j l ∈[Cj ]

C ′
j l

=
p∏

j=1

(kj !)−1C
kj

j .

Now (20.21) and (20.22) follow from (20.20). �

20.2 Perturbations of quantum dynamics

In this section we recall the terminology used in quantum physics in the context
of a dynamics and its perturbations. We will consider first the case of time-
dependent, and then time-independent perturbations.

We recall in particular the basic concepts of scattering theory. Its central
notion is the scattering operator. There are several varieties of scattering opera-
tors. We recall the standard definition, which is successfully used in the context
of Schrödinger operators with short-range potentials. Note, however, that the
standard definition usually does not apply to quantum field theory, even on a
formal level. We introduce also the adiabatic scattering operator, which is often
used to develop the formalism of quantum field theory in standard textbooks.

Our presentation throughout this section will be rather formal. In order to
make rigorous some of the formulas we give, one needs to make relatively com-
plicated technical assumptions – we refrain from describing them.

Throughout the section H is a Hilbert space.

20.2.1 Time-ordered exponentials

Let R � t �→ Bi(t) ∈ B(H), i = 1, . . . , n, be time-dependent families of
operators.
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20.2 Perturbations of quantum dynamics 571

Definition 20.22 Let tn , . . . , t1 ∈ R be pairwise distinct. We define Dyson’s
time-ordered product of Bn (tn ),..., B1(t1) by

T(Bn (tn ) · · ·B1(t1)) := Bin
(tin

) · · ·Bi1 (ti1 ),

where (in , . . . , i1) is the permutation of (n, . . . , 1) such that tin
≥ · · · ≥ ti1 .

Consider now a single family of operators R � t �→ B(t).

Definition 20.23 For t+ ≥ t−, the time-ordered exponential is defined as

Texp

(ˆ t+

t−
B(t)dt

)
:=

∞∑
n=0

ˆ
· · ·
ˆ

t+ ≥tn ≥···≥t1 ≥t−

B(tn ) · · ·B(t1)dtn · · · dt1

=
∞∑

n=0

ˆ t+

t−
· · ·
ˆ t+

t−

1
n!

T (B(tn ) · · ·B(t1)) dtn · · · dt1 .

If t+ ≤ t−, then we set

Texp

(ˆ t+

t−
B(t)dt

)
:=

(
Texp

ˆ t−

t+

B(t)dt

)−1

=
∞∑

n=0

ˆ
· · ·
ˆ

t−≤t1 ≤···≤tn ≤t+

(−1)nB(t1) · · ·B(tn )dt1 · · · dtn .

For brevity, let us write

U(t+ , t−) := Texp

(ˆ t+

t−
B(t)dt

)
.

Note that

d
dt+

U(t+ , t−) = B(t+)U(t+ , t−),

d
dt−

U(t+ , t−) = −U(t+ , t−)B(t−),

U(t, t) = 1l,

U(t2 , t1)U(t1 , t0) = U(t2 , t0).

If B(t) = B, then U(t+ , t−) = e(t+ −t−)B .

20.2.2 Perturbation theory

Let H0 be a self-adjoint operator. Let R � t �→ V (t) be a family of self-adjoint
operators. Set H(t) := H0 + λV (t). Consider the unitary evolution

U(t+ , t−) = Texp

(
−i
ˆ t+

t−
H(t)dt

)
.

Let R � t �→ A(t) be an operator-valued function.
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Definition 20.24 The operator A(t) in the interaction picture is defined as

AI(t) := eitH0 A(t)e−itH0 .

The evolution in the interaction picture is defined as

UI(t+ , t−) := eit+ H0 U(t+ , t−)e−it−H0 .

Note that

UI(t+ , t−) = Texp

(
−iλ
ˆ t+

t−
VI(t)dt

)
.

In some cases we can take the limit t− → −∞ or t+ →∞. In particular this
is the case if V (t) decays in time sufficiently fast.

Definition 20.25 The Møller or wave operators, resp. the scattering operator
(if they exist) are defined as

S± := s − lim
t→±∞UI(0, t),

S = S+∗S−.

Theorem 20.26 (1) If S± exist, then they are isometric.
(2) S := w − lim

(t+ ,t−)→(+∞,−∞)
UI(t+ , t−).

(3) If Ran S+ = RanS−, then S is unitary.

Note that the operators UI(t+ , t−), S−, resp. S+∗ can be viewed as special
cases of the scattering operator, if we multiply V (t) by 1l[t−,t+ ](t), 1l[−∞,0[(t),
resp. 1l]∞,0[(t).

20.2.3 Standard Møller and scattering operators

Until the end of the section, H0 and V are fixed self-adjoint operators and H :=
H0 + λV . We have U(t+ , t−) = e−i(t+ −t−)H and VI(t) = eitH0 V e−itH0 .

Clearly, the Møller and scattering operators (if they exist) are

S± = s − lim
t→±∞ eitH e−itH0 ,

S := w − lim
(t+ ,t−)→(+∞,−∞)

eit+ H0 e−i(t+ −t−)H e−it−H0 .

Definition 20.27 In what follows, we will call S± and S defined as above the
standard Møller and scattering operators.

Theorem 20.28 Suppose that the standard Møller operators exist.

(1) The standard Møller operators satisfy S±H0 = HS±.
(2) The standard scattering operator satisfies H0S = SH0 .
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20.2 Perturbations of quantum dynamics 573

We have, at least formally,

S+ = Texp
(
−
ˆ 0

+∞
iλVI(t)dt

)
,

S− = Texp
(
−
ˆ 0

−∞
iλVI(t)dt

)
,

S = Texp
(
−
ˆ +∞

−∞
iλVI(t)dt

)
.

20.2.4 Stone formula

For ε > 0, set

δε(ξ) :=
ε

π
(ξ2 + ε2)−1 .

which is a family of approximations of the delta function. For any a < b, we have
the Stone formula,

s − lim
ε↘0

ˆ b

a

δε(ξ1l−H)dξ =
1
2
(
1l[a,b](H) + 1l]a,b[(H)

)
.

We will formally write

δ(ξ1l−H0) for lim
ε↘0

δε(ξ1l−H),(
(ξ ± i0)1l−H0

)−1 for lim
ε↘0

(
(ξ ± iε)1l−H0)−1 .

These limits do not exist as bounded operators, but can sometimes be given a
rigorous meaning as operators between appropriate weighted spaces.

20.2.5 Stationary formulas for Møller and scattering operators

We have the identities (see e.g. Yafaev (1992)):

S± =
ˆ (

1l +
(
(ξ ∓ i0)1l−H

)−1
λV
)
δ(ξ1l−H0)dξ

=
ˆ ∞∑

n=0

λn
((

(ξ ∓ i0)1l−H0
)−1

V
)n

δ(ξ1l−H0)dξ.

S − 1l = −2π

ˆ
δ(ξ1l−H0)

(
λV + λ2V

(
(ξ + i0)1l−H

)−1
V
)
δ(ξ1l−H0)dξ

= −2π

ˆ
δ(ξ1l−H0)

∞∑
n=0

λnV
((

(ξ + i0)1l−H0
)−1

V
)n

δ(ξ1l−H0)dξ.

20.2.6 Problem with eigenvalues

It is easy to show the following fact:

Theorem 20.29 If the standard Møller operators exist and H0Ψ = EΨ, then
HΨ = EΨ.
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In practice, the standard formalism of scattering theory is usually applied to
Hamiltonians H0 which only have absolutely continuous spectra. In such a case,
Thm. 20.29 is irrelevant.

Thm. 20.29 becomes relevant in models inspired by quantum field theory.
Suppose that the starting point of a model is a pair of Hamiltonians H0 and H

(possibly defined only on a formal level). In typical situations both Hamiltonians
have a ground state, and these ground states are different. Thm. 20.29 then shows
that the standard scattering theory is not applicable. Instead one can sometimes
try other approaches, such as the adiabatic approach developed by Gell-Mann
and Low, which we describe below.

20.2.7 Adiabatic dynamics

Definition 20.30 The adiabatically switched on interaction, or simply the adia-
batic interaction, is defined as Vε(t) := e−ε|t|V , ε > 0. The adiabatic Hamiltonian
is Hε(t) := H0 + λVε(t). The corresponding dynamics is denoted by Uε(t+ , t−)
and the corresponding dynamics in the interaction picture by UεI(t+ , t−). We
also define the adiabatic Møller and scattering operators

S±
ε := s − lim

t→±∞UεI(0, t),

Sε := S+
ε S−∗

ε .

Note that if the standard Møller operators exist and, if some mild additional
assumptions hold, we have

S± = s − lim
ε↘0

S±
ε ,

S = w − lim
ε↘0

Sε.

As we argued in Subsect. 20.2.6, in quantum field theory the standard scatter-
ing theory usually fails. One needs to use non-standard definition of scattering
operators. (Analogs of Møller operators are rarely used in quantum field theory
anyway.) One possible modification of the definition of the scattering operator
is given below. In this definition, Φ0 is a distinguished unit vector, typically the
ground state of H0 (e.g. the free vacuum in quantum field theory).

Definition 20.31 The Gell-Mann–Low scattering operator (if it exists) is

SGL := w − lim
ε↘0

Sε

(Φ0 |SεΦ0)
.

20.2.8 Bound state energy

Suppose that Φ0 and E0 , resp. Φ and E are eigenvectors and eigenvalues of H0 ,
resp H, so that

H0Φ0 = E0Φ0 , HΦ = EΦ.
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20.3 Friedrichs diagrams and products of Wick monomials 575

We assume that Φ, E are small perturbations of Φ0, E0 when the coupling
constant λ is small enough.

The following heuristic formulas can be sometimes rigorously proven:

E − E0 = lim
t→±∞ i−1 d

dt
log(Φ0 |eitH e−itH0 Φ0), (20.23)

E − E0 = lim
t→±∞(2i)−1 d

dt
log(Φ0 |e−itH0 ei2tH e−itH0 Φ0). (20.24)

To see why we can expect (20.23) to be true, we write

(Φ0 |eitH e−itH0 Φ0) = |(Φ0 |Φ)|2eit(E−E0 ) + C(t).

Then, if we can argue that for large t the term C(t) does not play a role, we
obtain (20.23). (20.24) follows by essentially the same argument.

Note that (20.23) involves eitH e−itH0 , which can be called an approximate
Møller operator, and (20.24) involves e−itH0 ei2tH e−itH0 , an approximate scatter-
ing operator.

Still heuristic, but a little more satisfactory, are the formulas that give the
energy shift in terms of the adiabatic Møller and scattering operators:

E − E0 = lim
ε↘0

iελ∂λ log(Φ0 |S+
ε Φ0), (20.25)

E − E0 = lim
ε↘0

iελ
2

∂λ log(Φ0 |SεΦ0). (20.26)

(20.26) is called the Sucher formula.

20.3 Friedrichs diagrams and products of Wick monomials

The main aim of the remaining part of this chapter is to describe the perturbation
theory for the dynamics of the form dΓ(h) plus the quantization of a (possibly
time-dependent) Wick polynomial. We will describe two distinct formalisms for
this purpose. In this and the next section we discuss the formalism of Friedrichs
diagrams. The characteristic feature of these diagrams is the fact that the vertices
are ordered in time.

One can argue that the formalism of Friedrichs diagrams was implicitly used
in quantum field theory since its birth. Strangely, however, before the late 1940s
it was not common to draw pictures to keep track of terms in the perturbation
expansion. Apparently, the first to use pictorial representations of the perturba-
tion theory was Stueckelberg and, on a larger scale, Feynman. Their diagrams,
however, are different, and will be discussed in Sects. 20.5 and 20.6 under the
name Feynman diagrams. In Feynman diagrams the order of the time label does
not play a role, which usually is a serious advantage. Thus Feynman’s inven-
tion is not limited to the use of pictorial diagrams. The idea of making pictures
when one tries to do computations in perturbation theory is actually quite easy

https://www.cambridge.org/core/terms. https://www.cambridge.org/core/product/3F2652F5759A09E8165EE08E3F91CC35
Downloaded from https://www.cambridge.org/core. IP address: 18.191.223.123, on 21 Jul 2024 at 04:58:56, subject to the Cambridge Core terms of use, available at

https://www.cambridge.org/core/terms
https://www.cambridge.org/core/product/3F2652F5759A09E8165EE08E3F91CC35
https://www.cambridge.org/core


576 Diagrammatics

to come by. What was more important and less obvious was to group together
various time orderings.

Even though Feynman diagrams dominate, especially in relativistic computa-
tions, Friedrichs diagrams are also useful in some situations. In particular, they
can be used to compute leading singularities of certain terms of the perturbation
expansion.

We divided the discussion of Friedrichs diagrams into two sections. In this
section, the goal is to explain how to represent pictorially the symbol of the
product of Wick monomials. In the next section we discuss how to compute the
scattering operator using Friedrichs diagrams.

20.3.1 Friedrichs vertices

Just as in Sect. 20.1, we start with a description of purely graphical and com-
binatorial aspects of the formalism. It is quite similar to that of Sect. 20.1,
and we will often use the same terms, sometimes with a slightly different
meaning.

We assume that we have a set Pr = Prs # Pra describing particles, which are
bosonic or fermionic, as in Def. 20.3. We assume that the set Pra is oriented.

We adapt the definition of the multi-degree to the context of this section.

Definition 20.32 A multi-degree is a function

Pr � p �→ mp ∈ {0, 1, 2, . . . }.

Definition 20.33 A Friedrichs vertex, denoted W , is a pair of disjoint sets(
Lg+(W ),Lg−(W )

)
, each equipped with a function

Lg±(W ) � l �→ pr(l) ∈ Pr.

Elements of Lg±(W ) are called outgoing, resp. incoming legs of the vertex W .
The sets Lg±p (W ), p ∈ Pra , are oriented.

The outgoing, resp. incoming multi-degree of W is given by

m±
p (W ) := #{l ∈ Lg±(W ) : pr(l) = p}, p ∈ Pr.

We say that W is fermion-even if∑
p∈Pra

(
m+

p (W ) + m−
p (W )

)
is even. (20.27)

A Friedrichs vertex W is graphically depicted by a dot with legs of Lg(W )
originating at the dot. Incoming legs are on the right and the outgoing legs
are on the left. Again, legs for different particle types are depicted by different
graphical styles.
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time

Figure 20.7 Various Friedrichs vertices.

time

tt ttt5 4 3 12

Figure 20.8 A disconnected Friedrichs diagram.

20.3.2 Friedrichs diagrams

Definition 20.34 Let (Wn, . . . ,W1) be a sequence of Friedrichs vertices. Set

Lg(Wn, . . . ,W1) :=
⊔

n≥j≥1

Lg(Wj ),

Lg±(Wn, . . . ,W1) :=
⊔

n≥j≥1

Lg±(Wj ).

Clearly, Lg(Wn, . . . ,W1) is the union of disjoint sets

Lg+(Wn, . . . ,W1), Lg−(Wn, . . . ,W1).

Elements of Lg±(Wn, . . . ,W1) are called incoming, resp. outgoing legs of
(Wn, · · · ,W1). For l = (j, k) ∈ Lg±(Wn, . . . ,W1) we define nr(l) = j and pr(l) =
pr(k). (Note that j ∈ {n, . . . , 1} and k ∈ Lg(Wj ); see Def. 20.1.)

A Friedrichs diagram B over (Wn, · · · ,W1) is a triple(
Lg−(B),Lg+(B),Ln(B)

)
, where
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(1) Lg−(B) is a subset of Lg−(Wn, . . . ,W1);
(2) Lg+(B) is a subset of Lg+(Wn, . . . ,W1);
(3) Ln(B) is a partition of(

Lg+(Wn, . . . ,W1)\Lg+(B)
) ∪ (Lg−(Wn, . . . ,W1)\Lg−(B)

)
into two-element sets such that

(i) {l+ , l−} ∈ Ln(B) implies nr(l+) �= nr(l−),
(ii) if {l+ , l−} ∈ Ln(B) and nr(l+) > nr(l−), then l+ ∈ Lg−(B), l− ∈

Lg+(B),
(iii) {l+ , l−} ∈ Ln(B) implies pr(l+) = pr(l−).

The incoming and outgoing multi-degree of B is defined by

m±
p (B) := #

{
l ∈ Lg±(B) : pr(l) = p

}
, p ∈ Pr.

The number of vertices of B is denoted by vert(B) = n. The set of all
Friedrichs diagrams over (Wn, . . . ,W1) will be denoted FDg(Wn, . . . ,W1).

Thus, to draw a Friedrichs diagram we first put the Friedrichs vertices in the
correct order, and then we join some of the outgoing legs with later incoming
legs of the same particle species.

Remark 20.35 Note that the vertices in a Friedrichs diagram are ordered, con-
trarily to those appearing in Subsect. 20.1.2. Typically each vertex is associated
with a time and vertices are ordered according to increasing times. To our knowl-
edge, in the literature one can find three conventions concerning the time arrow
in a diagram: time flows to the left, right or upwards. We adopt the convention
that time flows to the left, because it agrees with the order of multiplication of
operators.

20.3.3 Connected Friedrichs diagrams

The following definitions are very similar to the analogous definitions of Sect.
20.1.

Definition 20.36 A Friedrichs diagram B is called connected if for all j, j′ ∈
{n, . . . , 1} there exist

{lm , l′m}, . . . , {l1 , l′1} ∈ Ln(B) (20.28)

such that nr(lm ) = j, nr(l′k ) = nr(lk−1), k = m, . . . , 2, nr(l′1) = j′.
If A ⊂ FDg(Wn, . . . ,W1), then we set

Acon := {B ∈ A : B is connected }.

Note that the sequence of lines in (20.28) does not have to be ordered in time.
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Definition 20.37 We say that a Friedrichs diagram B has no external legs if
Lg+(B) = Lg−(B) = ∅.

If A ⊂ FDg(Wn, . . . ,W1), then we set

Anl := {B ∈ A : B has no external legs},
Acnl := (Anl)con ,

Alink = (A\Anl)con .

20.3.4 One-particle spaces

Definition 20.38 With each p ∈ Pr we associate a complex Hilbert space Zp .
Zp is called the one-particle space of p. We set

Z := ⊕
p∈Pr

Zp , ε = ⊕
p∈Pr

εp1lZp
.

We treat (Z, ε) as a super-space.
Let Q ∈ Bfin(Z). Its Wick quantization, denoted as usual Opa∗,a(Q), is an

operator on the Fock space

⊗
p∈Pr

Γεp
(Zp) � Γ(Z).

20.3.5 Incoming and outgoing diagram spaces

Let m be a multi-degree.

Definition 20.39 We set

⊗m Z := ⊗
p∈Pr

⊗mpZp , (20.29)

Γm (Z) := ⊗
p∈Pr

Γmp
εp

(Zp), (20.30)

Polm (Z) := ⊗
p∈Pr

Polmp
εp

(Zp). (20.31)

Γm (Z) is called the m-particle space. Let Θm denote the usual projection from
⊗mZ onto Γm (Z).

Let (m+ ,m−) be a pair of multi-degrees. An important role will be played by

B
(
Γm−

(Z),Γm+
(Z)
)
. (20.32)

(20.32) will sometimes be interpreted as a polynomial in

Polm
−
(Z)⊗ Polm

+
(Z).

More precisely, with W that belongs to (20.32) we associate

W
(
{zi,+ ,p}i=1,...,m+

p ,p∈Pr , {zj,−,q}j=1,...,m−
q ,q∈Pr

)
=
(
⊗

p∈Pr

m+
p⊗

i=1
zi,+ ,p

∣∣∣W ⊗
q∈Pr

m−
p⊗

j=1
zj,−,q

)
.
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We will sometimes view (20.32) as a subspace of B(⊗m−Z,⊗m+ Z): an ele-
ment of W of (20.32) is extended to an operator on ⊗m−Z by setting 0 on the
orthogonal complement of Γm−

(Z).
Let W be a vertex of multi-degrees (m+ ,m−). With every leg of the vertex

we associate a space

Zl � Zp , l ∈ Lg±p (W ) , p ∈ Pr. (20.33)

Within each family Lg±p (W ) we order the legs by consecutive integers. For
fermionic particles we assume that the numbering is admissible. Note that apart
from this condition, the numbering is arbitrary and plays only an auxiliary role.
Thanks to this numbering, we have a natural bijection between Lg±(W ) and the
factors of ⊗m±Z. Thus ⊗m±Z can be identified with

⊗
l∈Lg±(W )

Zl. (20.34)

Consequently, B(⊗m−Z,⊗m+ Z) can be identified with

B
(

⊗
l∈Lg+ (W )

Zl, ⊗
k∈Lg−(W )

Zk

)
. (20.35)

Elements of (20.35) can be viewed as multi-linear functions on

Π
l∈Lg+ (W )

Z l × Π
k∈Lg−(W )

Zk . (20.36)

Indeed, consider an element of (20.35), denoted also by W . We associate with it
a function

W
(
{zl}l∈Lg+ (W ) , {zk}k∈Lg−(W )

)
:=
(

⊗
l∈Lg+ (W )

zl
∣∣W ⊗

k∈Lg−(W )
zk

)
, (20.37)

where zl ∈ Zl+ , zk ∈ Zl− .

20.3.6 Evaluation of a Friedrichs diagram

Let Wi ∈ B
(
Γm−

i (Z),Γm+
i (Z)

)
, i = n, . . . , 1, be a sequence of Wick monomials.

Let B be a Friedrichs diagram over Wn · · ·W1 with m± = m±(B).

Definition 20.40 The evaluation of the Friedrichs diagram B, usually denoted
by the same letter B, is defined by

B := Θm+ #

Θm−#
∏

{l+ ,l−}∈Ln(B )

∇z l+
·∇z l−

1∏
j=n

Wj . (20.38)

The above definition uses the polynomial interpretation of a Friedrichs vertex.
Wj are treated as polynomials, as in (20.37).
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20.3 Friedrichs diagrams and products of Wick monomials 581

(20.38) thus defines a multi-linear function with variables zl ∈ Z l , l ∈
Lg+(Wn, . . . ,W1), zl ∈ Z l , l ∈ Lg−(Wn, . . . ,W1). The differential operator kills
some of the variables; only those in Lg±(B) survive. Then we apply the
symmetrization/anti-symmetrization operators.

It is also possible to give an equivalent definition that uses a purely operator
language.

Definition 20.41 For j = 1, . . . , n, we set

Lj (B) =
{
l ∈ Lg+(B) : j > nr(l)

}
∪{l ∈ Lg−(B) : nr(l) > j

}
∪{(l+ , l−) ∈ Ln(B) : nr(l+) > j > nr(l−)

}
.

Lj (B) is called the set of lines bypassing the vertex Wj .

Note that

Lg−(B) = L1(B) ∪ Lg−(W1),

Lg+(B) = Ln (B) ∪ Lg+(Wn ).

Definition 20.42 For each � = {l+ , l−} ∈ Ln(B) with nr(l+) > nr(l−), let Z�

denote the space Zl− � Zl+ . Let 1ljB denote the identity on

⊗
�∈Lj (B )

Z� .

Let Wj be interpreted as operators in

B
(

⊗
l∈Lg−(Wi )

Zl, ⊗
l∈Lg+ (Wi )

Zl

)
.

In the operator language, the diagram B can be computed as

B = Θm+
(Wn ⊗ 1lnB ) · · · (W1 ⊗ 1l1B

)
Θm−

.

20.3.7 Products of operators

Theorem 20.43

Opa∗,a(Wn ) · · ·Opa∗,a(W1) =
∑

B∈FDg(Wn ,...,W 1 )

Opa∗,a(B),

(
Ω
∣∣Opa∗,a(Wn ) · · ·Opa∗,a(W1)Ω

)
=

∑
B∈FDg(Wn ,...,W 1 )n l

B.

Proof This is essentially a restatement of Thm. 9.36. �

This theorem describes a method of computing the Wick symbol of a product
of operators. We first draw the Friedrichs vertices in the appropriate order. Then
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582 Diagrammatics

we draw all possible diagrams by joining the legs. Next we evaluate the diagrams,
pairing the external legs with creation and annihilation operators. Finally, we
sum up all the contributions.

To compute the vacuum expectation value, we do the same steps, except that
we consider only diagrams without external legs.

20.4 Friedrichs diagrams and the scattering operator

In this section we describe how to use the formalism of Friedrichs diagrams to
compute two quantities useful for many-body quantum theory and quantum field
theory: the scattering operator and the energy shift. From the point of view of
diagrams, the new feature is the time label that will appear on each vertex. We
will always demand that the order of vertices is consistent with the order of time
labels.

Throughout the section we keep the terminology and notation of the previous
section.

20.4.1 Multiplication of Friedrichs diagrams

Definition 20.44 A pair consisting of a Friedrichs vertex and t ∈ R will be called
a time-labeled Friedrichs vertex. It will be typically denoted W (t). A sequence(
Wn (tn ), . . . ,W1(t1)

)
of time-labeled Friedrichs vertices is time-ordered if tn >

· · · > t1 .

We will consider only time-ordered sequences of time-labeled Friedrichs ver-
tices.

Definition 20.45 Consider two sequences of time-labeled Friedrichs vertices(
Wn (tn ), . . . ,W1(t1)

)
and
(
W ′

m (t′m ), . . . ,W ′
1(t

′
1)
)
. Assume that none of tn , . . . , t1

coincides with t′m , . . . , t′1 . Let (sm+n , . . . , s1) be the union of

{tn , . . . , t1}, {t′m , . . . , t′1}

in decreasing order. Let (Qn+m (sm+n ), . . . , Q1(s1)) be the time-ordered union of(
Wn (tn ), . . . ,W1(t1)

)
,
(
W ′

m (t′m ), . . . ,W ′
1(t

′
1)
)
.

Note that we obtain an identification of Lg±
(
Wn (tn ), . . . , W1(t1)

)
and

Lg±
(
W ′

m (t′m ), . . . ,W ′
1(t

′
1)
)

with complementary subsets of
Lg±
(
Qn+m (sm+n ), . . . , Q1(s1)

)
.

Consider two Friedrichs diagrams

B ∈ FDg
(
Wn (tn ), . . . ,W1(t1)

)
, B′ ∈ FDg

(
W ′

m (t′m ), . . . , W ′
1(t

′
1)
)
.
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20.4 Friedrichs diagrams and the scattering operator 583

BB′ = B′B is defined as the Friedrichs diagram in
FDg
(
Qn+m (sm+n ), . . . , Q1(s1)

)
such that

Lg±(BB′) = Lg±(B) ∪ Lg±(B′), Ln(BB′) = Ln(B) ∪ Ln(B′).

20.4.2 One-particle dynamics

Let hp be a self-adjoint operator on Zp . Set h := ⊕
p∈Pr

hp as an operator on Z.

Let

H0 = dΓ(h). (20.39)

Note that if W is a Wick monomial, then

eitH0 Opa∗,a(W )e−itH0 = Opa∗,a (eitH0 W e−itH0
)
, (20.40)

where on the right we interpret W as a Wick operator.
Let B be a Friedrichs diagram and l ∈ Lg±(B). Then hl will denote hpr(l) ,

understood as an operator on Zl . Similarly, if � = (l(+) , l(−) ) ∈ Ln(B), and p =
pr(l(+) ) = pr(l(−) ), then h� denotes hp understood as an operator from Zl(−) to
Zl(+ ) .

We will sometimes use the symbol H0 in a meaning slightly different from
(20.39).

Definition 20.46 Let L be a subset of Lg+(B) ∪ Lg−(B) ∪ Ln(B). Then H0 ,
understood as an operator on the space ⊗

�∈L
Z� , will denote the operator

∑
�∈L

h� .

20.4.3 Time-dependent Wick monomials

Suppose that R � t �→ Wj (t), j = 1, . . . , r, are fermion-even Wick monomials
depending on time, each with a fixed multi-degree. We represent each Wj with
a vertex, independent of the time t but distinct for distinct indices j.

We modify the prescription (20.38).

Definition 20.47 The evaluation of the diagram B at times tn , . . . , t1 ∈ R is

B(tn , . . . , t1) =
∏

l∈Lg+ (B )

eitn r ( l ) h l
∏

l∈Lg−(B )

e−itn r ( l ) h l

×
∏

�={l+ ,l−}∈Ln(B )

∇z l+
· ei(tn r ( l+ )−tn r ( l−) )h�∇z l−

1∏
j=n

Wj (tj ).

In the operator language we have

B(tn , . . . , t1) = Θ+
B eitn H0

(
Wn (tn )⊗ 1lnB

)
e−i(tn −tn −1 )H0 · · ·

×e−i(t2 −t1 )H0
(
W1(t1)⊗ 1l1B

)
e−it1 H0 Θ−

B .
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584 Diagrammatics

The following identity follows immediately from Thm. 20.43 and (20.40).

Theorem 20.48

eitn H0 Opa∗,a(Wn (tn )
)
e−i(tn −tn −1 )H0 · · · e−i(t2 −t1 )H0 Opa∗,a(W1(t1)

)
e−it1 H0

=
∑

B∈FDg(Wn ,...,W 1 )

Opa∗,a(B(tn , . . . , t1)
)
.

20.4.4 Diagrams for the scattering operator

Set

Q(t) := W1(t) + · · ·+ Wr (t),

H(t) := H0 + λOpa∗,a(Q(t)
)
,

where Wj (t) are self-adjoint Wick monomials. Our main goal is to describe a
method of computing the scattering operator S for H0 and {H(t)}t∈R (see Def.
20.25). Recall that

S = Texp
(
−iλ
ˆ

Opa∗,a(Q(t)
)
Idt
)
, (20.41)

where

Opa∗,a(Q(t)
)
I := eitH0 Opa∗,a(Q(t)

)
e−itH0 = Opa∗,a(QI(t)),

with QI(t) = Γ(eith)Q(t)Γ(e−ith).
We denote by Wj the Friedrichs vertices in the sense of Def. 20.33 correspond-

ing to the Wick monomials Wj (t). We also often need to use the corresponding
time-labeled vertices, which we denote Wj (t).

For brevity, we will denote by W the set of vertices {W1 , . . . ,Wr}.
Definition 20.49 We introduce the notation

FDgn{W} :=
⋃

(jn ,...,j1 )∈{1,...,r}n

FDg(Wjn
· · ·Wj1 ). (20.42)

Note that FDg(Wjn
· · ·Wj1 ) are disjoint for distinct sequences (jn , . . . , j1) ∈

{1, . . . , r}n . Therefore, the union in (20.42) involves disjoint sets.
Note also that when we evaluate a diagram in (20.42) on the monomials Wi(ti),

we obtain a function that depends on tn , . . . , t1 ∈ R.
The following theorem follows easily from (20.41) and Thm. 20.43:

Theorem 20.50

S =
∞∑

n=0

∑
B∈FDgn {W}

(−iλ)n

ˆ
· · ·
ˆ

tn > ···>t1

Opa∗,a(B(tn , . . . , t1)
)
dtn · · · dt1 .
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20.4 Friedrichs diagrams and the scattering operator 585

The above theorem is an analog of Thm. 20.20 about the Gaussian integration.
Recall that Thm. 20.20 implies Thm. 20.21, the linked cluster theorem for the
Gaussian integration. Thm. 20.50 has an analogous consequence:

Theorem 20.51 (Linked cluster theorem for Friedrichs diagrams)

S = Opa∗,a

⎛⎝exp

( ∞∑
n=0

∑
B∈FDgn {W}c o n

(−iλ)n

×
ˆ
· · ·
ˆ

tn > ···>t1

B(tn , . . . , t1)dtn · · · dt1

)⎞⎠
log (Ω|SΩ) =

∞∑
n=0

∑
B∈FDgn {W}c n l

(−iλ)n

ˆ
· · ·
ˆ

tn > ···>t1

B(tn , . . . , t1)dtn · · · dt1 ,

S

(Ω|SΩ)
= Opa∗,a

⎛⎝exp

( ∞∑
n=0

∑
B∈FDgn {W}l in k

(−iλ)n

×
ˆ
· · ·
ˆ

tn > ···>t1

B(tn , . . . , t1)dtn · · · dt1

)⎞⎠ .

20.4.5 Stationary evaluation of a diagram

Let us now assume that the monomials Wi(t) = Wi do not depend on time and
Q = W1 + · · ·+ Wr . Let H := H0 + λOpa∗,a(Q).

Let ξ ∈ C\spec (H0).

Definition 20.52 For a diagram B ∈ FDg(Wn, . . . ,W1) and ξ ∈ C we define
its stationary evaluation as

B[ξ] := Θ+
B (Wn ⊗ 1lnB ) (ξ1l−H0)

−1 · · · (ξ1l−H0)
−1 (

W1 ⊗ 1l1B
)
Θ−

B .

20.4.6 Scattering operator for a time-independent Hamiltonian

The Gell-Mann–Low scattering operator

SGL = lim
ε↘0

(Ω|S+
ε Ω)−1Sε

is often used as the starting point for computations in quantum field theory. In
the following theorem we give two expressions for this operator: a time-dependent
one and a stationary one. Note that the division by (Ω|S+

ε Ω) removes diagrams
without external legs, which if non-zero would give a divergent contribution.
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Theorem 20.53

SGL = Opa∗,a

⎛⎝exp

( ∞∑
n=0

∑
B∈FDgn {W}l i n k

(−iλ)n

ˆ
· · ·
ˆ

tn > ···>t1

B(tn , . . . , t1)dtn · · · dt1

)⎞⎠
= Opa∗,a

⎛⎝exp

(
−2iπ

∞∑
n=0

∑
B∈FDgn {W}l in k

λn

×
ˆ

δ(H0 − ξ1l)B[ξ + i0]δ(H0 − ξ1l)dξ

))
.

Proof The first identity follows from Thm. 20.51. Next we compute the inte-
grand using the operator interpretation of B(tn , . . . , t1):

B(tn , . . . , t1) = Θ+
B eitn H0 (Wn ⊗ 1lnB ) e−i(tn −tn −1 )H0 · · ·

×e−i(t2 −t1 )H0
(
W1 ⊗ 1l1B

)
e−it1 H0 Θ−

B

=
ˆ

δ(H0 − ξ1l)dξΘ+
B (Wn ⊗ 1lnB ) e−iun (H0 −ξ1l) · · ·

×e−iu2 (H0 −ξ1l) (W1 ⊗ 1l1B
)
e−it1 (H0 −ξ1l)Θ−

B ,

where

un := tn − tn−1 , . . . , u2 := t2 − t1 .

Nowˆ
· · ·
ˆ

tn > ···>t1

B(tn , . . . , t1)dtn · · · dt1

=
ˆ

dξ

ˆ ∞

0
dun · · ·

ˆ ∞

0
du1

ˆ ∞

−∞
dt1δ(H0 − ξ1l)Θ+

B (Wn ⊗ 1lnB ) e−iun (H0 −ξ1l) · · ·

× e−iu2 (H0 −ξ1l) (W1 ⊗ 1l1B
)
e−it1 (H0 −ξ1l)Θ−

B

= 2π(−i)n−1
ˆ

dξδ(H0 − ξ1l)Θ+
B (Wn ⊗ 1lnB )

(
H0 − (ξ − i0)1l

)−1 · · ·

× (H0 − (ξ − i0)1l
)−1 (

W1 ⊗ 1l1B
)
δ(H0 − ξ1l)Θ−

B ,

where we have used the heuristic relations
ˆ +∞

0
eiu(H0 −ξ1l)du = i

(
H0 − (ξ + i0)1l

)−1
, (20.43)

ˆ 0

−∞
eiu(H0 −ξ1l)du = −i

(
H0 − (ξ − i0)1l

)−1
, (20.44)

ˆ
eit(H0 −ξ1l)dt = 2πδ(H0 − ξ1l). (20.45)

�
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20.4 Friedrichs diagrams and the scattering operator 587

Figure 20.9 Goldstone diagram.

20.4.7 Goldstone theorem

Recall that E denotes the ground-state energy of H, that is, E := inf specH.
We assume that we can use the heuristic formula for the energy shift

E = lim
t→−∞ i−1 d

dt
log(Ω|eitH e−itH0 Ω), (20.46)

which follows from (20.23) if we note that E0 = 0. Then we can derive the fol-
lowing diagrammatic expansion for the energy E:

Theorem 20.54 (Goldstone theorem)

E =
∞∑

n=0

∑
B∈FDgn {W}c n l

λnB[0].

Proof As explained at the end of Subsect. 20.2.2, eitH e−itH0 for t < 0 is the
scattering operator for the time-dependent perturbation s �→ λ1l[t,0](s)Opa∗,a(Q).
Applying Thm. 20.51, we get

log(Ω|eitH e−itH0 Ω)

=
∞∑

n=0

∑
B∈FDgn {W}c n l

(−iλ)n

ˆ
· · ·
ˆ

0>tn > ···>t1 >t

B(tn , . . . , t1)dtn · · · dt1 .

So

i−1 d
dt

log(Ω|eitH e−itH0 Ω)

=
∞∑

n=0

∑
B∈FDgn {W}c n l

i(−iλ)n

ˆ
· · ·
ˆ

0>tn > ···>t2 >t

B(tn , . . . , t2 , t)dtn · · · dt2 .

Now introduce

u2 := t− t2 , . . . , un := tn−1 − tn .
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588 Diagrammatics

Then u2 , . . . , un ≤ 0, t ≤ u2 + · · ·+ un ≤ 0, and

B(tn , . . . , t2 , t) = Wne−i(tn −tn −1 )H0
(
Wn−1 ⊗ 1ln−1

B

) · · ·
× (W2 ⊗ 1l2B

)
e−i(t2 −t)H0 W1

= Wneiun H0
(
Wn−1 ⊗ 1ln−1

B

) · · ·
× (W2 ⊗ 1l2B

)
eiu2 H0 W1 .

Then we replace t by −∞ and evaluate the integral using the heuristic relation
(20.44). �

Note that an identical expansion can be derived from Sucher’s formula,

E = lim
ε↘0

iελ
2

∂λ log(Ω|SεΩ). (20.47)

20.5 Feynman diagrams and vacuum expectation value

We continue to study diagrammatic expansions of many-body quantum physics
and quantum field theory. Until the end of this chapter we will, however, use
diagrams different from those of the previous two sections: the so-called Feyn-
man diagrams. They are closely related to the diagrams discussed in Sect.
20.1. The main topic of that section was integration w.r.t. a Gaussian mea-
sure. This includes in particular the Euclidean quantum field theory. We will
see that the formalism of Sect. 20.1 can be adapted to compute scattering
operators in many-body quantum theory and quantum field theory. In prac-
tice, Feynman diagrams are usually preferred over the Friedrichs diagrams of
Sects. 20.3 and 20.4. Their main advantages are a smaller number of diagrams
and, in the case of relativistic theories, manifest Lorentz covariance of each
diagram.

The main idea in passing from Friedrichs diagrams to Feynman diagrams con-
sists in combining the evolution going forwards and backwards in time in a single
line. It is done in a different way for neutral and charged particles. The starting
point of the formalism is usually a classical system, neutral or charged, described
by its dual phase space Yp . The one-particle space Zp is introduced in the stan-
dard way, as explained in Chap. 18. In the case of neutral particles, the lines
with both time directions are combined into one unoriented line. In the case
of charged lines, one combines particles going forwards and anti-particles going
backwards in a single line decorated with an arrow pointing forwards. Similarly,
one combines particles going backwards and anti-particles going forwards in a
single line oriented backwards.

Our discussion of Feynman diagrams in many-body quantum physics and
quantum field theory is divided into two sections. In this section we will show how
to compute the vacuum expectation value of scattering operators. This method
can be interpreted as a special case of the formalism described in Sect. 20.1 on
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20.5 Feynman diagrams and vacuum expectation value 589

the Gaussian integration. In Sect. 20.6 we will describe how to compute scat-
tering operators. Diagrams needed for scattering operators have some features
of Friedrichs diagrams, since their external legs are divided into incoming and
outgoing ones.

Throughout this and the next section we will use the terminology and notation
of Sect. 20.1. In particular Pr will denote the set of particles, divided into four
parts Pr = Prn

s ∪ Prc
s ∪ Prn

a ∪ Prc
a, as in Defs. 20.3 and 20.4. We will often write

Γ1(Z) instead of Γs(Z) and Γ−1(Z) instead of Γa(Z).
Let us first describe the constructions related to the free dynamics. As usual,

it is convenient to describe separately the neutral and charged cases.

20.5.1 Free neutral particles

We assume that for every p ∈ Prn we are given a real dual phase space Yp

equipped with a dynamics {rp,t}t∈R. More precisely,

(1) for p ∈ Prn
s , Yp is a symplectic vector space and {rp,t}t∈R is a stable sym-

plectic dynamics on Yp ;
(2) for p ∈ Prn

a , Yp is a real Hilbert space and {rp,t}t∈R is a non-degenerate
orthogonal dynamics on Yp .

We use the constructions described in Sect. 18.1. In particular, we write rp,t =
etap , and construct the corresponding one-particle spaces Zp and the one-particle
Hamiltonians hp > 0. Recall that we have a natural decomposition CYp = Zp ⊕
Zp , and apC = ihp ⊕ (−ihp). On the Fock space Γεp

(Zp) we have the Hamiltonian
dΓ(hp) and the fields Yp � ζ �→ φp(ζ). We write φp,t(ζ) := φp(rp,−tζ).

20.5.2 Free charged particles

We assume that for every q ∈ Prc we are given a complex dual phase space Yq

equipped with a dynamics {rq,t}t∈R. More precisely,

(1) for q ∈ Prc
s , Yq is a charged symplectic vector space and {rq,t}t∈R is a stable

charged symplectic dynamics;
(2) for q ∈ Prc

a, Yq is a complex Hilbert space and {rq,t}t∈R is a non-degenerate
unitary dynamics.

Following Sect 18.2, we write rq,t = eitbq , and construct the corresponding
one-particle spaces Zq and the one-particle Hamiltonians hq > 0. We have a
natural decomposition Yq = Y (+)

q ⊕ Y (−)
q , with bq = b(+)

q ⊕ (−b(−)
q ). Then Z (+)

q =

Y (+)
q , Z (−)

q = Y (−)

q , so that Zq = Z (+)
q ⊕Z (−)

q , hq = b(+)
q ⊕ b(−)

q . On the Fock
space Γεq

(Zq ) we have the Hamiltonian dΓ(hq ) and the field Yq � ζ �→ ψ∗
q (ζ).

We set ψ∗
q ,t(ζ) := ψ∗

q (rq,−tζ).
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20.5.3 Full Hilbert space

Definition 20.55 Sometimes, for brevity, we will write

Z = ⊕
p∈Pr

Zp

for the total one-particle space.

Clearly, Z can be treated as a super-space with the grading ε = ⊕
p∈Pr

εp1lZp
.

The Hilbert space of the system will be

Γ(Z) � ⊗
p∈Pr

Γεp
(Zp).

The free Hamiltonian is

H0 =
∑
p∈Pr

dΓ(hp).

20.5.4 Wick’s time-ordered product

In the presence of fermionic degrees of freedom, it is convenient to modify the
definition of the time-ordered product. The so-called Dyson’s time-ordered prod-
uct, defined in Def. 20.22, will be replaced by Wick’s time-ordered product, which
takes into account the fermionic nature of some operators.

Definition 20.56 An operator B on Γ(Z) is called bosonic, resp. fermionic if
B = Γ(ε)BΓ(ε), resp. B = −Γ(ε)BΓ(ε).

Definition 20.57 Let R � t �→ Bk (t), . . . , B1(t) be time-dependent operators,
each either bosonic or fermionic. Let tn , . . . , t1 ∈ R be pairwise distinct. We
define Wick’s time-ordered product of Bn (tn ),..., B1(t1) by

T
(
Bn (tn ) · · ·B1(t1)

)
:= sgna(σ)Bσn

(tσn
) · · ·Bσ1 (tσ1 ),

where σn , . . . , σ1 is a permutation of n, . . . , 1 such that tσn
≥ · · · ≥ tσ1 , and

sgna(σ) is the sign of the permutation of the fermionic elements among
Bn (tn ), . . . , B1(t1).

20.5.5 Feynman 2-point functions: general remarks

An important ingredient of Feynman’s diagrammatic approach to quantum field
theory is the so-called Feynman’s 2-point functions. They are given by the vac-
uum expectation values of time-ordered products of fields. They will be discussed
in Subsects. 20.5.6–20.5.9. We will consider separately the neutral and charged
cases, which are very similar.

In practice, in the bosonic case one uses two kinds of 2-point functions:
the phase-space and the configuration space 2-point functions. We start with
a description of the phase space 2-point functions, since they can be discussed in
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a parallel way for bosons and fermions. However, in the bosonic case, one usu-
ally prefers to use 2-point configuration space functions. They will be discussed
separately in Subsects. 20.5.8 and 20.5.9. They are used in particular when the
interaction depends only on configuration space, which is often the case.

As usual, we will use t ∈ R to denote the time variable. The variable E ∈ R
will have the meaning of energy.

20.5.6 Feynman’s phase space 2-point functions for

neutral particles

Let us start with neutral particles, bosonic or fermionic.

Definition 20.58 For p ∈ Prn
s , resp. p ∈ Prn

a the corresponding Feynman’s
phase space 2-point function is the function with values in operators on CYp

defined as

Sp(t) := θ(t)eithp 1lZp
± θ(−t)e−ithp 1lZp

.

Note that if ζ1 , ζ2 ∈ Yp , then

ζ1 · Sp(t)ζ2 =
(
Ω|T(φt(ζ1)φ0(ζ2)

)
Ω
)
.

The Fourier transform of Sp is

Ŝp(E) = (ihp − iE)−11lZp
∓ (−ihp − iE)−11lZp

.

If p ∈ Prn
a , this simplifies to

Ŝp(E) = (ap − iE)−1 .

On the space C∞
c (R, CYp) we obtain a symmetric, resp. anti-symmetric form

f1 ·Spf2 :=
ˆ ˆ

f1(t1)·Sp(t1 − t2)f2(t2)dt1dt2 .

20.5.7 Feynman’s phase space 2-point functions for

charged particles

Next we consider bosonic and fermionic charged particles.

Definition 20.59 For q ∈ Prc
s , resp. q ∈ Prc

a the corresponding Feynman’s phase
space 2-point function is the function with values in operators on Yq defined as

Sq (t) := θ(t)eitb(+ )
q 1lY (+ )

q
± θ(−t)e−itb(−)

q 1lY−
q

.

Note that if ζ1 , ζ2 ∈ Yq , then

ζ1 · Sq (t)ζ2 =
(
Ω|T(ψt(ζ1)ψ∗

0 (ζ2)
)
Ω
)
.

The Fourier transform of Sq is

Ŝq (E) = i−1(b(+)
q − E)−11lY (+ )

q
∓ i−1(−b(−)

q − E)−11lY (−)
q

.
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If q ∈ Prc
a, this simplifies to

Ŝq (E) = i−1(bq − E)−1 .

On the space C∞
c (R,Yq ) we obtain a Hermitian, resp. anti-Hermitian form

f 1 ·Sqf2 :=
ˆ ˆ

f1(t1)·Sq (t1 − t2)f2(t2)dt1dt2 .

20.5.8 Feynman’s configuration space 2-point functions

for neutral bosons

Consider a neutral boson whose phase space is split into a configuration and
momentum space.

More precisely, suppose that p ∈ Prn
s and τp ∈ L(Yp) satisfies

(τpy1)·ωpτpy2 = −y1 ·ωpy2 , y1 , y2 ∈ Y,

τpap = −τpap , τ 2
p = 1lYp

.

Set

Xp := {y ∈ Yp : τpy = y},
Ξp := {y ∈ Yp : τpy = −y},

and 1lXp
:= 1

2 (1lY + τp).
In other words, τp is a time reversal in the terminology of Def. 18.13, the

dynamics is time reversal invariant and Xp , resp. Ξp is the corresponding con-
figuration, resp. momentum space according to Subsect. 18.3.1, and 1lXp

is the
projection onto Xp along Ξp . Following our standard notation, 1lXp ,C denotes the
linear extension of 1lXp

to the projection onto CXp along CΞp .

Definition 20.60 The configuration space Feynman’s 2-point function is the
function with values in operators on CXp defined as

Dp(t) := 1lXp ,CSp(t)1lXp ,C,

where Sp(t) was introduced in Def. 20.58.

Define

Tp := 1lZp
1lXp ,C

as a map Tp : CXp → Zp . Note that τp,C is a unitary map transforming Zp onto
Zp and such that τp,Chpτ

−1
p,C = hp . Therefore,

Dp(t) = T ∗
p ei|t|hp Tp .

The Fourier transform of Dp is

D̂p(E) = T ∗
p

2hp

E2 − h2
p

Tp .
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On the space C∞
c (R, CXp) we obtain a symmetric form,

g1 ·Dpg2 :=
ˆ ˆ

g1(t1)·Dp(t1 − t2)g2(t2)dt1dt2 .

20.5.9 Feynman’s configuration space 2-point functions

for charged bosons

Consider now a charged boson whose phase space is split into a configuration
and momentum space.

More precisely, let q ∈ Prc
s and suppose that κq is a linear map on Yq satisfying

κqy1 ·ωqκqy2 = −y1 ·ωqy2 , y1 , y2 ∈ Y,

κq bq = −κqbq , κ2
q = 1lYq

.

Set

Xp := {y ∈ Yp : κpy = y},
Ξp := {y ∈ Yp : κpy = −y},

and 1lXp
:= 1

2 (1lY + κp). In other words, κq is an involutive Racah time reversal
in the terminology of Def. 18.38, the dynamics is Racah time reversal invariant
and Xp , resp. Ξp is the configuration, resp. momentum space in the terminology
of Subsect. 18.3.4, and 1lXp

is the projection onto Xp along Ξp .

Definition 20.61 The configuration space Feynman’s 2-point function is the
function with values in operators on Xq defined as

Dq (t) := 1lXq
Sq (t)1lXq

,

where Sq (t) was introduced in Def. 20.58.

Define

Tq := 1lY (+ )
q

1lXq

as a map Tq : Xq → Y (+)
q . Note that κq is a unitary map transforming Y (+)

q onto
Y (−)

q and such that κqb
(+)
q κ−1

q = b(−)
q . Therefore,

Dq (t) = T ∗
q ei|t|b(+ )

q Tq .

The Fourier transform of Dq is

D̂q (E) = T ∗
q

2b(+)
q

E2 − (b(+)
q )2

Tq .

On the space C∞
c (R,Xq ) we obtain a Hermitian form,

g1 ·Dqg2 :=
ˆ ˆ

g1(t1)·Dq (t1 − t2)g2(t2)dt1dt2 .
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20.5.10 Wick quantization of Feynman polynomials

In the Feynman formalism, perturbations are described by polynomials on the
phase space.

Definition 20.62 We set

Yn := ⊕
p∈Prn

Yp , Yc := ⊕
q∈Prc

Yq .

A polynomial on Y := CYn ⊕ Yc ⊕ Yc
will be called a Feynman polynomial.

Definition 20.63 We set

Zn := ⊕
p∈Prn

Zp , Z (±) := ⊕
q∈Prc

Z (±)
q .

Clearly, CYn = Zn ⊕Zn
, Yc

= Z (+) ⊕Z (−) , Yc = Z (+) ⊕Z (−)
. Therefore, we

can identify Z ⊕ Z with Y, where Z is defined in Def. 20.55. It is convenient to
introduce a special notation for this identification.

Definition 20.64 ρ : Z ⊕ Z → Y denotes the map

ρ(zn
1 , z(+)

1 , z(−)
1 , zn

2 , z(+)
2 , z(−)

2 ) := (zn
1 ⊕ zn

2 , z(+)
1 ⊕ z(−)

2 , z(+)
2 ⊕ z(−)

1 ).

Definition 20.65 Given a Feynman polynomial G ∈ Pol(Y), we will write
G ◦ ρ := Γ(ρ# )G, which is a polynomial in Pol(Z ⊕ Z). Its Wick quantization,
which is an operator on Γ(Z), will have a special notation:

:G(φ, ψ∗, ψ): := Opa∗,a(G ◦ ρ). (20.48)

We will use the concept of the multi-degree introduced in Def. 20.5. The fol-
lowing definition is parallel to Def. 20.15:

Definition 20.66 Given a multi-degree m, we define

Polm (Z) :=
(
⊗

p∈Prn
Polmp

εp
(Zp)
)

⊗
(
⊗

q∈Prc
Pol

m (+ )
q

εq (Z (+)
q )
)
⊗
(

⊗
q ′∈Prc

Pol
m

(−)
q ′

εq ′ (Z (−)

q ′ )
)
,

Γm (Z) :=
(
⊗

p∈Prn
Γmp

εp
(Zp)
)

⊗
(
⊗

q∈Prc
Γ

m (+ )
q

εq (Z (+)
q )
)
⊗
(

⊗
q ′∈Prc

Γ
m

(−)
q ′

εq ′ (Z (−)

q ′ )
)
.

We also define

Hm :=
∑

p∈Prn

dΓmp (hp) +
∑

q∈Prc

dΓm (+ )
q (h(+)

q ) +
∑

q ′∈Prc

dΓm
(−)
q ′ (h(−)

q ′ ),

Θm := ⊗
p∈Prn

Θmp ⊗ ⊗
q∈Prc

Θm (+ )
q ⊗ ⊗

q ′∈Prc
Θm

(−)
q ′

as operators on Γm (Z).
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20.5.11 Evaluation of Feynman diagrams with no external legs

Let R � t �→ F1(t), . . . , Fr (t) be time-dependent Feynman monomials, each of a
constant multi-degree. Set

G(t) := F1(t) + · · ·+ Fr (t),

H(t) := H0 + λ:G(t, φ, ψ∗, ψ):.

Our aim is to compute the scattering operator

S = Texp
(
−iλ
ˆ

eitH0 :G(t, φ, ψ∗, ψ):e−itH0 dt
)
. (20.49)

We use the terminology of Section 20.1. We will denote by F1 , . . . , Fr distinct
vertices of the same multi-degree as the Feynman monomials F1(t), . . . , Fr (t).
For brevity, we will write V for the set {F1 , . . . , Fr}.

Let (Fjn
, . . . , Fj1 ) be a sequence of Feynman vertices in V and let D be a

Feynman diagram over
∏1

i=n Fji
with no external legs.

Definition 20.67 The evaluation of the diagram D at times tn , . . . , t1 ∈ R is

D(tn , . . . , t1)

:=
∏

�={l,l′}∈Lnn (D )

∇y l S�(tnr(l) − tnr(l′))∇y l′

×
∏

κ={k(+ ) ,k(−) }∈Lnc (D )

∇y
k (−) Sκ(tnr(k(+ ) ) − tnr(k(−) ))∇y

k (+ )

1∏
i=n

Fji
(ti).

Remark 20.68 If for some particle p ∈ Prs the polynomials Fi depend only on
the configuration space, and not on the momentum space, which is often the case
for bosons, we can replace the phase space 2-point function Sp by the configuration
space 2-point function Dp .

20.5.12 Vacuum expectation value of the scattering operator

Feynman diagrams with no external legs can be used to compute the vacuum
expectation value of scattering operators. The following theorem is closely related
to Thm. 20.21.

Theorem 20.69

log (Ω|SΩ) =
∞∑

n=0

∑
D∈Dgn {V}c n l

(−iλ)n

ˆ
· · ·
ˆ

D(tn , . . . , t1)dtn · · · dt1 . (20.50)

Proof We first obtain

(Ω|SΩ) =
∞∑

n=0

∑
D∈Dgn {V}n l

(−iλ)n

ˆ
· · ·
ˆ

D(tn , . . . , t1)dtn · · · dt1 . (20.51)
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Following the arguments of Thm. 20.21, (20.51) equals

exp

( ∞∑
n=0

∑
D∈Dgn {V}c n l

(−iλ)n

ˆ
· · ·
ˆ

D(tn , . . . , t1)dtn · · · dt1

)
�

Here is a reformulation of (20.50) in terms of the Fourier transforms of the
diagrams:

log (Ω|SΩ) =
∞∑

n=0

∑
D∈Dgn {V}c n l

(−iλ)nD̂(0, . . . , 0).

20.5.13 Energy shift

Assume now that Fi(t) = Fi do not depend on time. Then the Fourier transform
D̂(τn , . . . , τ1) is supported in τn + · · ·+ τ1 = 0 and one can write

D̂(τn , . . . , τ1) = 2πδ(τn + · · ·+ τ1)D̂[τn , . . . , τ1 ],

where D̂[τn , . . . , τ1 ] is defined on τn + · · ·+ τ1 = 0.
Let E be the ground-state energy of H. The (partly heuristic) arguments that

gave Thm. 20.54 can be used to give a formula for the energy shift in terms of
Feynman diagrams:

Theorem 20.70

E =
∞∑

n=0

i(−iλ)n
∑

D∈Dgn {V}c n l

D̂[0, . . . , 0].

Proof The function D(tn , . . . , t1) is translation invariant; therefore it can be
written as

D(tn , . . . , t1) = d(tn − t1 , . . . , t2 − t1),

for some function d. We compute

D̂(τn , . . . , τ1)

=
ˆ
· · ·
ˆ

e−itn τn −···−it1 τ1 D(tn , . . . , t1)dtn · · · dt1

=
ˆ
· · ·
ˆ

eisn τn −···−is2 τ2 −is1 (τ1 +···+τn )d(sn , . . . , s2)dsn · · · ds1

= 2πδ(τn + · · ·+ τ1)d̂(τn , . . . , τ2),

where we have used the substitution

sj = tj − t1 , n ≥ j ≥ 2, s1 = t1 .

Thus, with τ1 = −τn − · · · − τ2 ,

D̂(τn , . . . , τ1) = d̂(τn , . . . , τ2).
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20.5 Feynman diagrams and vacuum expectation value 597

Now we would like to use Sucher’s formula, (20.26). Terms in the expansion for
1
2 iελ∂λ log(Ω|SεΩ) are of the form i(−iλ)n times

1
2
nε

ˆ
· · ·
ˆ

e−ε(|tn |+···|t1 |)D(tn , . . . , t1)dtn · · · dt1

=
1
2
nε

ˆ
e−ε(|s1 +sn |+···+|s1 +s2 |+|s1 |)d(sn , . . . , s2)dsn · · · ds2 .

We perform the integral in s1 :

1
2
nε

ˆ
e−ε(|s1 +sn |+···+|s1 +s2 |+|s1 |)ds1

=
1
2
n

ˆ
e−(|u+εsn |+···+|u+εs2 |+|u |)du

→ 1
2
n

ˆ
e−n |u |du = 1.

Therefore,

lim
ε↘0

1
2
nε

ˆ
e−ε(|tn |+···|t1 |)D(tn , . . . , t1)dtn · · · dt1

=
ˆ

d(sn , . . . , s2)dsn · · · ds2

= d̂(0, . . . , 0) = D̂(0, . . . , 0). �

20.5.14 Polynomials on path spaces

The formalism of Feynman diagrams can be interpreted to some extent as a
special case of the formalism described in Sect. 20.1. With this interpretation
we say that to obtain the vacuum expectation values of scattering operators we
need to integrate over various paths (trajectories).

Paths are functions of time with values in the phase space or the configuration
space. We equip path spaces with an appropriate (bilinear or sesquilinear) form
defined with the help of the Feynman propagator. In this way we obtain one of
the basic ingredients of the formalism of Gaussian integration described in Sect.
20.1: the family of spaces Vp equipped with a form σp .

We can distinguish two kinds of paths: phase space paths and configuration
space paths. Their names are quite awkward; therefore we will abbreviate them:
ph-paths for the former and c-paths for the latter.

Definition 20.71 (1) Let p ∈ Prn (p is a neutral particle). For the space of
corresponding smooth ph-paths we can take C∞

c (R,Yp). It is equipped with
the form

f ·Spf
′ =
ˆ

f(t)·Sp(t− t′)f ′(t′)dtdt′.

Note that Sp is symmetric, resp. anti-symmetric for p ∈ Prn
s , resp. p ∈ Prn

a .
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598 Diagrammatics

(2) Let q ∈ Prc (q is a charged particle). For the space of corresponding ph-paths
we can take C∞

c (R,Yq ). It is equipped with the form

g·Sqg
′ =
ˆ

g(t)·Sq (t− t′)g′(t′)dtdt′.

Note that Sq is Hermitian, resp. anti-Hermitian for q ∈ Prc
s , resp. p ∈ Prc

a .

In the bosonic case, one often prefers to use paths with values in the configu-
ration space Xp , rather than in the dual phase space Yp .

Definition 20.72 (1) Let p ∈ Prn
s (p is a neutral boson). For the space of cor-

responding c-paths we can take C∞
c (R,Xp). It is equipped with the form

f ·Dpf
′ =
ˆ

f(t)·Dp(t− t′)f ′(t′)dtdt′.

Note that Dp is symmetric.
(2) Let q ∈ Prc

s (q is a charged boson). For the space of corresponding c-paths
we can take C∞

c (R,Xq ). It is equipped with the form

g·Dqg
′ =
ˆ

g(t)·Dq (t− t′)g′(t′)dtdt′.

Note that Dq is Hermitian.

Remark 20.73 Note that most textbooks start their exposition of the path inte-
gration formalism from what we call configuration space paths for neutral bosons.

For a neutral particle p, the spaces (C∞
c (R,Yp), Sp) or (C∞

c (R,Xp),Dp) can be
treated as (Vp , p) of Def. 20.12 (1). A similar remark applies to charged particles.
We introduce the space V as in Def. 20.12 (3) and note that V = C∞

c (R,Y),
where Y is defined as in Def. 20.62. We introduce the Wick transform, denoted
by double dots, the Gaussian integral, etc.

As discussed in Sect. 20.1, we would like to integrate “monomials of degree
m”, that is, m-linear symmetric or anti-symmetric functions on Vm . The space
of such monomials was denoted by Polm (V). In Sect. 20.1 we assumed that the
spaces V are finite-dimensional, which allowed us to ignore questions about their
topology. Path spaces are necessarily infinite-dimensional and difficulties arising
from various possible topologies show up. We will keep the notation Polm (V) for
monomials of degree m, but we need to make precise what we mean by this. To
reduce the complexity of notation, let us assume that we have a single species of
particles, which are neutral. They can be bosonic or fermionic. For definiteness,
we will use phase space paths.

A reasonable and sufficiently broad definition of Polm (V) is the following. We
say that P ∈ Polm (V) if it is given by a family of distributions

P (·, . . . , ·) ∈ D′(Rm , (
a l⊗mY)#

)
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20.5 Feynman diagrams and vacuum expectation value 599

with the appropriate symmetry or anti-symmetry properties, and its action on
fi ∈ C∞

c (R,Y), i = 1, . . . ,m, is

〈P |f1 , . . . , fm 〉 =
ˆ
· · ·
ˆ
〈P (tm , . . . , t1)|fm (tm ) · · · f1(t1)〉dtm · · · dt1 .

We will see that Polm (V) is large enough to contain objects that we need to
integrate when computing the scattering operator.

Note that our choice of spaces of the form C∞
c (R,Y) for path spaces is to some

extent arbitrary. One could try to replace C∞
c by some other class of functions.

Nevertheless, one really needs Polm (V) to be quite large, which is made possible
with this choice.

When we compute the scattering operator, a special role is played by the time
variable. In fact, in this context we often deal with monomials whose associ-
ated functions depend on a single time variable, as explained in the following
definition.

Definition 20.74 Let

R � t �→ F (t) ∈ Polm (Y)

be a function. We will still denote by F the element of Polm (V) whose associated
distribution F (t1 , . . . , tm ) is

F (t1 , . . . , tm ) =
ˆ

F (t)δ(t1 − t) · · · δ(tm − t)dt,

that is,

〈F |f1 , . . . , fm 〉 =
ˆ

F (t)f1(t), . . . , fm (t)dt.

20.5.15 Feynman formalism and Gaussian integration

Let F1(t), . . . , Fr (t), G(t) be as in Subsect. 20.5.11. Note that the function t �→
G(t) takes values in Pol(Y). We will denote by G its interpretation as an element
of Pol(V), using the convention in Def. 20.74.

We define the scattering operator S as in (20.49). The following theorem shows
that one can reduce computations in quantum field theory to Gaussian integrals
on appropriate path spaces. The theorem follows from a comparison of the for-
mulas for the evaluation of diagrams in Defs. 20.17, 20.67, using the covariance
of Defs. 20.71 or 20.72.

Theorem 20.75 We have the following identity:

(Ω|SΩ) =
ˆ

eλ :G :, (20.52)

where the right hand side is given by the formalism of Sect. 20.1.
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600 Diagrammatics

20.6 Feynman diagrams and the scattering operator

In this section we describe how to modify the formalism of the previous section
to compute the scattering operator. Diagrams for the scattering operator will
have external legs of two kinds: incoming and outgoing, similarly to Friedrichs
diagrams. Vertices, however, will be typical for Feynman diagrams – diagrams
with a different order of time labels will not be distinguished.

Throughout this section we keep the terminology and notation of the previ-
ous section. In particular, let R � t �→ F1(t), . . . , Fr (t) be time-dependent Feyn-
man monomials, each of a constant multi-degree with the corresponding vertices
denoted by F1 , . . . , Fr . V denotes the set {F1 , . . . , Fr}. We set

G(t) := F1(t) + · · ·+ Fr (t),

and perturb H0 by :G(t, φ, ψ∗, ψ):. Our aim is to compute the scattering operator

S = Texp
(
−iλ
ˆ

eitH0 :G(t, φ, ψ∗, ψ):e−itH0 dt
)
. (20.53)

20.6.1 Feynman diagrams with external legs

We assume that Fji
, i = n, . . . , 1, is a sequence in V. Let D be a Feynman

diagram over
∏1

i=n Fji
.

Definition 20.76 Let i = n, . . . , 1. The multi-degree of D at the ith vertex,
denoted mi(D), is defined as

mn
p,i(D) := #Lgp(D) ∩ Lgp(Fji

), p ∈ Prn ,

m(±)
q ,i (D) := #Lg(±)

q (D) ∩ Lg(±)
q (Fji

), q ∈ Prc .

The detailed multi-degree of D is the sequence m(D) = (mn (D), . . . , m1(D)).

Note that the diagram has no legs iff all entries of m(D) are zero.
Recall that in Def. 20.67 we defined the evaluation of a Feynman diagram

without external legs. We would like to generalize this definition to all Feynman
diagrams. In the literature one can find two conventions for evaluation of such
diagrams: either one includes the propagators for external legs or not. In the
definition below we adopt the latter convention.

Definition 20.77 The amputated evaluation of the diagram D at times

tn , . . . , t1 ∈ R is an element of
1⊗

i=n
Γmi (D )(Y) given by

Damp(tn , . . . , t1)

:= (−iλ)n
1⊗

i=n
Θmi (D )#

∏
�={l,l′}∈Lnn (D )

∇y l S�(tnr(l) − tnr(l′))∇y l′ (20.54)

×
∏

κ={k(+ ) ,k(−) }∈Lnc (D )

∇y
k (−) Sκ(tnr(k(+ ) ) − tnr(k(−) ))∇y

k (+ )

1∏
i=n

Fji
(ti).
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20.6 Feynman diagrams and the scattering operator 601

Figure 20.10 Feynman diagram without external lines.

inout

Figure 20.11 Scattering-type Feynman diagram.

Note that if D has no legs, then (20.54) coincides with D(tn , . . . , t1) defined
in Def. 20.67.

The precise interpretation of (20.54) is similar to that of (20.12); see the dis-
cussion after Def. 20.17. The main difference is that we symmetrize or anti-
symmetrize only within each vertex.

20.6.2 Feynman diagrams with incoming and

outgoing external legs

Let m be a multi-degree. Recall the identification ρ : Z ⊕ Z → Y defined in Sub-
sect. 20.5.10. Clearly, we have the identification

Γ(ρ)# : Polm (Y) → Polm (Z ⊕ Z)

� ⊕
m+ +m−=m

Polm
+
(Z)⊗ Polm

−
(Z).

If m = (m1 , . . . ,mn ) is a sequence of multi-degrees, then this yields
n⊗

i=1
Γ(ρ)# :

n⊗
i=1

Polmi (Y) → n⊗
i=1

Polmi (Z ⊕ Z)

� ⊕
m+ +m−=m

1⊗
i=n

Polm
+
i (Z)⊗ Polm

−
i (Z). (20.55)
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602 Diagrammatics

Let Damp(tn , . . . , t1) be the evaluation of a Feynman diagram with external

legs, which, following Def. 20.65, is an element of
n⊗

i=1
Polmi (Y). By (20.55), we

have a unique decomposition
n⊗

i=1
Γ(ρ)# Damp(tn , . . . , t1) =

∑
m+ +m−=m (D )

Damp
m+ ,m−(tn , . . . , t1). (20.56)

Here, Damp
m+ ,m−(tn , . . . , t1) are elements of

1⊗
i=n

Polm
+
i (Z)⊗ Polm

−
i (Z),

m(D) is the detailed multi-degree of D and m+ ,m− sum up to the detailed
multi-degree of D. In other words,

mn
p,i(D) = mn+

p,i + mn−
p,i , p ∈ Prn ,

m(±)
q ,i (D) = m(±)+

q ,i + m(±)−
q ,i , q ∈ Prc .

We also set

|m±| :=
1∑

i=n

m±
i .

Definition 20.78 The amputated evaluation of D with m− incoming and m+

outgoing legs at times tn , . . . , t1 ∈ R, denoted Damp
m+ ,m−(tn , . . . , t1), is defined by

(20.56).

Note that Damp
m+ ,m−(tn , . . . , t1) can be interpreted as an operator in

B
( 1⊗

i=n
Γm−

i (Z),
1⊗

i=n
Γm+

i (Z)
)
.

In what follows we stick to this interpretation.

Definition 20.79 The scattering evaluation of D with m− incoming and m+

outgoing legs at times tn , . . . , t1 ∈ R is an operator in B
(
Γ|m−|(Z),Γ|m+ |(Z)

)
defined by

Dscat
m+ ,m−(tn , . . . , t1)

= Θ|m+ | 1⊗
i=n

e
iti Hm

+
i Damp

m+ ,m−(tn , . . . , t1)
1⊗

i=n
e
−iti Hm

−
i Θ|m−|.

Remark 20.80 The fact that a single Feynman diagram gives rise to many
terms in the scattering operator and each of them is an analytic continuation of
the others is called the crossing symmetry.

20.6.3 Scattering operator and Feynman diagrams

Here is the analog of Thm. 20.51 in the formalism of Feynman diagrams:
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20.6 Feynman diagrams and the scattering operator 603

Theorem 20.81

S =
∞∑

n=0

∑
D∈Dgn {V}
m+ +m−=m (D )

(−iλ)nOpa∗,a

×
(ˆ

· · ·
ˆ

Dscat
m+ ,m−(tn , . . . , t1)dtn · · · dt1

)

= Opa∗,a

(
exp

( ∞∑
n=0

∑
D∈Dgn {V}c o n

m+ +m−=m (D )

(−iλ)n

×
ˆ
· · ·
ˆ

Dscat
m+ ,m−(tn , . . . , t1)dtn · · · dt1

))
S

(Ω|SΩ)
= Opa∗,a

(
exp

( ∞∑
n=0

∑
D∈Dgn {V}c n l

m+ +m−=m (D )

(−iλ)n

×
ˆ
· · ·
ˆ

Dscat
m+ ,m−(tn , . . . , t1)dtn · · · dt1

))
.

Here is a reformulation of the last formula in terms of Fourier transforms of
the diagrams:

S

(Ω|SΩ)
= Opa∗,a

(
exp

( ∞∑
n=0

∑
D∈Dgn {V}l i n k

m+ +m−=m (D )

(−iλ)n

ˆ
· · ·
ˆ

dξ+
n · · · dξ+

1 dξ−n · · · dξ−1

×Θ|m+ | 1⊗
i=n

δ(Hm+
i
− ξ+

i 1l)D̂amp
m+ ,m−

(
ξ+
n − ξ−n , . . . , ξ+

1 − ξ−1
)

× 1⊗
n=1

δ(Hm−
i
− ξ−i 1l)Θ|m−|

))
.

Note that if the ith vertex has no incoming lines, then Hm−
i

= 0. Therefore, the
delta function δ(Hm−

i
− ξ−i 1l) sets ξ−i = 0. Hence, we can drop the variable ξ−i

altogether from the formula. A similar remark concerns outgoing lines.

20.6.4 Gell-Mann–Low scattering operator for

time-independent perturbations

Assume now that Fi(t) = Fi do not depend on time. Then the Fourier transform
of Damp(τn , . . . , τ1) is supported in τn + · · ·+ τ1 = 0, and one can write

D̂amp(τn , . . . , τ1) = 2πδ(τn + · · ·+ τ1)D̂amp[τn , . . . , τ1 ],

where D̂amp[τn , . . . , τ1 ] is defined on τn + · · ·+ τ1 = 0.
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604 Diagrammatics

Usually, the standard scattering operator does not exist; instead one can define
the Gell-Mann–Low scattering operator:

SGL = Opa∗,a

(
exp

( ∞∑
n=0

∑
D∈Dgn {V}l i n k

m+ +m−=m (D )

(−iλ)n

×
ˆ
· · ·
ˆ

dξ+
n · · · dξ+

1 dξ−n · · · dξ−1 2πδ(ξ+
n + · · ·+ ξ+

1 − ξ+
n − · · · − ξ−1 )

×Θ|m+ | 1⊗
i=n

δ(Hm+
i
− ξ+

i 1l)D̂amp
m+ ,m−

[
ξ+
n − ξ−n , . . . , ξ+

1 − ξ−1
]

× 1⊗
i=n

δ(Hm−
i
− ξ−i 1l)Θ|m−|

))
.

20.6.5 Friedrichs diagrams as Feynman diagrams

It is possible to interpret Friedrichs diagrams as a kind of Feynman diagrams. In
fact, suppose we use the framework of Sects. 20.3 and 20.4. All the particles from
Pr we interpret as charged particles, renaming Zq , q ∈ Pr, as Yq . In the bosonic
case, we use the charged symplectic form equal to i times the scalar product.
In the fermionic case, we just keep the scalar product. Note that there are no
anti-particles: Yp = Y (+)

p . Therefore, the Feynman propagator is zero for negative
times. We write the scattering operator using Wick’s chronological product.

Note that the above trick, even if somewhat artificial, can be used to reduce
the theory of Friedrichs diagrams to Feynman diagrams, which gives in particular
a convenient way to show the linked cluster theorem in the context of Friedrichs
diagrams.

20.7 Notes

A description of some elements of the diagram formalism can be found in any
textbook on quantum field theory, e.g. Schweber (1962), Weinberg (1995) or
Srednicki (2007).

A mathematical exposition of what we call the Friedrichs diagrams is contained
in the books by Friedrichs (1963) and by Hepp (1969). Hepp describes and proves
the linked cluster theorem.

The diagram formalism is also one of the basic tools of non-relativistic many-
body quantum theory. Therefore, its exposition can be found in many textbooks
on this subject, such as the monograph of Fetter–Walecka (1971).

A book that specializes in the topic of Feynman diagrams was written by
Mattuck (1967).
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21

Euclidean approach for bosons

One can distinguish two basic approaches to quantum field theory. In the more
traditional approach, one views the underlying physical Hilbert space equipped
with the self-adjoint generator of the dynamics – Hamiltonian or Liouvillean –
as the basic object. There also exists a different philosophy, whose starting point
is paths (trajectories). The physical space and the physical Hamiltonian or Liou-
villean are treated as derived objects (if they can be defined at all).

The second approach is often viewed as more modern and useful by physicists
active in quantum field theory. Also from the mathematical point of view, the
method of paths has turned out to be in many cases more efficient than the
operator-theoretic approach. This chapter is devoted to a brief description of a
certain version of this method, called often the Euclidean approach.

Let us first explain the origin of the word Euclidean in the name of this
approach. Originally the Euclidean approach amounted to replacing the real time
variable t by the imaginary is, an operation called the Wick rotation. Under this
transformation, the Minkowski space R1,d becomes the Euclidean space R1+d .
After the Wick rotation, the unitary group generated by the Hamiltonian eitH

becomes the self-adjoint group of contractions e−sH . One can then study e−sH

from the point of view of the so-called path space. In particular, it is sometimes
easier to construct or study interacting models of quantum field theory on the
Euclidean space than on the Minkowski space.

In the literature the term “Euclidean approach” seems to have acquired a wider
meaning, going beyond quantum field theory on a Euclidean space. It sometimes
denotes a method for obtaining a unitary group eitH by first constructing the
self-adjoint semi-group e−sH for s ≥ 0. In some cases one can try to represent the
integral kernel of e−sH by a measure on the so-called path space. This allows us to
use methods of measure theory, which are sometimes quite powerful. In particu-
lar, one can treat very singular perturbations with little effort, provided they fit
into the framework – essentially, they need to be representable as multiplication
operators.

This approach also works in ordinary quantum mechanics. For example, it can
be used to construct Schrödinger Hamiltonians H = − 1

2 Δx + V (x) on L2(Rd),
where V is a real potential. In the absence of the potential, e

t
2 Δx is simply the

well-known heat semi-group. Its distribution kernel K0(t, x, y) can be interpreted
as the probability that a Brownian path starting from y arrives at x at time t.
The perturbed heat kernel K(t, x, y) can now be explicitly expressed in terms
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606 Euclidean approach for bosons

of K0(t, x, y) and the integral of the potential along Brownian paths by the
so-called Feynman–Kac formula. We will briefly describe this construction in
Sect. 21.1.

In this chapter we describe the Euclidean method for bosons in an abstract
framework. We describe the construction of a class of interacting Hamiltonians
starting from free ones, using the Feynman–Kac(–Nelson) formula.

In the usual version of the Euclidean approach one assumes that the gener-
ator of the physical dynamics, called the Hamiltonian, is bounded from below.
Physically, this corresponds to the zero temperature, which is typical for most
applications of quantum field theory. There also exists a version of the Euclidean
approach for bosonic quantum fields at positive temperatures. Its aim is to con-
struct an interacting KMS state and a dynamics at inverse temperature β. The
dynamics is now generated by a self-adjoint operator L, the Liouvillean, which
is not bounded from below or from above. This leads to some additional techni-
cal difficulties. However, the system can be described in a way similar to zero-
temperature path spaces. There is an important difference: as a consequence of
the KMS condition, the path space is now β-periodic. Thus, the Euclidean space
is replaced with a cylinder of circumference β.

One of the interesting features of the Euclidean approach is the use of various
non-trivial tools from functional analysis. One of them is the concept of local
Hermitian semi-groups (see Thm. 2.69). They are indispensable in the positive
temperature case. They are also sometimes useful at zero temperature, which
happens if the perturbation is unbounded and destroys the positivity of the
generator.

To motivate the reader, let us briefly discuss Gaussian Markov path spaces,
which are usually the starting point for applications of the Euclidean approach.
Let Z be a Hilbert space equipped with a conjugation τ . As we have seen in
Subsect. 9.3.5, in such a case the bosonic Fock space Γs(Z) can be unitarily
identified with L2(Q,dμ) for some probability space (Q,S, μ). In the Euclidean
approach we study operators on L2(Q,dμ) using the space of paths, that is,
functions from R with values in Q.

A typical situation where Euclidean methods apply arises when we consider a
real (commuting with τ) self-adjoint operator a ≥ 0 on Z. Recall that the semi-
group e−tdΓ(a) is then positivity improving as an operator on L2(Q,dμ). We will
see that for such operators the expectation value (F |e−tdΓ(a)G) can be written
in terms of a measure on the set of paths. Field operators for real (τ -invariant)
arguments can be interpreted as multiplication operators on L2(Q,dμ). There-
fore, operators of the form P (φ), where P is a polynomial based on Zτ , the real
subspace of Z, can be interpreted as multiplication operators in the Q-space
representation. The Euclidean approach gives a powerful tool to study operators
of the form dΓ(a) + P (φ).

Throughout the chapter, we will use the terminology of abstract measure
theory discussed in Chap. 5. Recall, in particular, that if Ti , i ∈ I, is a
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21.1 A simple example: Brownian motion 607

family of subsets of a set Q, we denote by
∨

i∈I Ti the σ-algebra generated by⋃
i∈J Ti .
Throughout the chapter, we will use t as the generic variable in R denoting

time.

21.1 A simple example: Brownian motion

In this section we illustrate the Euclidean approach by recalling the well-known
representation of the heat semi-group e−tH0 , t ≥ 0, for H0 = − 1

2 Δ on L2(Rd),
using Brownian motion.

From Subsect. 4.1.8 we obtain that the distribution kernel of e−tH0 is

e−tH0 (x, y) = (2πt)−d/2e−(x−y )2 /2t . (21.1)

Consider the real Hilbert space X = L2([0,∞[, Rd) � L2([0,∞[, R)⊗ Rd and the
Gaussian measure on X with covariance 1l. Let φ denote the generic variable
in X . The associated Gaussian L2 space L2(X , e−

1
2 φ2

dφ) can be realized as
L2(Q,S,dμ). Following Remark 5.66, we still denote by φ the generic variable
on Q. For a Borel subset I ⊂ R, the function 1lI ⊗ 1l is a projection in X . The
corresponding conditional expectation of a measurable function F on Q will be
denoted EI [F ]. In particular E∅[F ] =

´
F (φ)dμ(φ).

Definition 21.1 The Brownian motion in Rd is the family {Bt}t≥0 of Rd-valued
measurable functions on Q defined by

ξ ·Bt(φ) := 〈φ|1l[0,t] ⊗ ξ〉, ξ ∈ Rd , t ≥ 0.

The Wiener process in Rd is

Xt(x, φ) := x + Bt(φ), t ≥ 0, x ∈ Rd .

We will often drop φ from Bt(φ) and Xt(x, φ).
The following lemma expresses the Markov property of the Wiener process:

Lemma 21.2 For t1 , t2 ≥ 0 and almost all (a.a.) x ∈ Rd

E[0,t1 ]

[
f
(
Xt2 +t1 (x)

)]
=
ˆ

f
(
Xt2

(
Xt1 (x), φ

))
dμ(φ),

for all bounded measurable functions f : Rd → C.

Proof We first prove the lemma for f(x) = eiξ ·x , ξ ∈ Rd . Indeed, for such a func-
tion both sides equal e−ξ 2 t2 /2eiXt 1 (x)·ξ . By Fourier transformation, this proves
the lemma for f ∈ C∞

c (Rd). By the usual argument, the identity extends to all
bounded measurable functions f . �

Proposition 21.3 Let f ∈ L2(Rd) ∩ L∞(Rd). Then

e−tH0 f(x) =
ˆ

f
(
Xt(x)

)
dμ, t ≥ 0, for a.a. x ∈ Rd .
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608 Euclidean approach for bosons

Proof Let f ∈ C∞
c (Rd) and f̂ be its Fourier transform. Thenˆ

f
(
Xt(x)

)
dμ = (2π)−d

ˆ
f̂(ξ)eiξ ·x

ˆ
eiξ ·Bt dμdξ

= (2π)−d

ˆ
f̂(ξ)eiξ ·xe−tξ 2 /2dξ = e−tH0 f(x).

If f ∈ L2(Rd) ∩ L∞(Rd), we choose a sequence fn ∈ C∞
c (Rd) such that fn → f in

L2 , fn → f a.e. and supn ‖fn‖∞ <∞. From (21.1) we obtain that e−tH0 fn (x) →
e−tH0 f(x) for a.a. x. The convergence of the r.h.s. to

´
f
(
Xt(x)

)
dμ follows from

the dominated convergence. �

We end this section by proving the celebrated Feynman–Kac formula in a
simple situation. We denote by Cb(Rd) the space of bounded continuous functions
on Rd .

Theorem 21.4 Let V ∈ Cb(Rd) be a real potential, f ∈ L2(Rd) ∩ L∞(Rd) and

t ≥ 0. Then, for all x ∈ Rd , e−
´ t
0 V
(
Xs (x)

)
dsf
(
Xt(x)

)
is a bounded measurable

function on Q and

e−t(H0 +V )f(x) =
ˆ

e−
´ t
0 V (Xs (x))dsf(Xt(x))dμ, for a.a. x ∈ Rd . (21.2)

Lemma 21.5 Let g1 , . . . , gn−1 ∈ L∞(Rd), h ∈ L2(Rd). Let s1 , . . . , sn > 0 and
ti = ti−1 + si, t1 = s1 . Then

e−s1 H0 g1e−s2 H0 · · · gn−1e−sn H0 h(x)

=
ˆ n∏

i=1

gi

(
Xti

(x)
)
h
(
Xtn

(x)
)
dμ. (21.3)

Proof We prove (21.3) for n = 2; the general case follows easily by induction.
We have

e−s1 H0 ge−s2 H0 h(x)

=
ˆ

g
(
Xs1 (x)

)
e−s2 H0 h

(
Xs1 (x)

)
dμ

=
ˆ

g
(
Xs1 (x, φ1)

) ˆ
h
(
Xs2

(
Xs1 (x, φ2)φ1

))
dμ(φ2)dμ(φ1)

=
ˆ

g
(
Xs1 (x)

)
E[0,s1 ]

[
h
(
Xs1 +s2 (x)

)]
dμ

=
ˆ

g
(
Xs1 (x)

)
h
(
Xs1 + s2 (x)

)
dμ,

by Lemma 21.2. �

Lemma 21.6 For V ∈ Cb(Rd) and all x ∈ Rd the map

[0,+∞[� t �→ V
(
Xt(x)

) ∈ L2(Q)

is continuous.
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21.2 Euclidean approach at zero temperature 609

Proof For t ≥ 0, δ > 0, we haveˆ ∣∣V (Xt+δ (x)
)− V

(
Xt(x)

)∣∣2 dμ

=
ˆ

V 2(Xt+δ (x)
)
dμ +

ˆ
V 2(Xt(x)

)
dμ− 2

ˆ
V
(
Xt(x)

)
V
(
Xt+δ (x)

)
dμ

= e−(t+δ)H0 V 2(x) + e−tH0 V 2(x)− 2e−δH0 V e−tH0 V (x),

where in the last line we use (21.3). From (21.1) we see that e−tH0 is a semi-group
of contractions on Cb(Rd). Moreover it is easy to see that, for G ∈ Cb(Rd) and
all x ∈ Rd , the map

[0,+∞[� t �→ e−tH0 G(x) ∈ R

is continuous. This proves the right continuity at all t ≥ 0. The proof of the left
continuity at all t > 0 is similar. �

Proof of Thm. 21.4. By Lemma 21.6,
´ t

0 V
(
Xs(x)

)
ds is a bounded measurable

function on Q. Hence, the integrand in the r.h.s. of (21.2) is bounded measurable
on Q.

Let f ∈ L2(Rd) ∩ L∞(Rd). By Trotter’s product formula (see Thm. 2.75) we
have

e−t(H0 +V )f = lim
n→∞

(
e−(t/n)H0 e−(t/n)V )nf, in L2(Rd),

and after extracting a subsequence we can assume that

e−t(H0 +V )f(x) = lim
n→∞

(
e−(t/n)H0 e−(t/n)V )nf(x), for a.a. x.

Applying (21.3) to h = e−(t/n)V f , gj = e−(t/n)V for 1 ≤ j ≤ n− 1, we get

e−t(H0 +V )f(x) =
ˆ

e−Fn (x)f
(
Xt(x)

)
dμ,

for Fn (x) = t
n

n∑
j=1

V
(
Xtj/n (x)

)
. Set F (x) =

´ t

0 V
(
Xs(x)

)
ds. We claim that

e−Fn (x) → e−F (x) in L2(Q), for a.a. x, (21.4)

which will complete the proof of the theorem. Since |e−Fn | , |e−F | ≤ et‖V ‖∞ , it
suffices to prove that Fn (x) → F (x) in L2(Q) for a.a. x. Since Fn is a Riemann
sum for the integral defining F , this follows from Lemma 21.6. �

21.2 Euclidean approach at zero temperature

Most of this section is devoted to a description of the Euclidean approach at zero
temperature in an abstract setting. We start with the definition of an abstract
version of Markov path spaces. We will restrict ourselves to path spaces with a
finite measure, which is sufficient for most applications to quantum field theory.
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610 Euclidean approach for bosons

Given a Markov path space there is a canonical construction of a positivity
improving semi-group {P (t)}t∈[0,∞[ possessing a unique ground state. Its gen-
erator is sometimes called the Hamiltonian. It acts on the so-called physical
Hilbert space. A converse construction is also possible: every contractive positiv-
ity improving semi-group with a ground state can be dilated to a Markov path
space.

The concept of a Markov path space is closely related to unitary dilations
of contractive semi-groups. Indeed, each Markov path space involves a unitary
group {Ut}t∈R of measure preserving transformations of the underlying space
which is a dilation of the physical semi-group {P (t)}t∈[0,∞[ .

The most important class of examples of Markov path spaces are Gaussian
Markov path spaces, which can be used to describe free bosonic quantum field
theories in a Euclidean setting. They can be viewed as the real-wave quantization
of a dilation of a contractive semi-group.

21.2.1 Markov path spaces

Definition 21.7 A generalized path space (Q,S,S0 , Ut , R, μ) consists of

(1) a complete probability space (Q,S, μ);
(2) a distinguished sub-σ-algebra S0 of S;
(3) a one-parameter group R � t �→ Ut of measure preserving ∗-automorphisms

of L∞(Q,S, μ), strongly continuous for the σ-weak topology;
(4) a measure preserving ∗-automorphism R of L∞(Q,S, μ) such that RUt =

U−tR, R2 = 1l.

Moreover, one assumes that

S =
∨
t∈R

UtS0 . (21.5)

In what follows, (Q,S,S0 , Ut , R, μ) is a generalized path space. By Prop. 5.33
(2)(iii) and (2)(iv), Ut extends to a strongly continuous group of isometries of
Lp(Q,S, μ), and R extends to an isometry of Lp(Q,S, μ), for 1 ≤ p <∞.

Definition 21.8 We set St := UtS0 , SI :=
∨

t∈I St , for I ⊂ R, and denote by
EI the conditional expectation w.r.t. SI .

Definition 21.9 The generalized path space (Q,S,S0 , Ut , R, μ) is a Markov
path space if it satisfies

(1) the reflection property: RE0 = E0 ,
(2) the Markov property: E[0,+∞[E]−∞,0] = E0 .

21.2.2 Reconstruction theorem

Let (Q,S,S0 , Ut , R, μ) be a Markov path space.
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21.2 Euclidean approach at zero temperature 611

Definition 21.10 The physical Hilbert space associated with
(Q,S,S0 , Ut , R, μ) is

H := L2(Q,S0 , μ).

The function 1 ∈ H will be denoted by Ω. The Abelian ∗-algebra A :=
L∞(Q,S0 , μ) acting on H is called the algebra of time-zero fields.

Theorem 21.11 (1) P (t) := E0UtE0 , t ≥ 0, is a strongly continuous semi-
group of self-adjoint contractions on H preserving Ω.

(2) P (t) is doubly Markovian.
(3) P (t) is a contraction semi-group on Lp(Q,S0 , μ) for 1 ≤ p ≤ ∞. It is

strongly continuous for 1 ≤ p < ∞.
(4) Let Ai ∈ L∞(Q,S0 , μ), i = 1, . . . , n and t1 ≤ · · · ≤ tn . Then(

Ω|A1P (t1 − t2)A2 · · ·P (tn−1 − tn )AnΩ
)

=
ˆ

Q

n

Π
i=1

Uti
(Ai)dμ.

Proof P (t) is clearly a contraction. It is self-adjoint:

P (t)∗ = E0U−tE0 = E0U−tRE0 = E0RUtE0 = E0UtE0 = P (t).

Let us prove the semi-group property. Note that UtE0U−t = Et . The Markov
property implies, for t, s ≥ 0,

E−tE0Es = E−tE]−∞,0]E[0,+∞[Es = E−tEs.

This yields

P (t)P (s) = E0UtE0UsE0 = UtE−tE0EsU−s

= UtE−tEsU−s = E0UtUsE0 = P (t + s).

Finally, since t �→ Ut is strongly continuous, so is t �→ P (t).
Ut , E0 are clearly positivity preserving. Hence so is P (t). Ut , E0 preserve 1.

Hence so does P (t). This proves (2). (3) follows from (2) by Prop. 5.24. We leave
(4) to the reader. �

Definition 21.12 The unique positive self-adjoint operator H on H such that
P (t) = e−tH is called the Hamiltonian.

Clearly, HΩ = 0.

Remark 21.13 Often instead of Markov path spaces one uses more general OS-
positive path spaces, named after Osterwalder and Schrader, where Def. 21.9 is
replaced by the condition that E[0,+∞[RE[0,+∞[ ≥ 0. The OS-positivity condition
is one of the Osterwalder–Schrader axioms; see Osterwalder–Schrader (1973,
1975). They are Euclidean analogs of the G̊arding–Wightman axioms.

In space dimensions 2 or higher it is believed that sharp time interacting fields
do not exist, hence the Markov property cannot be used. Results similar to those
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612 Euclidean approach for bosons

in this chapter can be established in the framework of OS-positive path spaces,
with similar proofs.

21.2.3 Gaussian path spaces I

Let X be a real Hilbert space with a self-adjoint operator ε > 0. (All the construc-
tions of this subsection have their complex counterparts; we assume the reality
to simplify the exposition and in view of the application in the next subsection.)
Consider the real Hilbert space

L2(R,X ) � L2(R, R)⊗X (21.6)

and the positive self-adjoint operator

C = (D2
t + ε2)−1

on (21.6). Introduce the real Hilbert space Q := C− 1
2 L2(R,X ). Its dual Q# can

be identified with C
1
2 L2(R,X ). Note that the operator C is orthogonal from Q

to Q# .

Definition 21.14 For t ∈ R let us define the map

jt : (2ε)
1
2 X � g �→ δt ⊗ g ∈ Q. (21.7)

Lemma 21.15 We have

(jt1 g1 |jt2 g2)Q =
(
g1 |e

−|t1 −t2 |ε

2ε
g2

)
X

.

In particular jt is isometric.

Proof We use the identityˆ
R

eitk 2ε

k2 + ε2 dk = 2πe−|t|ε , t ∈ R, (21.8)

which follows from Fourier transform and functional calculus. �

Definition 21.16 For t ∈ R we set Qt := jt(2ε)
1
2 X . Let et denote the orthogonal

projection onto Qt .
For I ⊂ R we set QI :=

(∑
t∈I Qt

)cl. The orthogonal projection onto QI will
be denoted eI .

Note that et = jtj
#
t .

For explicit formulas, in the following proposition we prefer to use the space
Q# rather than Q, by transporting operators with the help of the operator C.

Definition 21.17 We write et , resp. eI for CetC
−1 , resp. CeI C

−1 .

Definition 21.18 We define

(rf)(s) := f(−s), (utf)(s) = f(s− t), f ∈ Q, s, t ∈ R.
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21.2 Euclidean approach at zero temperature 613

Definition 21.19 e−tε , defined originally on X , determines in an obvious way
a contractive semi-group on (2ε)

1
2 X , which will be denoted by the same symbol.

We set p(t) := j0e−tεj#
0 , which is a contractive semi-group on Q0 .

Proposition 21.20 (1) Let t, t1 < t2 , f ∈ Q# . We have

etf(s) := e−ε|t−s|f(t),

e[t,∞[f(s) = 1l[t,∞[(s)f(s) + e−|s−t|ε1l]−∞,t[(s)f(t),

e]−∞,t]f(s) = 1l]−∞,t](s)f(s) + e−|s−t|ε1l]t,∞[(s)f(t),

e[t1 ,t2 ]f(s) = 1l[t1 ,t2 ](s)f(s) + e−|s−t1 |ε1l]−∞,t1 [(s)f(t1) + e−|s−t2 |ε1l]t2 ,∞[(s)f(t2).

(2) C∞
c (]t1 , t2 [,Dom ε) is dense in Q]t1 ,t2 [.

(3) R � t �→ ut is an orthogonal C0-group on Q.
(4) r is an orthogonal operator satisfying rut = u−tr and r2 = 1l.
(5)
∑

t∈R
utQ0 is dense in Q.

(6) re0 = e0 .
(7) e[0,∞[e]−∞,0] = e0 .
(8) e0ute0 = p

(|t|).
Remark 21.21 Let [0,∞[� t �→ p(t) be a contractive C0-semi-group on a Hilbert
space Q0 . We say that (Q, ut , e0) is a unitary dilation of {p(t)}t∈[0,∞[ if Q is a
Hilbert space, e0 is an orthogonal projection from Q onto Q0 , {ut}t∈R is a unitary
C0-group on Q and p(t) = e0ute0 , t ≥ 0. We say that the dilation (Q, ut , e0) is
minimal if

∑
t∈R

utQ0 is dense in Q.
Clearly, what we have constructed in this subsection is a minimal dilation of

the contractive semi-group {p(t)}t∈[0,∞[.

21.2.4 Gaussian path spaces II

In this subsection we describe the main example of Markov path spaces – Gaus-
sian path spaces. They are used to describe free quantum field theories. They
are obtained by second quantizing the Markov path system constructed in the
previous subsection.

Let X be a real Hilbert space and ε > 0 a self-adjoint operator on X . Let C, Q,
{jt}t∈R, {ut}t∈R, r be constructed as in the previous subsection. Let us consider
the Gaussian L2 space with covariance C. According to the notation introduced
in Subsect. 5.4.2, it will be denoted

L2(L2(R,X ), eφ·C −1 φdφ
)
, (21.9)

where we use φ as the generic variable in L2(R,X ).
As we discussed in Chap. 5, there are many ways to realize this Gaussian L2

space as a space L2(Q,μ), where (Q,μ) is a probability space. (Note that the
notation Q for such a measure space is traditional in a part of the literature,
hence the name “Q-space representation”.) A class of possible choices, which is in
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614 Euclidean approach for bosons

fact our favorite, is Q := B
1
2 L2(R,X ), where B ≥ 0 is any self-adjoint operator

on L2(R,X ) such that B− 1
2 CB− 1

2 is trace-class. Thus the Gaussian L2 space
(21.9) becomes the concrete space L2(Q,dμ), where μ is a Borel probability
measure on Q such thatˆ

Q

eiφ(f )dμ(φ) = e−
1
2 f ·C f , f ∈ B− 1

2 L2(R,X ). (21.10)

Following Remark 5.66, we now use φ as the generic name for an element
of Q = B

1
2 L2(R,X ). φ(f) denotes the pairing of φ ∈ B

1
2 L2(R,X ) with f ∈

B− 1
2 L2(R,X ).

By Prop. 5.77, we can extend the definition of

Q � φ �→ φ(f) (21.11)

to f ∈ C− 1
2 L2(R,X ). The function in (21.11) in general needs not to be contin-

uous; however it still belongs to Lp(Q,μ) for all 1 ≤ p <∞.

Definition 21.22 Since the maps js defined in (21.7) are isometric, we can
define for s ∈ R, g ∈ (2ε)

1
2 X , the functions

φs(g) := φ(δs ⊗ g) ∈
⋂

1≤p<∞
Lp(Q,μ),

which are called the sharp-time fields.

We can now define the associated path space. We lift r and {ut}t∈R to L2(Q,μ)
by setting first

Reiφ(f ) := eiφ(rf ) , Uteiφ(f ) = eiφ(u−t f ) , f ∈ B− 1
2 L2(R,X ), (21.12)

extending then R and Ut to L2(Q,μ) by linearity and density. In particular we
have

Rφs(g) = φ−s(g), Utφs(g) = φs−t(g), g ∈ (2ε)
1
2 X . (21.13)

Proposition 21.23 Let S be the completion of the Borel σ-algebra on Q, S0

be the σ-algebra generated by the functions eiφ0 (g) for g ∈ (2ε)
1
2 X . Let R,Ut be

defined in (21.12). Then (Q,S,S0 , Ut , R, μ) is a Markov path space.

Definition 21.24 (Q,S,S0 , Ut , R, μ) described in Prop. 21.23 will be called the
Gaussian path space with covariance C.

We will later need the following lemma, which follows directly from the results
on complex-wave representation in Subsect. 9.2.1.

Lemma 21.25 Let Z be a Hilbert space, Γs(Z) the associated bosonic Fock space
and b a self-adjoint operator on Z. Then(

eiφ(g1 )Ω|e−tdΓ(b)eiφ(g2 )Ω
)

= e−
1
2 ‖g1 ‖2

e−
1
2 ‖g2 ‖2

e−(g1 |e−t b g2 ) ,

whenever the r.h.s. is finite.
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21.2 Euclidean approach at zero temperature 615

Proof of Prop. 21.23. Using that r and ut preserve C, formula (21.10) and the
density of exponentials in L2(Q,μ) (see Subsect. 5.2.5) we see that R is unitary on
L2(Q,μ) and that t �→ Ut is a strongly continuous unitary group on L2(Q,μ). R

and Ut are clearly ∗-automorphisms. By Prop. 5.33, t �→ Ut is strongly continuous
on L∞(Q,μ) for the σ-weak topology.

From (21.13) we see that the closed vector subspace generated by eiφ0 (g) for
g ∈ (2ε)

1
2 X is invariant under R, which implies that RE0 = E0 . The fact that

RUt = U(−t)R is obvious.
We now check the Markov property. We unitarily identify

L2
(
L2(R,X ), eφ·C −1 φdφ

)
with Γs(CQ), as in Thm. 9.22. If I ⊂ R is a

closed interval, then under this identification EI becomes Γ(eI ), where eI is
defined in Lemma 21.15. So the Markov property follows from the pre-Markov
property proved in Prop. 21.20 (7).

It remains to check condition (21.5). We note that it is equivalent to the
property that the algebra generated by

{
Utf : f ∈ L∞(Q,S0 , μ), t ∈ R

}
is

dense in L2(Q,S, μ). It is easy to see that finite linear combinations of δti
⊗ gi

for ti ∈ R, gi ∈ (2ε)
1
2 X , are dense inQ. It follows that if f ∈ Q, the function eiφ(f )

can be approximated in L2 by products of eiφt i
(gi ) . Since linear combinations of

exponentials are dense in L2(Q,μ), we obtain (21.5). �

Theorem 21.26 There exists a unique unitary map

Teucl : H → Γs
(
C(2ε)

1
2 X )

such that

Teucl1 = Ω, (21.14)

Teucleiφ0 (g) = ei(a∗(g)+a(g))Teucl, g ∈ (2ε)
1
2 X .

We have

Teucle−tH = e−tdΓ(ε)Teucl, t ≥ 0.

Proof Linear combinations of time-zero exponentials eiφ0 (g) , for g ∈ (2ε)
1
2 X , are

dense in L2(Q,S0 , μ), andˆ
Q

eiφ0 (g)dμ = e−
1
2 (δ0 ⊗g |C δ0 ⊗g) = e−

1
2 (g |g) ,

by Lemma 21.15. Therefore, there exists a unique unitary map T̃eucl :
L2(Q,S0 , μ) → L2

(
(2ε)

1
2 X , e−xεxdx

)
such that

T̃eucl1 = 1,

T̃eucleiφ0 (g) = eiφ(g) T̃eucl, g ∈ (2ε)
1
2 X .

Composing T̃eucl with the map (T rw )−1 constructed in Thm. 9.22, we obtain the
unitary map Teucl with the first two properties of (21.14). To prove the third
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616 Euclidean approach for bosons

one, it suffices by density to check that, for g1 , g2 ∈ (2ε)
1
2 X , one hasˆ

Q

e−iφ0 (g1 )eiφt (g2 )dμ =
(
ei(a∗(g1 )+a(g1 ))Ω|e−tdΓ(ε)ei(a∗(g2 )+a(g2 ))Ω

)
. (21.15)

The l.h.s. of (21.15) equals

exp
(
−1

2
(
δt ⊗ g2 − δ0 ⊗ g1 |δt ⊗ g2 − δ0 ⊗ g1

)
Q
)

= exp
(
−(g2 |(4ε)−1g2

)
X −
(
g1 |(4ε)−1g1

)
X +
(
g1 |(2ε)−1e−tεg2

)
X
)
,

by Lemma 21.15. Applying Lemma 21.25 to the Hilbert space C(2ε)
1
2 X , we see

that this equals the r.h.s. of (21.15). �

21.2.5 From a positivity preserving semi-group to a

Markov path space

Let (X, ν) be a measure space and P (t) = e−tH be positivity improving contrac-
tive semi-group on L2(X, ν). We assume that 0 = inf specH and inf specH is an
eigenvalue. Recall that by the Perron–Frobenius theorem (Thm. 5.25) H has a
unique positive ground state. It will be denoted by Ω.

In this subsection we present a construction converse to that of Subsect. 21.2.2.

Theorem 21.27 (1) There exist
(i) a Markov path space (Q,S,S0 , Ut , R, μ),
(ii) a unitary map T : L2(X, ν) → L2(Q,S0 , μ) such that

TΩ = 1,

TL∞(X, ν)T−1 = L∞(Q,S0 , μ).

(2) Denoting TAT−1 by Ã for A ∈ L∞(X, ν), one hasˆ
Q

n

Π
i=1

Uti
(Ãi)dμ =

(
Ω|A1e−(t2 −t1 )H A2 · · · e−(tn −tn −1 )H AnΩ

)
,

for Ai ∈ L∞(X, ν), i = 1, . . . , n, t1 ≤ · · · ≤ tn .

Lemma 21.28 e−tH L∞(X, ν)Ω ⊂ L∞(X, ν)Ω, t ≥ 0.

Proof Set νΩ = Ω2ν and consider the unitary map

TΩ : L2(X, ν) → L2(X, νΩ)

f �→ Ω−1f.

Setting HΩ := TΩHT−1
Ω , we see that e−tHΩ is positivity preserving, with 1 as

the unique strictly positive ground state. Therefore, HΩ is doubly Markovian.
Therefore, by Prop. 5.24, it is a contraction on L∞(X, νΩ) = L∞(X, ν). Now

e−tH L∞(X, ν)Ω = T−1
Ω e−tHΩ L∞(X, νΩ)1

⊂ T−1
Ω L∞(X, νΩ)1 = L∞(X, ν)Ω. �
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21.2 Euclidean approach at zero temperature 617

Proof of Thm. 21.27. By the Gelfand–Naimark theorem (Sakai (1971), Thm.
1.2.1), L∞(X, ν) is isomorphic as a C∗-algebra to C(Q0), where Q0 is a compact
Hausdorff space. In the sequel we will denote by the same letter A an element
of L∞(X, ν) and its image in C(Q0).

Since L∞(X, ν) is a W ∗-algebra, we know that Q0 is a Stonean space, i.e. the
closure of any open set in Q0 is open (see Sakai (1971), Prop. 1.3.2). Let Ξ be the
set of characteristic functions on Q0 . By Sakai (1971), Prop. 1.3.1, the ∗-algebra
generated by Ξ is dense in C(Q0).

Let Q := QR
0 be equipped with the product topology, which is also compact by

Tychonov’s theorem. Note that each q ∈ Q is a function R � t �→ qt ∈ Q0 . By the
Stone–Weierstrass theorem, the ∗-algebra generated by functions f of the form
f(q) = A(qt) for some t ∈ R and A ∈ C(Q0) is dense in C(Q). By the argument
above, the ∗-algebra L(Q) generated by the functions f of the form f(q) = A(qt)
for some t ∈ R and A ∈ Ξ is also dense in C(Q).

Now let f ∈ L(Q). Clearly, f can always be written as

f(q) =
p∑

j=1

aj

n

Π
i=1

Ai,j (qti
), Ai,j ∈ Ξ, aj ∈ C,

for t1 ≤ · · · ≤ tn . Splitting further characteristic functions Ai,j , we can uniquely
rewrite f as

f(q) =
q∑

j=1

bj

n

Π
i=1

Bi,j (qti
) , Bi,j ∈ Ξ, bj ∈ C, (21.16)

where Bi,jBi,k = 0 for j �= k. It follows that

ρ(f) :=
q∑

j=1

bj

(
Ω|B1,j e−(t2 −t1 )H B2,j · · · e−(tn −tn −1 )H Bn,jΩ

)
, (21.17)

defines a linear form on L(Q) with ρ(1) = 1. Now let F ∈ L(Q) with F ≥ 0.
Clearly, f can be uniquely written as in (21.16) with bj ≥ 0, Bi,j ≥ 0. Since
e−tH is positivity preserving and Ω ≥ 0, we see that ρ(f) ≥ 0 and ρ is a positive,
hence bounded linear form on L(Q). We denote by S the Baire σ-algebra on Q.
Extending ρ to C(Q) by density and using the Riesz–Markov theorem, we obtain
a Baire probability measure μ such that

ρ(f) =
ˆ

Q

fdμ, f ∈ L(Q).

We now set

rqs := q−s , utqs := qs−t , t ∈ R,

and

Rf(q) := f(rq),
(
Utf
)
(q) := f(u−tq), t ∈ R.
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618 Euclidean approach for bosons

Clearly, Ut and R satisfy conditions (3) and (4) of Def. 21.7. Let S0 be the sub-
σ-algebra of S generated by the functions q �→ A(q0), A ∈ C(Q0) = L∞(X, ν).
Note that S :=

∨
t∈R

UtS0 . We can rewrite (21.17) as
ˆ

Q

n

Π
i=1

Ai(q(ti))dμ(q) =
(
Ω|A1e−(t2 −t1 )H A2 · · · e−(tn −tn −1 )H AnΩ

)
, (21.18)

for Ai ∈ L∞(X, ν), t1 ≤ · · · ≤ tn .
It remains to prove that (Q,S,S0 , Ut , R, μ) is a Markov path space. Prop-

erty (1) of Def. 21.9 is obvious. To prove property (2) of Def. 21.9, i.e. that
E[0,+∞[E]−∞,0] = E{0}, it suffices by linearity and density to show that for

f(q) =
n∏

i=1

Ai(qti
), Ai ∈ L∞(Q,S0), t1 ≤ · · · ≤ tn ≤ 0 (21.19)

E[0,+∞[f is S0-measurable. Recall that E[0,+∞[f = g iff g is S[0,+∞[ -measurable
and ˆ

Q

fhdμ =
ˆ

Q

ghdμ, (21.20)

for all S[0,+∞[ -measurable functions h. Again by linearity and density, it suffices

to check (21.20) for h(q) =
p

Π
i=1

Bi(qsi
), Bi ∈ L∞(Q,S0) and 0 ≤ s1 ≤ · · · ≤ sp .

For f as in (21.19), we have, using (21.18),ˆ
Q

fhdμ

=
ˆ

Q

n

Π
i=1

Ai(qti
)

p

Π
i=1

Bi(qsi
)dμ

=
(
Ω|A1e(t1 −t2 )H · · · e(tn −1 −tn )H Ane(tn −s1 )H B1e(s1 −s2 )H · · · e(sp −1 −sp )H BpΩ

)
=
(
etn H Ane(tn −1 −tn )H · · · e(t1 −t2 )H A1Ω|e−s1 H B1e(s1 −s2 )H · · · e(sp −1 −sp )HBpΩ

)
.

By Lemma 21.28, there exists C ∈ L∞(X, ν) such that

etn H Ane(tn −1 −tn )H An−1 · · · e(t1 −t2 )H A1Ω = CΩ,

and hence ˆ
Q

fhdμ

=
(
Ω|Ce−s1 H B1e(s1 −s2 )H B2 · · · e(sp −1 −sp )H BpΩ

)
=
ˆ

Q

C(q0)
p

Π
i=1

Bi(qsi
)dμ.

Therefore, by (21.20) we have (E[0,∞[f)(q) = C(q0), which proves that E[0,+∞[f

is S0-measurable and completes the proof of the Markov property.
To complete the proof of the theorem it remains to construct the unitary

operator T . We first note that, since Ω is a.e. positive, L∞(X, ν)Ω is dense in
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21.3 Perturbations of Markov path spaces 619

L2(X, ν). Using (21.18), it follows that the map

T : L2(X, ν) → L2(Q,S0 , μ)

(TAΩ)(q) := A(q0), A ∈ L∞(X, ν), q ∈ Q,

extends to a unitary operator. �

21.3 Perturbations of Markov path spaces

We fix a Markov path space (Q,S,S0 , Ut , R, μ). Recall that this leads to a
construction of a physical space H equipped with a Hamiltonian H. We will
show how to perturb this Hamiltonian using the framework of Markov path
spaces. Perturbations that can be treated by Euclidean methods are those cor-
responding to operators of multiplication by real S0-measurable functions, i.e.
by functions of time-zero fields. Sometimes the perturbation itself does not even
make sense as an operator, although a perturbed Hamiltonian can be defined.
These singular cases can be handled using the so-called Feynman–Kac–Nelson
kernels.

21.3.1 Feynman–Kac–Nelson kernels

Definition 21.29 Let δ ∈ [0,+∞]. A local Feynman–Kac–Nelson (FKN) kernel
is a family {F[a,b]}0≤b−a<δ of S-measurable functions on Q such that

(1) F[a,b] > 0, F[a,b] ∈ L1(Q,S[a,b]),
(2) for a ∈ R, the map [a, a + δ[� b �→ F[a,b] ∈ L1(Q) is continuous,
(3) F[a,b]F[b,c] = F[a,c], for a ≤ b ≤ c, c− a < δ,
(4) Us

(
F[a,b]

)
= F[a+s,b+s], for s ∈ R,

(5) R
(
F[a,b]

)
= F[−b,−a ].

If δ = ∞ in the above definition, we will drop the word “local” and use the name
“FKN kernel”.

Remark 21.30 Let us mention a certain notational problem. Let F be a meas-
urable function on Q. Ut(F ) denotes the image of F under the action of Ut . It
is also a function on Q.

The symbols F , resp. Ut(F ) are often understood as multiplication operators.
Using this meaning, we have the identity

Ut(F ) = UtFU∗
t ,

where now Ut on the r.h.s. is understood as a unitary operator on L2(Q,μ).
Clearly, if we use the latter interpretation of the FKN kernel, (4) of Def. 21.29
can be rewritten as UsF[a,b]U

∗
−s = F[a+s,b+s].
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620 Euclidean approach for bosons

Remark 21.31 The simplest example of a FKN kernel is given by

F[a,b] := e−
´ b
a

Us (V )ds , (21.21)

where V ∈ L∞(Q,S0). At least formally, all FKN kernels are of this form.
In fact, by (3), the operators of multiplication by F[s,t] form a two parameter
semi-group. Their generators V (t) are also operators of multiplication by
S{t}-measurable functions, commute with one another, and satisfy Us

(
V (t)
)

=
V (t + s) by (4). Setting V = V (0) we see that F[a,b] is formally given by (21.21).

Properties of FKN kernels obtained from formula (21.21) are described in the
following lemma.

Lemma 21.32 Let 1 ≤ p < ∞ and V ∈ Lp(Q). Then the following hold:

(1)
´ b

a
Us(V )ds ∈ Lp(Q).

(2) ‖e−
´ b
a

Us (V )ds‖p ≤ ‖e−(b−a)V ‖p = ‖e−p(b−a)V ‖1/p
1 .

(3) Let V ∈ Lp(Q) for some p > 1, and e−δV ∈ L1(Q) for some δ > 0. Set
F[a,b] = e−

´ b
a

Us (V )ds . Then {F[a,b]}0≤b−a<δ is a local FKN kernel.
(4) Let V ∈ L1(Q) and V ≥ 0. Then {F[a,b]}0≤b−a<∞ is a FKN kernel.

Proof (1) follows from the strong continuity of Ut on Lp(Q).
To prove (2), we apply Jensen’s inequality,

e−
´ b
a

Us (V )ds ≤ 1
b− a

ˆ b

a

e−(b−a)Us (V )ds,

and obtain

‖e−
´ b
a

Us (V )ds‖p ≤ 1
b− a

ˆ b

a

‖e−(b−a)Us (V )‖pds = ‖e−(b−a)V ‖p ,

since e−(b−a)Us (V ) = Us(e−(b−a)V ) and Us is measure preserving.
To prove (3), we will use Subsect. 5.1.9. Write

F[a,b+ε] − F[a,b] = (F[b,b+ε] − 1)F[a,b].

Since F[a,b] ∈ Lδ/(b−a)(Q), it suffices by Hölder’s inequality to prove that
F[b,b+ε] → 1 in Lq (Q) for q = δ/(δ − b + a). Since Ub is isometric on Lq , we
may assume that b = 0. Clearly, F[0,ε] → 1 a.e., when ε → 0. Hence, F[0,ε] → 1
in measure. Using (2), we see that, for all p′ > 1, ‖F[0,ε]‖p′ ≤ C uniformly for
0 ≤ ε ≤ δ/p′. Hence, {F[0,ε] : 0 ≤ ε ≤ δ/p′} is an equi-integrable family. By the
Lebesgue–Vitali theorem (Thm. 5.32), F[0,ε] → 1 in Lq (Q).

Finally, statement (4) is immediate, since F[a,b] ≤ 1 for all a ≤ b. �

21.3.2 Feynman–Kac–Nelson formula

We now describe the construction of a perturbed Hamiltonian associated with a
FKN kernel.

We recall that local Hermitian semi-groups were defined in Subsect. 2.3.6.
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21.3 Perturbations of Markov path spaces 621

Proposition 21.33 Let {F[a,b]}0≤b−a≤δ , δ > 0, be a FKN kernel. For 0 ≤ t <

δ/2, set

Dt := E0Span

⎛⎝ ⋃
0≤s<δ/2−t

F[0,s]L
∞(Q,S[0,+∞[)

⎞⎠ ,

PF (t) := E0F[0,t]Ut

∣∣
Dt

.

Then {PF (t),Dt}t∈[0,δ/2] is a local Hermitian semi-group.

Proof We check the conditions of Def. 2.67. Since F[0,s] belongs only to L1(Q)
it is not obvious that Dt ⊂ L2(Q,S0) = H. To prove that this is the case, we
write, for f = E0F[0,s]g ∈ Dt , 0 ≤ s < δ/2− t,

‖f‖2 = (F[0,s]g|E0F[0,s]g) = (F[0,s]g|RE0F[0,s]g)

= (F[−s,0]Rg|E0F[0,s]g) = (F[−s,0]Rg|E]−∞,0]E[0,+∞[F[0,s]g)

= (E]−∞,0]F[−s,0]Rg|E]−∞,0]E[0,+∞[F[0,s]g) = (F[−s,0]Rg|F[0,s]g)

= (Rg|F[−s,0]F[0,s]g) = (Rg|F[−s,s]g) ≤ ‖F[−s,s]‖1‖g‖2
∞.

(21.22)

Since 0 ≤ s ≤ δ/2, F[−s,s] ∈ L1(Q) and the r.h.s. is finite. Since L∞(Q,S0) ⊂ Dt ,
Dt is dense in H. We now claim that PF (s) Dt ⊂ Dt−s for 0 ≤ s ≤ t ≤ δ/2. In
fact, if f = E0F[0,s1 ]g ∈ Dt , for 0 ≤ s1 ≤ δ/2− t, we have

PF (s)f = E0F[0,s]UsE0F[0,s1 ]g = E0F[0,s]E{s}F[s,s+s1 ]Usg

= E0F[0,s]E]−∞,s]E[s,+∞[F[s,s+s1 ]Usg = E0F[0,s]E]−∞,s]F[s,s+s1 ]Usg

= E0E]−∞,s]F[0,s]F[s,s+s1 ]Usg = E0E]−∞,s]F[0,s+s1 ]Usg

= E0F[0,s+s1 ]Usg ∈ Dt−s , (21.23)

where we have used the properties of F[a,b] and the Markov property. The identity
(21.23) also proves that if f = E0F[0,s1 ]g ∈ Dt+s for 0 ≤ s1 ≤ δ/2− (t + s), then
PF (t)PF (s)f = PF (t + s)f .

Let us prove the weak continuity of PF (t). For f = E0F[0,s1 ]g ∈ Ds and 0 ≤
s1 ≤ δ/2− s as above, we have(

f |PF (t)f
)
H =

(
F[0,s1 ]g|E0F[0,s1 +t]Utg

)
=
(
Rg|F[−s1 ,s1 +t]Utg

)
,

by the same arguments as in (21.22) and (21.23). Hence,(
f |PF (t + ε)f

)− (f |PF (t)f
)

=
(
Rg|(F[−s1 ,s1 +t+ε] − F[−s1 ,s1 +t]

)
Ut+εg

)
+
(
Rg|F[−s1 ,s1 +t]

(
Ut+εg − Utg

))
.

The first term tends to 0 when ε → 0 by Def. 21.29. The second term tends to 0
when ε→ 0 by the σ-weak continuity of t �→ Ut on L∞(Q). �

In the next two propositions we give examples of FKN kernels obtained from
a real S0-measurable function V as in Lemma 21.32. Note that the Hermitian
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622 Euclidean approach for bosons

operators PF (t) are now denoted by PV (t) and have slightly bigger domains.
This choice will be convenient in the next subsection.

The case of positive perturbations is easier:

Proposition 21.34 Let V be a real S0-measurable function such that V ∈ L1(Q)
and V (x) ≥ 0 a.e. Then

PV (t) = E0e−
´ t
0 Us (V )dsUt , t ≥ 0,

is a strongly continuous semi-group of bounded self-adjoint operators on
L2(Q,S0 , μ).

In the case of arbitrary perturbations we need to use the notion of a Hermitian
semi-group.

Proposition 21.35 Let V be a real S0-measurable function such that V ∈
Lp0 (Q) for some p0 > 2, and e−δV ∈ L1(Q) for some δ > 0. Set p(t)−1 :=
1/2− t/δ for 0 ≤ t ≤ δ/2, and

PV (t) = E0e−
´ t
0 Us (V )dsUt

∣∣
Lp ( t ) (Q,S0 ,μ) .

Then
{
PV (t), Lp(t)(Q,S0 , μ)

}
t∈[0,δ/2] is a local Hermitian semi-group.

Proof It follows from Lemma 21.32 that
´ t

0 Us(V )ds is well defined in Lp0 (Q),
and that e−

´ t
0 Us (V )ds ∈ Lp(Q) for 0 ≤ t ≤ δ/p. By Hölder’s inequality, PV (t)

maps Lp(t)(Q) into L2(Q), so PV (t) is well defined on Lp(t)(Q,S0). The fact that
PV (t) maps Lp(t+s) into Lp(s) follows also from Hölder’s inequality. The proofs
of the semi-group and weak continuity properties are completely analogous to
those of Prop. 21.33. �

Remark 21.36 Let us write the physical Hilbert space as H = L2(X, ν). We
treat paths (elements of Q) as functions R � t �→ qt ∈ X. The expectation Et is
written as

EtG(x) =:
ˆ

G(q)dμt,x(q), G ∈ L1(Q,dμ), x ∈ X.

Let V be a real function on X. Under some conditions on V (see for example
Thms. 21.37, 21.38) one can show that PV (t) = E0e

´ t
0 Us (V )dsUt = e−t(H +V ) for

t ≥ 0. This can be formally rewritten as

e−t(H0 +V (x))f(x) =
ˆ

exp
(
−
ˆ t

0
V (qs)ds

)
f(qt)dμ0,x(q). (21.24)

Recall that in Thm. 21.4 we described the Feynman–Kac formula for the inte-
gral kernel of e−t(− 1

2 Δ+V (x)). The generalization (21.24) of the Feynman–Kac
formula to quantum field theory was first given by Nelson. Therefore, in this
context, (21.24) is usually called the Feynman–Kac–Nelson formula.
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21.3 Perturbations of Markov path spaces 623

21.3.3 Perturbed Hamiltonians

We recall that H is the positive self-adjoint operator generating the group
{P (t)}t∈[0,∞[ constructed in Thm. 21.11.

Let V be a real S0-measurable function. The self-adjoint operator of multi-
plication by V on L2(Q,S0 , μ) is also denoted by V . Under the hypotheses of
Prop. 21.34 we can define a unique positive self-adjoint operator HV such that
PV (t) = e−tHV . Similarly, using Thm. 2.69, under the hypotheses of Prop. 21.35,
we can define a unique self-adjoint operator HV such that PV (t) ⊂ e−tHV . We
now give without proof some results about the Hamiltonian HV .

Theorem 21.37 (Positive perturbations) Assume the hypotheses of Prop. 21.34.
Then:

(1) HV is bounded below.
(2) If V ∈ Lp(Q) for p > 1, then HV is a restriction of the form sum H + V .
(3) If V ∈ Lp(Q) for p ≥ 2, then HV is the closure of H + V .

Theorem 21.38 (Arbitrary perturbations) Assume the hypotheses of Prop.
21.35. Then:

(1) HV is the closure of H + V .
(2) Assume that e−tH is hyper-contractive on L2(Q,S0) and let T > 0 be such

that e−T H maps L2(Q) into Lr (Q), r > 2. Then if e−δV ∈ L1(Q) for δ = r′T ,
1/r + 1/r′ = 1/2, HV is bounded below.

Remark 21.39 The main examples of models with local interaction that can be
treated by the methods of this chapter are the (space-cutoff) P (ϕ)2 and (eαϕ )2

models (both at 0 and at positive temperature). The P (ϕ)2 model was the first
model with a local interaction to be rigorously constructed. It will be further
studied in Chap. 22.

The (eαϕ )2 model is also called the Høgh-Krohn model. Although not physi-
cal, it has the pedagogical advantage that the interaction term

´
g(x)eαϕ(x)dx is

positive, even after Wick ordering. It provides an example of where Feynman–
Kac–Nelson kernels can be used even if the formal interaction does not exist. In
fact, one can show that the formal interactionˆ

g(x) :eαϕ(x) : dx

for g a positive compactly supported function can be given a rigorous meaning iff
|α| < √

2π, although the FKN kernels
ˆ b

a

ˆ
g(x) :eαϕ(t,x) : dxdt

are well defined iff |α| < √
4π; see Simon (1974).
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624 Euclidean approach for bosons

Another example where one has to use FKN kernels is the P (ϕ)(0) model,
obtained by replacing the space-cutoff g(x) with the delta function δ0 ; see Klein–
Landau (1975).

21.4 Euclidean approach at positive temperatures

There exists a version of the Euclidean approach for bosonic fields at positive
temperatures. The “Euclidean time”, which at the zero temperature took values
in R, now belongs to the circle of length β. The number β has the meaning of
inverse temperature. Given a β-Markov path space, we construct a von Neumann
algebra equipped with a W ∗-dynamics and a KMS state.

21.4.1 β-Markov path spaces

Definition 21.40 The circle of length β, that is, R/βZ, is denoted by Sβ , and
is sometimes identified with ]− β/2, β/2]. t will still denote the generic variable
in Sβ .

Definition 21.41 Let (Q,S,S0 , Ut , R, μ) be a generalized path space as in Def.
21.7. The path space is called

(1) β-periodic if Uβ = 1l, so that Sβ � t �→ Ut is a strongly continuous unitary
group.

(2) β-Markov if in addition it satisfies
(i) the β-reflection property RE{0,β/2} = E{0,β/2},
(ii) the β-Markov property E[0,β/2]E[−β/2,0] = E{0,β/2}.

It is easy to show that in a β-Markov path space we have

E{0,β/2} = E[0,β/2]RE[0,β/2]. (21.25)

21.4.2 Reconstruction theorem

We assume that we are given a β-Markov path space (Q,S,S0 , Ut , R, μ). As in
Subsect. 21.2.1, we now proceed to the construction of the corresponding physical
objects.

Definition 21.42 The physical Hilbert space is

H := E{0,β/2}L2(Q,S, μ) = L2(Q,S{0,β/2}, μ),

and the vector 1 ∈ H will be denoted by Ω. The Abelian von Neumann algebra
L∞(Q,S{0}, μ) acting on H will be denoted by A.

The construction of the generator of the dynamics on H is now more del-
icate than in Thm. 21.11, because Ut does not preserve L2(Q,S[0,β/2], μ). In
fact, Ut sends L2(Q,S[0,β/2], μ) into L2(Q,S[t,t+β/2] , μ). In the construction the
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21.4 Euclidean approach at positive temperatures 625

crucial role is played by the concept of a local Hermitian semi-group introduced
in Def. 2.67.

Theorem 21.43 Set, for 0 ≤ t < β/2,

Mt := L2(Q,S[0,β/2−t] , μ),

Dt := E{0,β/2}Mt ⊂ H.

Then, for any 0 ≤ s ≤ t ≤ β/2, there exists a unique P (s) : Dt → Dt−s such that

P (s)E{0,β/2}f = E{0,β/2}Usf, f ∈ L2(Q,μ),

and
{Dt , P (t)

}
t∈[0,β/2] is a local Hermitian semi-group on H preserving Ω.

Proof If s ≤ t, one has Mt ⊂Ms , hence Dt ⊂ Ds . From the definition of SI

as
∨

t∈I UtS0 and from the strong continuity of Ut on L2(Q,S, μ), we see that
∪

0<t<β/2
Mt is dense in L2(Q,S[0,β/2], μ), which implies the density of ∪

0<t<β/2
Dt

in H.
We now have to check that, for 0 ≤ t < β/2, P (t) is well defined as a linear

operator on Dt .
Let us fix 0 < r ≤ s < t < β/2 with r + s ≤ t. Let f ∈Mt . We have

‖E{0,β/2}Usf‖2 = (Usf |RUsf)

= (Us−r f |U−rRUsf) = (Us−r f |RUs+r f)

= (Us−r f |E{0,β/2}Us+r f) ≤ ‖E{0,β/2}Us−r f‖‖f‖. (21.26)

In the first line we use (21.25) and the fact that Usf is S[0,β/2]-measurable. In
the second line we use the unitarity of U−r and U−rR = RUr . In the third line we
apply (21.25) again, the Cauchy–Schwarz inequality and the fact that E{0,β/2}
and Us+r are contractions.

Taking r = s, we obtain that ‖E{0,β/2}Usf‖ ≤ ‖E{0,β/2}f‖ 1
2 ‖f‖ 1

2 for 2s ≤ t. If
n+1

n s ≤ t, for n ∈ N, taking r = s/n and applying recursively (21.26), we obtain

‖E{0,β/2}Usf‖ ≤ ‖E{0,β/2}Us−r f‖ 1
2 ‖f‖ 1

2

≤ ‖E{0,β/2}Us−pr f‖2−p ‖f‖(2−1 +···+2−p )

≤ ‖E{0,β/2}f‖2−n ‖f‖(1−2−n ) .

This shows that E{0,β/2}f = 0 implies E{0,β/2}Usf = 0 for all 0 ≤ s < t. By the
strong continuity of Us , this extends to s = t. Thus we have proved

E{0,β/2}f = 0, f ∈Mt ⇒ E{0,β/2}Utf = 0, (21.27)

which means that P (t) is well defined.
The semi-group property of P (t) and the fact that P (s)Dt ⊂ Dt−s are imme-

diate. To prove that P (t) is Hermitian, we write, for f, g ∈Mt ,(
E{0,β/2}f |P (t)E{0,β/2}g

)
= (f |RUtg) = (Utf |Rg)

=
(
E{0,β/2}Utf |E{0,β/2}g

)
=
(
P (t)E{0,β/2}f |E{0,β/2}g

)
.
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626 Euclidean approach for bosons

Finally, the weak continuity of P (t) follows from the strong continuity of
Ut . �

Definition 21.44 The unique self-adjoint operator L on H such that e−tL
∣∣
Dt

=
P (t) is called the Liouvillean.

Clearly, LΩ = 0.

Definition 21.45 We denote by F ⊂ B(H) the von Neumann algebra defined by

F :=
{
eitLAe−itL , A ∈ A, t ∈ R

}′′
. (21.28)

Let

Rβ/4 := Uβ/2R = Uβ/4RU−β/4

be the reflection around s = β/4. Clearly,

Rβ/4E{0,β/2} = E{0,β/2}Rβ/4 . (21.29)

Definition 21.46 By (21.29),

JE{0,β/2}f := E{0,β/2}Rβ/4f, f ∈ L2(Q,S, μ), (21.30)

defines an anti-unitary operator J on H. We also introduce a state and a
W ∗-dynamics on F:

ω(A) := (Ω|AΩ), τt(A) = eitLAe−itL , A ∈ F.

The next theorem will be proven in the following two subsections.

Theorem 21.47 ω is a faithful state, it satisfies the β-KMS condition for the
dynamics τ , J is the modular conjugation corresponding to ω and L is the stan-
dard Liouvillean for the dynamics τ .

21.4.3 Proof of the KMS condition

In this subsection we prove the part of Thm. 21.47 saying that ω is β-KMS. We
first need to introduce additional notation. For n ∈ N, we set

Jβ (n) :=
{

(t1 , . . . , tn ) ∈ Rn : tj ≥ 0,

n∑
j=1

tj ≤ β/2
}

,

Iβ (n) :=
{

(z1 , . . . , zn ) ∈ Cn : Re zj > 0,

n∑
j=1

Re zj < β/2
}

.

Note that Jβ (n) ⊂ Iβ (n)cl . We denote by Holβ (n) the space of functions (with
values in H or in C, depending on the context) which are holomorphic in Iβ (n)
and continuous in Iβ (n)cl .
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21.4 Euclidean approach at positive temperatures 627

Proposition 21.48 (1) For (t1 , . . . , tn ) ∈ Jβ (n), A1 , . . . , An ∈ A, the vector

An

1
Π

j=n−1
(e−tj LAj )Ω (21.31)

belongs to Dom e−tn L .
(2) The linear span of such vectors is dense in H.
(3) Let (t1 , . . . , tn ) ∈ Jβ (n), (s1 , . . . , sm ) ∈ Jβ (m) and A1 , . . . , An ,B1 , . . . , Bm ∈

A. Set t0 := β/2− (tn + · · ·+ t1), s0 := β/2− (sn + · · ·+ s1). Then one has( 1
Π

j=n
(e−tj LAj )Ω|

1
Π

i=m
(e−si LBi)Ω

)
=
(m−1

Π
i=0

(e−si LB∗
i+1)Ω|

n−1
Π

j=0
(e−tj LA∗

j+1)Ω
)
. (21.32)

Proof For A ∈ A, we set A(t) = Ut(A). First let us show that

1
Π

j=n
(e−tj LAj )Ω = E{0,β/2}

1
Π

j=n
Aj (tj + · · ·+ tn ). (21.33)

We use induction. (21.33) is clear for n = 1. Assume that it is true for n− 1,
that is,

1
Π

j=n−1
(e−tj LAj )Ω = E{0,β/2}

1
Π

j=n−1
Aj (tj + · · ·+ tn−1).

Then

e−tn LAn

1
Π

j=n−1
(e−tj LAj )Ω = E{0,β/2}Utn

An

1
Π

j=n−1
Aj (tj + · · ·+ tn−1)

= E{0,β/2}
1
Π

j=n
Aj (tj + · · ·+ tn ),

which proves (21.33) for n.

Since An

1
Π

j=n−1
Aj (tj + · · ·+ tn−1) belongs to Mtn

, this proves that (21.31)

belongs to Dom e−tn L . Hence, (1) is true.
The linear span of vectors as on the r.h.s. of (21.33) is dense in

L2(Q,S[0,β/2], μ), which proves (2).
We have ( 1

Π
j=n

(e−tj LAj )Ω|
1
Π

j=m
(e−si LBi)Ω

)
(21.34)

=
( 1

Π
j=n

Aj (τj )|R
1
Π

i=m
Bi(σi)

)
L2 (Q)

=
( 1

Π
j=n

Aj (τj )|
1
Π

i=m
Bi(−σi)

)
L2 (Q)

, (21.35)

where

τj =
n∑

k=j

tk , 1 ≤ j ≤ n, σi =
m∑

k=i

tk , 1 ≤ i ≤ m. (21.36)
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628 Euclidean approach for bosons

Since Uβ = 1l, we have

(f |g) = (U−β/2f |Uβ/2g)L2 (Q) , f, g ∈ L2(Q).

Hence, (21.35) equals( 1
Π

j=n
Aj (−β/2 + τj )|

1
Π

j=m
Bi(β/2− σi)

)
L2 (Q)

=
( m

Π
i=1

Bi(β/2− σi)|
n

Π
j=1

Aj (−β/2 + τj )
)

L2 (Q)

=
(m−1

Π
i=0

(e−si LB∗
i+1)Ω|

n−1
Π

j=0
(e−tj LA∗

j+1Ω
)
.

This proves (3). �

Proposition 21.49 For (z1 , . . . , zn ) ∈ Iβ (n)cl and A1 , . . . , An ∈ A, the vector

An

1
Π

n−1
(e−zj LAj )Ω (21.37)

belongs to Dom e−zn L . Furthermore, the function

Iβ (n)cl � (z1 , . . . , zn ) �→ 1
Π

j=n
(ezj LAj )Ω

belongs to Holβ (n) and is bounded by
n

Π
j=1
‖Aj‖.

Proof We prove the result by induction in n.
By Prop. 21.48 (1), A1Ω ∈ Dom e−βL/2 . Therefore, Prop. 2.63 implies that

the map Iβ (1) � z1 �→ e−z1 LA1Ω belongs to Holβ (1). Moreover, for z1 ∈ I(1), we
have

‖eiz1 LA1Ω‖ = ‖e−(Re z1 )LA1Ω‖ = ‖A∗
1Ω‖ ≤ ‖A1‖,

again using Prop. 2.63. This proves the result for n = 1.
Assume that the result holds for n− 1. For (z1 , . . . , zn−1) ∈ Iβ (n− 1), set

g(z1 , . . . , zn−1) = An

1
Π

j=n−1
(ezj LAj )Ω,

h(z1 , . . . , zn−1) =
n−1
Π

j=1
(A∗

j e
zj L )A∗

nΩ.

By the induction assumption, g, h belong to Holβ (n− 1) and are bounded by
n−1
Π

j=1
‖Aj‖. Moreover, using (3) of Prop. 21.48 with m = n, Bj = Aj and

sn = β/2−
n−1∑
i=1

si, tn = β/2−
n−1∑
j=1

tj ,

we obtain that

g(t1 , . . . , tn−1) ∈ Dom e−tn L , g(s1 , . . . , sn−1) ∈ Dom e−sn L ,
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21.4 Euclidean approach at positive temperatures 629

and (
e−tn Lg(t1 , . . . , tn−1)|e−sn Lg(s1 , . . . , sn−1)

)
=
(
h(s1 , . . . , sn−1)|h(t1 , . . . , tn−1)

)
, (21.38)

for (s1 , . . . , sn ), (t1 , . . . , tn−1) ∈ Jβ (n− 1). Denote by Hf , resp. Hh the
closed subspaces of H generated by the vectors e−tn Lg(t1 , · · · , tn−1), resp.
h(t1 , · · · , tn−1), for (t1 , . . . , tn−1) ∈ Jβ (n− 1).

Note that h(z1 , . . . , zn−1) belongs to Hh for (z1 , . . . , zn−1) ∈ Iβ (n− 1)cl. In
fact, let Ψ ⊥ Hh . Then(

Ψ|h(z1 , . . . , zn−1)
)

= 0, z1 , . . . , zn−1 ∈ Jβ (n− 1). (21.39)

Hence, by analyticity and continuity, (21.39) is true for z1 , . . . , zn−1 ∈
Iβ (n− 1)cl.

From (21.38) we see that there exists a unique anti-unitary map T : Hf → Hh

such that

T e−tn Lg(t1 , . . . tn−1) = h(t1 , . . . , tn−1).

It follows that

f(z1 , . . . , zn−1) := T−1h(z1 , . . . , zn−1)

belongs to Holβ (n− 1). Note that, by the definition of T , for t1 , . . . , tn−1 ∈
Jβ (n− 1) one has

f(t1 , . . . , tn−1) = e−tn Lg(t1 , . . . , tn−1). (21.40)

We claim that, for z1 , . . . , zn−1 ∈ Iβ (n− 1),

g(z1 , . . . , zn−1) ∈ Dom e−(β/2−∑ n −1
j = 1 zj )L (21.41)

and

f(z1 , . . . , zn−1) = e−(β/2−∑ n −1
j = 1 zj )Lg(z1 , · · · , zn−1). (21.42)

In fact, the scalar products of the above two functions with a fixed vec-
tor Ψ ∈ Dom e−βL/2 belong to Holβ (n− 1) and coincide on Jβ (n− 1) by
(21.40). By analytic continuation it follows that g(z1 , . . . , zn−1) belongs to
Dom e−(β/2−∑ n −1

j = 1 zj )L , and that (21.41) and (21.42) are true.
By Prop. 2.63, we obtain that the function{

0 ≤ zn ≤ β/2−
n−1∑
j=1

Im zj

}
� zn �→ ezn Lg(z1 , . . . , zn−1)

is continuous and analytic in the interior of its domain. For Re zn = 0, we have

‖ezn Lg(z1 , . . . , zn−1)‖ = ‖g(z1 , . . . , zn−1)‖ ≤
n

Π
j=1
‖Aj‖.
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630 Euclidean approach for bosons

For Re zn = β/2−
n−1∑
j=1

Im zj ,

‖ezn Lg(z1 , . . . , zn−1)‖ = ‖f(z1 , . . . , zn−1)‖
= ‖h(z1 , . . . , zn−1)‖ ≤

n

Π
j=1
‖Aj‖.

Therefore, by Prop. 2.63, for 0 ≤ zn ≤ β/2−
n−1∑
j=1

Im zj ,

‖ezn Lg(z1 , . . . , zn−1)‖ ≤
n

Π
j=1
‖Aj‖,

which ends the proof of the induction step. �

Proof of Thm. 21.47, Part 1. By Prop. 21.49, we can analytically continue
(21.42) to obtain( 1

Π
j=n

(e−itj LAj )Ω|
1
Π

i=m
(e−isi LBi)Ω

)
=
(
e(−β/2+ism +···+is1 )L

m

Π
i=1

(B∗
i eisi L )Ω|e(−β/2+itn +···+it1 )L

n

Π
j=1

(A∗
j e

itj L )Ω
)
.

Changing variables, this can be rewritten as

(AΩ|BΩ) =
(
e−βL/2B∗Ω|e−βL/2A∗Ω

)
,

A :=
1
Π

j=n
ττj

(Aj ),

B :=
1
Π

i=m
τσi

(Bi).

This identity implies that the (τ, β)-KMS condition (6.7) is satisfied in the
∗-algebra F0 generated by

{
τt(A) : A ∈ A, t ∈ R

}
. But F0 is weakly dense

in F. By Prop. 6.64, the (τ, β)-KMS condition is satisfied for all A,B ∈ F. �

21.4.4 Identification of the modular conjugation

To complete the proof of Thm. 21.47, we need the following lemma:

Lemma 21.50 (1) JAΩ = e−βL/2A∗Ω, for all A ∈ F;
(2) JeitL = eitLJ , for all t ∈ R;
(3) JFJ ⊂ F′.

Proof Let (t1 , . . . , tn ) ∈ Jβ (n) and A1 , . . . , An ∈ A. Then

J
1
Π

j=n
(e−tj LAj )Ω = E{0,β/2}Rβ/4

1
Π

j=n
Aj (τj )

= E{0,β/2}
1
Π

j=n
Aj (β/2− τj )

= e−(β/2−∑ n
j = 1 tj )L n−1

Π
j=1

(A∗
j e

−tj L )A∗
nΩ, (21.43)

where τj are defined in (21.36).
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21.4 Euclidean approach at positive temperatures 631

By Prop. 21.49, we can apply the analytic continuation to the above identity
and obtain

J
1
Π

j=n
(eitj LAj )Ω = e−βL/2ei

∑ n
j = 1 tj L

n−1
Π

j=1
(A∗

j e
−itj L )A∗

nΩ.

Changing variables, this can be rewritten as

JAΩ = e−βL/2A∗Ω, (21.44)

for

A =
1
Π

j=n
τtj

(Aj ),

which proves (1) on F0 .
Now let A ∈ F. Since F is the strong closure of F0 , by the Kaplansky density

theorem there exists a sequence An ∈ F0 such that An → A, A∗
n → A∗ strongly.

Applying (21.44) to An , we obtain that AnΩ → AΩ and e−βL/2AnΩ → JA∗Ω.
Since e−βL/2 is closed, this implies that

e−βL/2AΩ = JA∗Ω, A ∈ F. (21.45)

This proves (1) on F.
Let us now prove (2). Let Ψ = E{0,β/2}F for F ∈ L2(Q,S[ε,β/2−ε], μ) and ε >

0. For 0 ≤ s < ε, we have

Je−sLΨ = E{0,β/2}Rβ/4UsF = E{0,β/2}U−sRβ/4F .

Since U−sRβ/4F ∈ L2(Q,S[ε−s,β/2−ε+s]), it follows that Je−sLΨ ∈ Dom e−sL

and

e−sLJe−sLΨ = E{0,β/2}Rβ/4F = JΨ,

or equivalently

Je−sLΨ = esLJΨ. (21.46)

We note that Ψ, JΨ ∈ ⋂
|s|<ε

Dom esL , hence they are analytic vectors for L. There-

fore, we can analytically continue (21.46), using that J is anti-linear, to obtain

JeitLΨ = eitLJΨ.

Since the set of such vectors Ψ is dense in H, this proves (2).
Let us now prove (3). Since F is the strong closure of F0 , it suffices to show

that, for A,B ∈ F0 , one has

[JAJ,B] = 0. (21.47)

To prove (21.47), it suffices, using (2), to prove that

[JAJ, eitLBe−itL ] = 0, t ∈ R, A,B ∈ A. (21.48)

Let us now prove (21.48).

https://www.cambridge.org/core/terms. https://www.cambridge.org/core/product/3F2652F5759A09E8165EE08E3F91CC35
Downloaded from https://www.cambridge.org/core. IP address: 18.191.223.123, on 21 Jul 2024 at 04:58:56, subject to the Cambridge Core terms of use, available at

https://www.cambridge.org/core/terms
https://www.cambridge.org/core/product/3F2652F5759A09E8165EE08E3F91CC35
https://www.cambridge.org/core


632 Euclidean approach for bosons

First note that, for any A0 , Bβ/2 ∈ L∞(Q), we have

A0U−sBβ/2Us = U−sBβ/2UsA0 . (21.49)

Assume now that A0 ∈ L∞(Q,S{0}, μ) and Bβ/2 ∈ L∞(Q,S{β/2}, μ). Let Ψ =
E{0,β/2}f for f ∈ L2(Q,S[ε,β/2], μ), 0 < ε < β/2. Since Bβ/2Usf and Bβ/2UsA0f

belong to L2(Q,S[s,β/2], μ), we see that

E{0,β/2}Bβ/2Usf = Bβ/2e−sLΨ,

E{0,β/2}Bβ/2UsA0f = Bβ/2e−sLA0Ψ

belong to Dom esL and (21.49) can be rewritten as

A0esLBβ/2e−sLΨ = esLBβ/2e−sLA0Ψ. (21.50)

Hence, to prove (21.48) it suffices to show that

s �→ esLBβ/2e−sLA0Ψ

can be holomorphically extended to {0 ≤ Re z ≤ ε}, and that its analytic exten-
sion to s = −it equals e−itLBβ/2eitLA0Ψ.

Let us take a vector Ψ of the form

Ψ =
1
Π

j=n
e−tj LAjΩ

for tj ≥ 0, t1 + · · ·+ tn ≤ ε and Aj ∈ A. Recall from Prop. 21.48 that the linear
span of such vectors is dense in H.

Let B0 ∈ A such that Bβ/2 = JB0J . By (2), we have

esLBβ/2e−sLA0 = Je−sLB0Je−sLA0 .

Hence,

esLBβ/2e−sLA0Ψ = Je−sLB0Je−sLA0Ψ

= Je−sLB0Je−sLA0
1
Π

j=n
e−tj LAjΩ

= Je−sLB0esL−(β/2−∑ n
j = 1 tj )L n

Π
j=1

(A∗
j e

−tj L )A∗
0Ω,

using (21.43). By Prop. 21.49, this can be analytically continued to s = it to give

JeitLB0e−itL−(β/2−∑ n
j = 1 tj )L n

Π
j=1

(A∗
j e

−tj L )A∗
0Ω

= JeitLB0eitLJA0
1
Π

j=n
e−tj LAjΩ

= eitLJB0Je−itLA0Ψ = eitLBβ/2e−itLA0Ψ,

once again using (21.43). This completes the proof of (3). �

Proof of Thm. 21.47, Part 2. We will use the Tomita–Takesaki theory described
in Subsect. 6.4.2. Let us check first that Ω is cyclic and separating for F. Let
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21.4 Euclidean approach at positive temperatures 633

Ψ ∈ {F0Ω}⊥. It follows that, for all t1 , · · · , tn ∈ R, Ai ∈ A, one has(
Ψ| 1

Π
j=n

(Aj eitj L )Ω
)

= 0.

By analytic continuation and Prop. 21.49, this implies that for all (t1 , . . . , tn ) ∈
Jβ (n) one has (

Ψ| 1
Π

j=n
(Aj e−tj L )Ω

)
= 0.

Since the vectors of the form
1
Π

j=n
(Aj e−tj L )Ω span H, this implies that Ψ = 0,

and hence Ω is cyclic for F.
Since JΩ = Ω, Ω is also cyclic for JFJ . By (3) of Lemma 21.50, this implies

that Ω is separating for F.
By (1) of Lemma 21.50,

e−βL/2BΩ = JB∗Ω, B ∈ F. (21.51)

Therefore, the operator S of the Tomita–Takesaki theory is

S = Je−βL/2 .

By the uniqueness of the polar decomposition of S, this implies that J is the
modular conjugation and e−βL/2 the modular operator for the state Ω. This
completes the proof of the theorem. �

21.4.5 Gaussian β-Markov path spaces I

We would like to describe a β-periodic version of the construction described in
Subsect. 21.2.4. Let X be a real Hilbert space and ε > 0 a self-adjoint operator on
X . (Again, we assume the reality just for definiteness.) Consider the real Hilbert
space

L2(Sβ ,X ) � L2(Sβ , R)⊗X
and the covariance

C = (D2
t + ε2)−1

with β-periodic boundary conditions. (This means −D2
t is the Laplacian on the

circle Sβ .)
Consider also the space Q := C− 1

2 L2(Sβ ,X ) and its dual, that is, Q# , which
can be identified with C

1
2 L2(Sβ ,X ).

Lemma 21.51 Let us define for t ∈ Sβ the map

jt :
(
2ε tanh(βε/2)

) 1
2 X � g �→ δt ⊗ g ∈ Q. (21.52)
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634 Euclidean approach for bosons

Then

(jt1 g1 |jt2 g2)Q =
(
g1 |e

−|t1 −t2 |ε + e−(β−|t1 −t2 |)ε

2ε(1l− e−βε)
g2

)
X

.

In particular jt is isometric.

Proof The proof is analogous to the proof of Lemma 21.15. In particular, we
use the discrete unitary Fourier transform

L2(Sβ ) � f �→ (fn ) ∈ l2(Z), fn = β− 1
2

ˆ
Sβ

e−i2πnt/β f(t)dt,

and apply

1
β

∑
n∈Z

ei2πnt/β

(2πn/β)21l + ε2 =
e−|t|ε + e−(β−|t|)ε

2ε(1l− e−βε)
(21.53)

instead of (21.8). �

Definition 21.52 For t ∈ R, resp. for I ⊂ R we define Qt , et , et , resp. QI , eI ,
eI , as in Subsect. 21.2.4.

Definition 21.53 We define

rf(s) := f(−s), utf(s) = f(s− t), f ∈ Q, s, t ∈ Sβ .

Proposition 21.54 (1) Let t, t1 , t2 ∈ Sβ , t1 < t2 and f ∈ Q# . We have

etf(s) = (eβε − e−βε)−1(e−|t−s|ε(eβε − 1l) + e|t−s|ε(1l− e−βε)
)
f(t),

e[t1 ,t2 ]f(s) = 1l[t1 ,t2 ](s)f(s) +
(
sinh(β + t1 − t2)ε

)−1

×
(

1l]−β/2,t1 [(s)
(
sinh
(
(s + β − t2)ε

)
f(t1)− sinh

(
(s− t1)ε

)
f(t2)

)
+1l]t2 ,β/2[(s)

(
sinh
(
(s− t2)ε

)
f(t1)− sinh

(
(s− β − t1)ε

)
f(t2)

))
.

(2) C∞
c
(
]t1 , t2 [,Dom ε

)
is dense in Q]t1 ,t2 [.

(3) R � t �→ ut is an orthogonal β-periodic C0-group on Q.
(4) r is an orthogonal operator satisfying rut = u−tr and r2 = 1l.
(5)

∑
t∈Sβ

utQ0 is dense in Q.

(6) re0 = e0 .
(7) e[0,β/2]e[−β/2,0] = e{0,β/2}.

21.4.6 Gaussian β-Markov path spaces II

As in Subsect. 21.2.4, we consider the Gaussian L2 space with covariance C.
According to the notation introduced in Subsect. 5.4.2, this will be denoted

L2(L2(Sβ ,X ), eφ·C −1 φdφ
)
, (21.54)
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21.4 Euclidean approach at positive temperatures 635

where we use φ as the generic variable in L2(Sβ ,X ). Let L2(Q,dμ) be a concrete
realization of (21.54).

Definition 21.55 For s ∈ Sβ and g ∈ (2ε tanh(βε/2)
) 1

2 X , we define

φs(g) := φ(δs ⊗ g) ∈
⋂

1≤p<∞
Lp(Q),

called the sharp-time fields.

Set

Reiφ(f ) := eiφ(rf ) , Uteiφ(f ) := eiφ(u−t f ) , f ∈ Q, t ∈ Sβ , (21.55)

and extend R and Ut to L2(Q,dμ) by linearity and density.
We obtain the following proposition, whose proof is completely analogous to

Prop. 21.23.

Proposition 21.56 Let S be the completion of the Borel σ-algebra on Q. Let
S0 be the σ-algebra generated by the functions eiφ0 (g) for g ∈ (2ε tanh(βε/2)

) 1
2 X .

Let R,Ut be defined in (21.55). Then (Q,S,S0 , Ut , R, μ) is a β-Markov path
space.

Definition 21.57 (Q,S,S0 , Ut , R, μ) defined above will be called the Gaussian
β-Markov path space with covariance C.

The β-KMS system obtained from the Gaussian path space can be interpreted
in terms of Araki–Woods CCR representations. We set

ρ = (eβε − 1l)−1 .

Recall that in Subsect. 17.1.5 we defined the (left) Araki–Woods CCR repre-
sentation, denoted g �→ Wρ,l(g). Recall also that Js denoted the corresponding
modular conjugation on the Araki–Woods W ∗-algebra.

Theorem 21.58 There exists a unique unitary map

Teucl : H → Γs
(
(2ε)

1
2 CX ⊕ (2ε)

1
2 CX )

intertwining the CCR representation of the time-zero fields with the Araki–Woods
CCR representation at density ρ, that is,

Teucl1 = Ω,

Teucleiφ0 (g )T−1
eucl = Wρ,l(g) = eiφ((1l+2ρ)

1
2 g⊕ρ

1
2 g) , g ∈ (2ε tanh(βε/2)

) 1
2 X .

It satisfies

TeuclL = dΓ(ε⊕−ε)Teucl, (21.56)

TeuclJ = JsTeucl. (21.57)
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Proof The proof is similar to Thm. 21.26. To construct Teucl , it suffices by
linearity and density to check thatˆ

Q

eiφ0 (g)dμ = e−
1
2 (δ0 ⊗g |C δ0 ⊗g) = exp

(
−1

2
(
g|(2ε)−1(1l− e−βε)−1(1l + e−βε)g

)
X
)

=
(
Ω|eiφρ , l (g)Ω

)
,

which is immediate. To check (21.56) we verify using Lemma 21.25 thatˆ
Q

e−iφ0 (g1 )eiφt (g2 )dμ =
(
Wρ,l(g1)Ω|e−tdΓ(ε⊕−ε)Wρ,l(g2)Ω

)
, 0 ≤ t ≤ β/2.

(21.57) can be checked similarly. �

21.5 Perturbations of β-Markov path spaces

Let us fix a β-Markov path space (Q,S,S0 , Ut , R, μ). In this section we describe
a large class of perturbations of the measure μ that still satisfy the axioms of
a β-Markov path space. We also describe the corresponding new physical space
and Liouvillean.

We will restrict ourselves to perturbations given by a real S0-measurable func-
tion V such that

V, e−βV ∈ L1(Q). (21.58)

As in Sect. 21.3, it is also possible to consider more singular perturbations asso-
ciated with the equivalent of a Feynman–Kac–Nelson kernel; see Klein–Landau
(1981b).

21.5.1 Perturbed path spaces

By Lemma 21.32, we know that the function

F := e
− ´

S β
Us (V )ds

belongs to L1(Q).

Definition 21.59 We introduce the perturbed measure

dμV :=
Fdμ´
Q

Fdμ
.

Clearly, μV is a probability measure.
Note that we can write F = F[−β/2,0]F[0,β/2] for

F[0,β/2] = e−
´ β / 2
0 Us (V )ds ,

F[−β/2,0] = e−
´ 0
−β / 2 Us (V )ds = R(F[0,β/2]).

F[0,β/2], resp. F[−β/2,0] is S[0,β/2]-, resp. S[−β/2,0]-measurable.
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21.5 Perturbations of β-Markov path spaces 637

Proposition 21.60 The perturbed path space (Q,S,S0 , Ut , R, μV ) is β-Markov.

Proof We first check the properties of Def. 21.41. Since F > 0 μ−a.e., the sets
of measure 0 for μ and μV coincide, so S is complete for μV and L∞(Q,μ) =
L∞(Q,μV ). The function F is clearly R and Ut invariant, hence R and Ut pre-
serve μV .

Approximating F by Fn = F1l[0,n ](F ) and using that Ut is strongly continuous
in measure for μ, we see that Ut is also strongly continuous in measure for μV .
By Lemma 5.33, this implies that Ut is strongly continuous on L2(Q,μV ).

Property (21.5) of Def. 21.7 is obvious. It remains to check the Markov prop-
erty. To simplify notation we set E0 = E{0,β/2}, E+ = E[0,β/2], E− = E[−β/2,0]

and decorate with the superscript V the corresponding objects for μV . We also
set F+ = F[0,β/2], F− = F[−β/2,0], so that F = F+F−.

Property (6) of Prop. 5.27 can be rewritten as the following operator identity,
where we identify a function and the associated multiplication operator:

EV
I =

(
EI (F )

)−1
EI F, I ⊂ Sβ .

Using R(F ) = F and RE0 = E0 , we see that REV
0 = EV

0 .
Then using (2) of Prop. 5.27, we obtain that

EV
± =

(
E±(F+F−)

)−1
E±F+F− =

(
E±(F∓)

)−1
E±F∓ =

(
E0(F∓)

)−1
E±F∓,

where in the last step we used the β-Markov property for μ. This yields

EV
+ EV

− =
(
E0(F−)

)−1
E+F−

(
E0(F+)

)−1
E−F+

=
(
E0(F−)

)−1(
E0(F+)

)−1
E+F−E−F+

=
(
E0(F−)

)−1(
E0(F+)

)−1
E+E−F−F+

=
(
E0(F−)

)−1(
E0(F+)

)−1
E+E−F

=
(
E0(F−)

)−1(
E0(F+)

)−1
E0F. (21.59)

Next we compute, as an identity between functions,

E0(F−)E0(F+) = E+(F−)E−(F+) = (E+E−)(F−F+) = E0(F ). (21.60)

Combining (21.59) and (21.60), we obtain that EV
+ EV

− = EV
0 , which implies the

Markov property for μV . �

21.5.2 Perturbed Liouvilleans

Applying Subsect. 21.4.2, we can associate with the path space
(Q,S,S0 , Ut , R, μV ) a perturbed β-KMS system. In particular, the perturbed
physical space is

Hint
V = L2(Q,S{0,β/2}, μV ).
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638 Euclidean approach for bosons

It is convenient to relate this perturbed KMS system with the free KMS system
obtained with the measure μ and living on the free physical space H. We will
decorate with the subscript V and the superscript int the objects obtained by
Subsect. 21.4.2 for the path space involving the perturbed measure μV . The
corresponding objects transported to H will be decorated with just the subscript
V .

Let us first unitarily identify H with Hint
V .

Lemma 21.61 Let TV : Hint
V → H be defined by

TV Ψ :=
1

(
´

Q
Fdμ)

1
2
E{0,β/2}(F[0,β/2]Ψ).

Then TV is unitary.

Proof Without loss of generality we can assume that
´

Q
Fdμ = 1. Let Ψ,Φ ∈

L2(Q,S{0,β/2}, μV ) = Hint
V . Using the reflection property and (21.60), we have

(TV Φ|TV Ψ)H =
ˆ

Q

E{0,β/2}(F[0,β/2]Φ)E{0,β/2}(F[0,β/2]Ψ)dμ

=
ˆ

Q

F[0,β/2]ΦΨE{0,β/2}(F[−β/2,0])dμ

=
ˆ

Q

F[0,β/2]ΦΨE[0,β/2]E[−β/2,0](F[−β/2,0])dμ

=
ˆ

Q

F[0,β/2]ΦΨF[−β/2,0]dμ

=
ˆ

Q

F[0,β ]ΦΨdμ = (Φ|Ψ)Hin t
V

. �

The following result is shown in Klein–Landau (1981b).

Proposition 21.62 Let V be a real S0-measurable function satisfying (21.58).
Set

F[0,t] := e−
´ t
0 Us (V )ds

and, for 0 < t < β/2,

Mt := Span

( ⋃
0≤s≤β/2−t

F[0,s]L
∞(Q,S[0,β/2−t], μ)

)
,

Dt := E{0,β/2}Mt .

Then, for any 0 ≤ s ≤ t ≤ β/2, there exists a unique PV (s) : Dt → Dt−s such
that

PV (s)E{0,β/2}f = E{0,β/2}F[0,t]Usf, f ∈ L2(Q,μ).

{Dt , PV (t)}t∈[0,β/2] is a local Hermitian semi-group on H.
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Definition 21.63 The self-adjoint operator associated with {Dt , PV (t)}t∈[0,β/2]

is denoted by L̃V .

The following theorem is an analog of Thms. 21.37, 21.38.

Theorem 21.64 Assume in addition to (21.58) that either

V ∈ L2(Q,dμ), V ≥ 0, (21.61)

or

V ∈ L2+ε(Q,dμ). (21.62)

Let L be the free Liouvillean constructed in Def. 21.44. Then

L̃V = (L + V )cl.

We denote by τ t
V the dynamics on F generated by eitL̃V . We set

ΩV := ‖e−βL̃V /2Ω‖−1e−βL̃V /2Ω

and denote by ωV the state on F generated by the vector ΩV . Clearly, (F, τV , ωV )
is a β-KMS system. We denote by LV the associated standard Liouvillean (see
Def. 6.55). Note that both L̃V and LV generate the same dynamics on F, even
though they are different operators.

We have the following result:

Theorem 21.65 Let V be a real S0-measurable function satisfying (21.58) and
either (21.61) or

V ∈ Lp(Q,μ), e−
β
2 V ∈ Lq (Q,μ), p−1 + q−1 =

1
2
, 2 < p, q < ∞. (21.63)

Then

LV = (L̃V − JV J)cl.

The relationship between the two kinds of perturbed β-KMS system –
(F, τV , ωV ), which lives on the free space, and (Fint

V , τ int
V , ωint

V ), which lives on
on the perturbed space – is described in the following theorem:

Theorem 21.66 Let V be a real S0-measurable function satisfying the assump-
tions of Thm. 21.64. Then

(1) Aint
V = T−1

V ATV , Fint
V = T−1

V FTV ;
(2) TV Ωint

V = ΩV ;
(3) TV τ int,t

V (A)T−1
V = τ t

V

(
TV AT−1

V

)
, A ∈ Fint

V , t ∈ R;
(4) TV J int

V T−1
V = J .

21.6 Notes

As explained in the introduction, the name “Euclidean approach” comes from
the fact that the Minkowski space R1,d is turned into the Euclidean space R1+d
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640 Euclidean approach for bosons

by the Wick rotation. Hence, the Euclidean approach is usually associated with
relativistic quantum field theory. As we saw, it can also be applied in other
situations, as in the usual non-relativistic quantum mechanics. In constructive
quantum field theory, the use of the Wick rotation was advocated by Symanzik
(1965). The construction of interacting Hamiltonians through the corresponding
heat semi-group appeared earlier in works of Nelson (1965) and Segal (1970). The
monographs by Glimm–Jaffe (1987) and Simon (1974) contain a more detailed
treatment of Euclidean methods at zero temperature, essentially in two space-
time dimensions. Osterwalder–Schrader (1973, 1975) formulated a set of axioms
for a Euclidean quantum theory, parallel to the Wightman axioms on Minkowski
space, allowing the reconstruction of a physical theory in a way similar to the
one explained here.

The treatment of this chapter follows a series of interesting papers by Klein
(1978) and Klein–Landau (1975, 1981b). In particular, the proof of Thm. 21.37
can be found in Klein–Landau (1975), Thm. 3.4, and the proof of Thm. 21.38 in
Klein–Landau (1981a), Sect. 2.

Our treatment of path spaces at positive temperature follows Klein–Landau
(1981b) and Gérard–Jaekel (2005). In particular, Thms. 21.43 and 21.47 are due
to Klein–Landau (1981b). Thms. 21.65 and 21.66 are proven in Gérard–Jaekel
(2005).
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22

Interacting bosonic fields

The usual formalism of interacting relativistic quantum field theory is purely per-
turbative and leads to formal, typically divergent expansions. It is natural to ask
whether behind these expansions there exists a non-perturbative theory acting
on a Hilbert space and satisfying some natural axioms (such as the Wightman or
Haag–Kastler axioms). It is not difficult to give a whole list of models of increas-
ing difficulty, well defined perturbatively, whose non-perturbative construction
seems conceivable. There were times when it was hoped that by constructing
them one by one we would eventually reach models in dimension 4 relevant for
particle physics. The branch of mathematical physics devoted to constructing
these models is called constructive quantum field theory.

The simplest class of non-trivial models of constructive quantum field theory is
the bosonic theory in 1 + 1 dimensions with an interaction given by an arbitrary
bounded from below polynomial. It is called the P (ϕ)2 model, where P is a
polynomial, ϕ denotes the neutral bosonic field and 2 = 1 + 1 stands for the
space-time dimension. To our knowledge, it has no direct relevance for realistic
physical systems, so its main motivation was as an intermediate step in the
program of constructive quantum field theory.

The work on the P (ϕ)2 model was successful and led to the development of a
number of interesting and deep mathematical tools. The constructive program
continued, with the construction of more difficult models, such as the Yukawa2

and λϕ4
3 , as well as a deep analysis of Yang–Mills4 . Unfortunately, it seems that

no models of direct physical relevance have so far been constructed within this
program.

In this chapter we would like to describe some elements of the construction
of the P (ϕ)2 model. We will restrict ourselves to space-cutoff models and the
net of local algebras associated with this model. We will not discuss the construc-
tion of the translation invariant model, which can be found in the literature. We
believe that even such a limited treatment of this theory is a good illustration
of many concepts of quantum field theory.

22.1 Free bosonic fields

22.1.1 Klein–Gordon equation

The simplest non-interacting relativistic model of quantum field theory describes
neutral scalar bosons. It has already been discussed in Sect. 19.2. Let us recall
the basic elements of its theory.
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642 Interacting bosonic fields

The dual phase space can be taken to be the space of real space-compact
solutions of the Klein–Gordon equation(

∂2
t −Δx + m2) ζ(t, x) = 0, (t, x) ∈ R1,d . (22.1)

The model is called massive, resp. massless if m > 0, resp. m = 0. Introducing
the operator ε = (−Δx + m2)

1
2 , we can rewrite (22.1) as

(∂2
t + ε2)ζ = 0.

We are in the framework of Subsect. 18.3.2 (and hence also of Subsect. 9.3.1,
with c = (2ε)−1). We parametrize the dual phase space by the time-zero initial
conditions

ϑ(x) := ζ̇(0, x), ς(x) = ζ(0, x). (22.2)

It is natural to enlarge the dual phase space so that, in terms of the initial
conditions, it is

ε
1
2 L2(Rd , R)⊕ ε−

1
2 L2(Rd , R). (22.3)

(This is a special case of the space Ydyn defined in Subsect. 18.3.2.) The vector
ς ∈ ε−

1
2 L2(Rd , R) describes the “position” and ϑ ∈ ε

1
2 L2(Rd , R) describes the

“momentum”.
The dual phase space can be treated as a Kähler space with the symplectic

form

(ϑ1 , ς1)ω(ϑ2 , ς2) =
ˆ

Rd

(ϑ1(x)ς2(x)− ϑ2(x)ς1(x)) dx,

the conjugation τ and the Kähler anti-involution j:

τ =
[

1l 0
0 −1l

]
, j =

[
0 −ε

ε−1 0

]
. (22.4)

The dynamics is generated by the classical Hamiltonian

h0(ς, ϑ) =
1
2

ˆ
Rd

(
ϑ2(x) + |∇xς(x)|2 + m2ς2(x)

)
dx.

One can show that the linear Klein–Gordon equation with initial conditions
(22.2) possesses a unique solution, which for the Cauchy data (ϑ, ς) will be
denoted eta(ϑ, ς). These solutions satisfy the following basic requirements of a
(classical) relativistic field theory:

Theorem 22.1 (1) Locality. If χ ∈ C∞
c (R1,d), χ ≡ 1 on an open set O ⊂ R1,d

and ζ is a solution in R1,d , then χζ is a solution in O.
(2) Causality. If the Cauchy data (ϑ, ς) are supported in a set K ⊂ Rd , then

eta(ϑ, ς) is supported in J({0} ×K) =
{
(t, x) ∈ R1,d : dist(x,K) ≤ |t|}.

(3) Covariance. The Poincaré group acting as in Subsect. 19.2.10 preserves the
space of solutions with Cauchy data in (22.3).
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22.1 Free bosonic fields 643

22.1.2 Quantization of linear Klein–Gordon equation

Let us first briefly recall the results of Sect. 18.3 about the quantization of the
linear Klein–Gordon equation. Consider the complexified dual phase space

ε−
1
2 L2(Rd)⊕ ε

1
2 L2(Rd). (22.5)

The positive frequency subspace of (22.5) is taken as the one-particle space, as
usual denoted by Z. As in (8.32), and then (18.31), we parametrize it by the time-
zero momenta, identifying it with (2ε)

1
2 L2(Rd). The time reversal becomes the

usual complex conjugation. One can introduce position and momentum operators
for the Fock CCR representation on Γs(Z) as in Subsect. 8.2.7. Let us recall their
definition in the present context:

Definition 22.2 The time-zero position and momentum operators, often called
the ϕ and π fields, are defined as

ϕ(ϑ) := a∗(ϑ) + a(ϑ), ϑ ∈ ε
1
2 L2(Rd , R),

π(ς) := i
2 (a∗(ες)− a(ες)), ς ∈ ε−

1
2 L2(Rd , R).

Definition 22.3 The time-zero ϕ and π fields at x ∈ Rd are defined as

ϕ(x) := ϕ(δx),

π(x) := π(δx),

where δx is the Dirac mass at point x.

Remark 22.4 Comparing Defs. 22.2 and 22.3, we see that the notation ϕ(·)
and π(·) is somewhat ambiguous. We use this convention, however, and make
no attempt to improve on it.

Note that δx does not belong to the one-particle space. We treat the fields
ϕ(x) and π(x) as “operator-valued distributions” that become well-defined closed
operators only after smearing with appropriate test functions:ˆ

Rd

ϕ(x)ϑ(x)dx = ϕ(ϑ),
ˆ

Rd

π(x)ς(x)dx = π(ς);

see Remark 3.54. Formally, ϕ(x) and π(x) satisfy the following form of the CCR:

[ϕ(x), ϕ(y)] = [π(x), π(y)] = 0,
[ϕ(y), π(x)] = iδ(x− y)1l.

(22.6)

Definition 22.5 Free fields are defined as

ϕ0(t, ϑ) := eitdΓ(ε)ϕ(ϑ)e−itdΓ(ε) , ϑ ∈ ε
1
2 L2(Rd , R),

ϕ0(t, x) := eitdΓ(ε)ϕ(x)e−itdΓ(ε) , x ∈ Rd .
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644 Interacting bosonic fields

(The subscript 0 indicates that we are dealing with free or, in other words,
non-interacting fields.) The equations satisfied by the free fields can be expressed
as an operator identity on Γfin

s (Z)

∂2
t ϕ0(t, ϑ) + ϕ0(t, ε2ϑ) = 0, (22.7)

or, equivalently, as a distributional identity(
∂2

t −Δx + m2)ϕ0(t, x) = 0.

Definition 22.6 For (ϑ, ς) ∈ ε−
1
2 L2(Rd , R)⊕ ε

1
2 L2(Rd , R), we also introduce the

corresponding phase space fields and Weyl operators

φ(ϑ, ς) := ϕ(ϑ) + π(ς), W (ϑ, ς) := eiφ(ϑ,ς ) . (22.8)

If ζ is the solution with the Cauchy data (ϑ, ς), we will also write φ(ζ) and W (ζ)
instead of (22.8).

22.1.3 Free dynamics and free local algebras

For concreteness, until the end of the chapter we assume that d = 1.
For A ∈ B

(
Γs(Z)

)
, we define

αt
0(A) := eitdΓ(ε)Ae−itdΓ(ε) ,

αx
0 (A) := eixdΓ(D )Ae−ixdΓ(D ) ,

αx
0 (A) := αt

0 ◦ αx
0 (A), x = (t, x) ∈ R1,1 ,

where D = Dx is the momentum operator. Clearly, R1,1 � x �→ αx
0 is a strongly

continuous group of ∗-automorphisms of B
(
Γs(Z)

)
.

In the following definition, all the algebras are concrete and are contained in
B
(
Γs(Z)

)
.

Definition 22.7 (1) For a bounded open interval I ⊂ R, the corresponding
time-zero local algebra is defined as

R(I) :=
{
W (ϑ, ς) : ϑ, ς ∈ C∞

c (I, R)
}′′

.

(2) The following algebra plays the role of the algebra of all observables:

O :=
(⋃

I⊂R

R(I)
)cpl

.

(3) For a bounded open set O ⊂ R1,1 , the corresponding free local algebra is
defined as

M0(O) :=
{
αt

0(A) : A ∈ R(I), {t} × I ⊂ O}′′.
As described in Subsect. 19.2.7, one can also quantize the free dynamics by

abstract CCR algebras. Recall that if O ⊂ R1,1 is an open set, then A(O) is then
the Weyl CCR C∗-algebra generated by elements W (Gf) satisfying the Weyl
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22.1 Free bosonic fields 645

commutation relations, with f ∈ C∞
c (O), where Gf(x) =

´
G(x− y)f(y)dy and

G is the Pauli–Jordan function. These algebras possess a distinguished represen-
tation called the Fock representation,

πF : A(O) → B
(
Γs(Z)

)
.

Proposition 22.8 The following hold:

(1) M0(O) = πF(A(O))′′.
(2) αx

0 (M0(O)) = M0(O + x), x ∈ R1,1 .

(3) O =
( ⋃
O⊂R1 , 1

M0(O)
)cpl

.

Proof Recall first that the Klein–Gordon equation satisfies the causality prop-
erty, i.e.

supp
(
ϑ(t), ς(t)

) ⊂ J
({0} × supp(ϑ, ς)

)
, t ∈ R. (22.9)

To prove (1), we first note that

M0(O) =
{
W
(
eat(ϑ, ς)

)
: {t} × (supp(ϑ, ς)

) ⊂ O}′′ .
We then use Thm. 19.15 and the fact that the Green’s function G(t, s)
is sin((t−s)ε)

ε . Statement (2) is obvious. Statement (3) follows from the fact
that

R(I) ⊂ M
(
]− ε0 , ε0 [×I

) ⊂ R
(
I+]− ε0 , ε0 [

)
, ε0 > 0. (22.10)

The first inclusion in (22.10) is obvious; the second follows from causality. �

22.1.4 Q-space representation

Let τ be the canonical conjugation on Z = (2ε)
1
2 L2(R) defined as τΨ(x) = Ψ(x).

Recall from Subsect. 18.3.2 that τ corresponds to time reversal.
Let T rw : Γs(Z) → L2(Q,dμ) be the real-wave (or Q-space) representation

associated with τ , as in Subsect. 9.3.5. In the sequel we will freely identify
objects on Γs(Z) and on L2(Q,dμ), using T rw . We will also use the same sym-
bol to denote a measurable function V on Q and the operator of multiplication
by V acting on L2(Q,dμ). We are in the framework of Subsect. 9.3.1 with c =
(2ε)−1 .

Operators ϕ(ϑ), ϑ ∈ ε
1
2 L2(R) commute with one another. In particular, poly-

nomials in the variable ϕ, that is, functions of the form

V (ϕ) =
n∑

j=0

ˆ
Vj (x1 , . . . , xj )ϕ(x1) · · ·ϕ(xj )dx1 · · · xj ,

can be interpreted as functions on Q, and as (usually unbounded) operators on
L2(Q,dμ) � Γs(Z).
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646 Interacting bosonic fields

We can also consider the Wick quantization of the polynomial V . We will use
the following alternative notation:

Opa∗,a(V ) = :V (ϕ):. (22.11)

The notation on the r.h.s. of (22.11) is explained in Prop. 9.53. Clearly, :V (ϕ):
is a polynomial in the variable ϕ.

22.2 P (ϕ) interaction

22.2.1 Nonlinear Klein–Gordon equation

Now let P be a real polynomial and g : R → R a real function. Let us consider
the perturbed classical Hamiltonian

h(ϑ, ς) = h0(ϑ, ς) +
ˆ

R

g(x)P
(
ς(x)
)
dx. (22.12)

For stability reasons, we require that g be positive and that the polynomial P ,
and hence the Hamiltonian h, be bounded from below.

Formally, the associated field equation is the following non-linear Klein–
Gordon equation:{

∂2
t ϕ(t, x)−Δxϕ(t, x) + m2ϕ(t, x) + g(x)P ′(ϕ(t, x)) = 0,

ς(x) = ζ(0, x), ϑ(x) := ζ̇(0, x).
(22.13)

22.2.2 Formal quantization of non-linear Klein–Gordon equation

Let us try to quantize the classical Hamiltonian (22.12). Let us assume that we
can give a meaning to the formal expression

H = dΓ(ε) +
ˆ

R

g(x)P
(
ϕ(x)
)
dx. (22.14)

Set

ϕ(t, x) := eitH ϕ(x)e−itH .

Then formally we have

∂2
t ϕ(t, x)−Δxϕ(t, x) + m2ϕ(t, x) + g(x)P ′(ϕ(t, x)

)
= 0,

which can be rephrased as saying that we have quantized the non-linear Klein–
Gordon equation (22.13).

There are two deep difficulties with the formal expression (22.14):

(1) First, ϕ(x) does not make sense as a self-adjoint operator, so expressions like
ϕ(x)p do not make sense (even after integration against test functions). This
problem is called the ultraviolet divergence, and is caused by the requirement
that the associated field theory should be local. For classical field equations
it corresponds to the well-known difficulty with multiplying distributions.
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22.2 P (ϕ) interaction 647

(2) If g(x) ≡ 1, one encounters the second problem: the integral over R in (22.14)
may not converge. This is called the infinite-volume divergence and is caused
by the requirement that the field theory should be translation invariant.

One can try to tackle these problems as follows. First one modifies the Hamil-
tonian, introducing ultraviolet and space cutoffs. This leads to the (still formal)
expression

Hκ(g) = dΓ(ε) +
ˆ

R

g(x)P
(
ϕκ(x)

)
dx.

Here, g ∈ C∞
c (R) is a space cutoff and ϕκ(x) is the ultraviolet cutoff field

ϕκ(x) :=
ˆ

R

ϕ(y)ρκ(y − x)dy, (22.15)

where ρ ∈ C∞
c (R) is a cutoff function with

´
R

ρ(y)dy = 1, ρκ(y) = κρ(κy) and
κ + 1 is an ultraviolet cutoff parameter.

Now, ρκ ∈ Z = (2ε)
1
2 L2(R), except if m = 0. The case m = 0 is exceptional,

because then

‖ε− 1
2 ρκ‖2 = (2π)−1

ˆ
R

|k|−1 |ρ̂|2(κ−1k)dk < ∞

iff ρ̂(0) =
´

R
ρ(y)dy = 0. In the rest of this chapter we will always assume that

m > 0.
Note that the interaction termˆ

R

g(x)P
(
ϕκ(x)

)
dx

now makes sense as a self-adjoint operator on the Fock space Γs(Z).
Next one tries to remove the ultraviolet cutoff, letting κ →∞ and trying to

prove the existence of a (non-trivial) limit

H∞(g) = lim
κ→∞

(
Hκ(g)−Rκ(g)

)
(22.16)

in some appropriate sense, where Rκ(g) are the so-called counterterms related
to the well-known need to renormalize various physical constants of the model.

In dimension 1 + 1 one can use the counterterms

Rκ(g) :=
ˆ

R

g(x)
(
P
(
ϕκ(x)

)− :P
(
ϕκ(x)

)
:
)
dx

obtained by the Wick ordering of the interaction term. It is then possible to give
a meaning to the expression

H∞(g) := dΓ(ε) +
ˆ

R

g(x) :P
(
ϕ(x)
)
: dx

as a bounded below self-adjoint operator on Γs(Z), as we will see in Subsect.
22.2.5.
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648 Interacting bosonic fields

Then one tries to take the infinite-volume limit, which means putting g = 1.
This requires a change of the representation of the CCR – it cannot be done
on the original Fock space. This is related to a general argument called Haag’s
theorem.

In higher space dimensions it is no longer possible to give meaning to H∞(g)
as a self-adjoint operator on the Fock space Γs(Z). In dimension 1 + 2 one can
quantize the classical non-linear Klein–Gordon equation if the degree of P is not
greater than 4. However, even with a spatial cut-off the resulting Hamiltonian
acts on a Hilbert space supporting a representation of the CCR not equivalent
to the Fock representation. This is related to the so-called wave function renor-
malization.

In dimensions 1 + 3 or higher it is believed that interacting scalar bosonic
quantum fields do not exist.

22.2.3 P (ϕ)2 interaction as a Wick polynomial

Until the end of this chapter we assume that d = 1 and m > 0.
Recall that

ϕ(x) = ϕ(δx) = a∗(δx) + a(δx),

ϕκ(x) = ϕ
(
ρκ(· − x)

)
= a∗(ρκ(· − x)

)
+ a
(
ρκ(· − x)

)
= a∗(χ(κ−1Dx)δx

)
+ a
(
χ(κ−1Dx)δx

)
,

where χ = ρ̂ ∈ S(R) satisfies χ(0) = 1.
Let us fix a real bounded below polynomial

P (λ) =
2n∑

p=0

apλ
p . (22.17)

Clearly, degP = 2n has to be even and a2n > 0. We also fix a space cutoff function
g ∈ L2(R).

As explained in Subsect. 22.2.2, instead of the operator P
(
ϕκ(x)

)
, we prefer

to use its Wick-ordered version

:P
(
ϕκ(x)

)
:=

2n∑
p=0

ap :ϕκ(x)p :.

We refer to Prop. 9.53, where this notation is explained. In particular, we recall
from (9.60) that

:ϕκ(x)p : =
p∑

r=0

(
p

r

)
a∗(ρκ(· − x)

)r
a
(
ρκ(· − x)

)p−r
. (22.18)

Definition 22.9 The operator

Vκ :=
ˆ

R

g(x) :P
(
ϕκ(x)

)
: dx

is called an ultraviolet cutoff Wick-ordered interaction.
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In this subsection we investigate Vκ as a Wick polynomial.

Definition 22.10 Let us set

a(k) := (2π)−
1
2 a(eik·x), a∗(k) := (2π)−

1
2 a∗(eik·x).

Using the notation of Sect. 9.4, we obtain that

Mp,κ :=
ˆ

R

g(x) :ϕκ(x)p : dx

=
p∑

r=0

(
p

r

)ˆ
Rp

wp,κ(k1 , . . . , kr , kr+1 , . . . , kp)

×a∗(k1) · · · a∗(kr )a(−kr+1) · · · a(−kp)dk1 · · · dkp ,

for

wp,κ(k1 , . . . , kp) = (2π)1−2p ĝ
( p∑

i=1

ki

) p

Π
j=1

χ(κ−1kj ). (22.19)

We denote by wp,∞ the function on Rp obtained by setting κ = ∞ in (22.19),
i.e.

wp,∞(k1 , . . . , kp) = (2π)1−2p ĝ
( p∑

i=1

ki

)
, (22.20)

which allows us to define Mp,∞.

Lemma 22.11 The kernels wp,κ are in ⊗pε
1
2 L2(R) for 0 < κ ≤ ∞ and, for any

δ > 0,

‖wp,κ − wp,∞‖⊗p ε
1
2 L2 (R)

≤ Cδ‖g‖L2 (R)κ
−δ .

Remark 22.12 Lemma 22.11 still holds if g ∈ L1+δ (R) for some δ > 0.

Proof It clearly suffices to prove the corresponding statements with wp,κ

replaced by wp,κ

p

Π
i=1

ε(ki)−
1
2 , and ⊗pε

1
2 L2(R) replaced by L2(Rp). We use the

bound

p

Π
j=1

aj ≤
p∑

i=1

(
Π

j �=i
aj

)p/(p−1)
, (22.21)

which follows from the inequality( p

Π
i=1

λi

)1/p

≤
p∑

j=1

λj

applied to λi = Π
j �=i

a
p/(p−1)
j . Applying (22.21) to ai = ω(ki)−

1
2 , we obtain that

wp,∞, and hence wp,κ for κ <∞, belong to L2(Rp). The bound on ‖wp,κ − wp,∞‖
is a direct computation, using (22.21). �
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650 Interacting bosonic fields

From Prop. 9.50 we see that

Vκ =
2n∑

p=0

apMp,κ

is well defined as a Hermitian operator on Dom Nn for κ ≤ ∞. We will use the
notation

V := V∞ =
ˆ

R

g(x) :P
(
ϕ(x)
)
: dx.

Lemma 22.13 (1) Vκ and V with domain Dom Nn are densely defined Hermi-
tian operators.

(2) There exists δ > 0 such that

‖(V − Vκ)(N + 1)−n‖ ≤ C‖g‖L2 (R)κ
−δ .

Proof It suffices to apply the Nτ estimates of Prop. 9.50. �

22.2.4 P (ϕ)2 interaction as a multiplication operator

In this subsection we study the operators Vκ as multiplication operators in the
Q-space representation.

Proposition 22.14 Assume that g ∈ L2(R). Then the following are true:

(1) Vκ and V are multiplication operators by functions in
⋂

1≤p<∞
Lp(Q,dμ).

(2) For any δ > 0, there exists a constant Cδ > 0 such that

‖Vκ − V ‖Lp (Q,dμ) ≤ Cδ (p− 1)nκ−δ , p > 2.

(3) Assume in addition that g ∈ L1(R) and g ≥ 0. Then there exist constants
C > 0, κ0 such that, for κ ≥ κ0 ,

Vκ ≥ −C(log κ)n .

Proof Note that ε = (D2
x + m2)

1
2 is a real operator and that ε−

1
2 ρκ(· − x) is real.

It follows that ϕκ(x) is a multiplication operator in the Q-space representation.
Hence, by Prop. 9.53, the same is true of the operators

´
R

g(x):ϕκ(x)p :dx for
p ∈ N.

For 2 ≤ p < ∞, let us now consider the map a = (p− 1)−
1
2 1l on (2ε)

1
2 L2(R).

By Thm. 9.30, we know that Γ(a) = (p− 1)−N/2 is a contraction from L2(Q)
into Lp(Q). It follows that

‖Ψ‖Lp (Q) ≤ (p− 1)n/2‖Ψ‖L2 (Q) , Ψ ∈ n⊕
p=0

Γp
s
(
(2ε)

1
2 L2(R)

)
. (22.22)

From Lemma 22.13 we know that (V − Vκ)Ω → 0. So Vκ is Cauchy in L2(Q).
Hence, by (22.22), it is Cauchy also in

⋂
1≤p<∞

Lp(Q). It follows that Vκ converges
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to a function W in
⋂

1≤p<∞
Lp(Q). Now set

S = Span
{
eiϕ(ϑ) : ϑ ∈ C∞

c (R, R)
}
.

Clearly, S is dense in L2(Q) and S ⊂ L∞(Q) ∩Dom Np for all p ∈ N. Using that
Vκ → V on Dom Nn , we see that V Ψ = WΨ for all Ψ ∈ S. Hence, V = W . This
completes the proof of (1).

To prove (2), we use (22.22), the fact that Vκ and V belong to
2n⊕

p=0
Γp

s
(
L2(R)

)
,

and Lemma 22.13.
It remains to prove (3). It follows from (9.26) that, for any f ∈ L2(R, R), one

has

:ϕ(f)p :=
[p/2]∑
m=0

p!
m!(p− 2m)!

ϕ(f)p−2m
(
− 1

4
(f |ε−1f)

)m

. (22.23)

Applying (22.23) to f = ε−
1
2 χ(κ−1Dx)δx , we obtain that

:ϕκ(x)p :=
[p/2]∑
m=0

p!
m!(p− 2m)!

c(κ)2m ϕκ(x)p−2m , (22.24)

for

c(κ) =
(
δx | 12 ε−1χ2(κ−1Dx)δx

) 1
2

= (4π)−
1
2
(´

R
(k2 + m2)−

1
2 χ2(κ−1k)dk

) 1
2 � C(log κ)

1
2 .

(22.25)

We will apply the bound

am bp−m ≤ δbp + Cδa
p , a, b ≥ 0, 0 ≤ m ≤ p, δ > 0, (22.26)

to the terms in the r.h.s. of (22.24), setting b = ϕκ(x), a = c(κ). For p = 2n, we
obtain, picking δ small enough,

:ϕκ(x)2n :≥ 1
2
ϕκ(x)2n − C(log κ)n .

For p < 2n, we take δ = 1 and obtain

| :ϕκ(x)p : | ≤ C
(|ϕκ(x)p |+ (log κ)p/2).

Both inequalities should be understood as inequalities between functions on the
Q-space.

Since a2n > 0, we obtain finally that

:P
(
ϕκ(x)

)
:≥ −C(log κ)n , for κ ≥ κ0 . (22.27)

Integrating (22.27), using that g ≥ 0 and g ∈ L1(R), we obtain (3). �

Although the operators Vκ are bounded from below, this is not the case for
the operator V . Nevertheless, the measure of the set

{
q ∈ Q : V (q) < 0

}
is very

small, as shown in the next proposition.

https://www.cambridge.org/core/terms. https://www.cambridge.org/core/product/3F2652F5759A09E8165EE08E3F91CC35
Downloaded from https://www.cambridge.org/core. IP address: 18.191.223.123, on 21 Jul 2024 at 04:58:56, subject to the Cambridge Core terms of use, available at

https://www.cambridge.org/core/terms
https://www.cambridge.org/core/product/3F2652F5759A09E8165EE08E3F91CC35
https://www.cambridge.org/core


652 Interacting bosonic fields

Proposition 22.15 Assume that g ∈ L2(R) ∩ L1(R) and g ≥ 0. Then e−T V ∈
L1(Q,dμ) for all T ≥ 0.

Proof Let f be a positive measurable function on Q and t ≥ 0. Set

mf (t) := μ
({f(q) > t}).

Clearly, for any p ≥ 1,

mf (t) ≤ ‖f‖p
Lp (Q)t

−p . (22.28)

Moreover, if F : R+ → R+ is C1 with F ′ ≥ 0, one has
ˆ

Q

F (f)dμ =
ˆ +∞

0
mf (t)F ′(t)dt. (22.29)

Let C be the constant in Prop. 22.14. We claim that there exist c1 , c2 , δ > 0 such
that

μ
({

q ∈ Q : V (q) ≤ −2C(log κ)n
}) ≤ c1e−c2 κδ

. (22.30)

Applying (22.29) to F (λ) = eT λ and f = −V 1l{V ≤0}, and using (22.30), we
obtain that e−T V ∈ L1(Q).

It remains to prove (22.30). Since Vκ ≥ −C(log κ)n , it follows that{
V (q) ≤ −2C(log κ)n

} ⊂ {|V − Vκ |(q) ≥ C(log κ)n
}
.

Hence,

μ
({

V (q) ≤ −2C(log κ)n
}) ≤ m|V −Vκ |

(
C(log κ)n

) ≤ (p− 1)npκ−δp(log κ)−np ,

by (22.28). Choosing p = κδ/n + 1 yields (22.30). �

22.2.5 Space-cutoff P (ϕ)2 Hamiltonian

Theorem 22.16 Assume that g ∈ L2(R) ∩ L1(R) and g ≥ 0. Then,

(1) dΓ(ε) + V is essentially self-adjoint on Dom dΓ(ε) ∩Dom V;
(2) The operator H =

(
dΓ(ε) + V

)cl is bounded from below.

Definition 22.17 The operator H is called a space-cutoff P (ϕ)2 Hamiltonian.

Proof We use the formalism of Subsect. 21.2.4. As the real Hilbert space we
choose X = L2(R, R), so that L2(R, R)⊗X = L2(R2 , R). We choose the covari-
ance

C = (D2
t + ε2)−1 = (D2

t + D2
x + m2)−1 .

We consider the associated Gaussian path space introduced in Def. 21.24. By
Thm. 21.26, Γs(Z) is the physical Hilbert space and H0 = dΓ(ε) is the free
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Hamiltonian associated with this path space. By Props. 22.14 and 22.15, the mul-
tiplicative perturbation V satisfies the hypotheses of Prop. 21.35. By Prop. 9.29,
we also see that e−tdΓ(ε) = Γ(e−tε) is a contraction on Lp(Q) for all 1 ≤ p ≤ ∞.
Nelson’s hyper-contractivity theorem (Thm. 9.30) implies that it maps L2(Q)
into Lp(Q) if e−tm ≤ (p− 1)−

1
2 . Therefore, all the hypotheses of Thm. 21.38 are

satisfied. This completes the proof of the theorem. �

22.2.6 Interacting dynamics and local algebras

Definition 22.18 For l > 0, we set

Vl :=
ˆ

[−l,l]
:P
(
ϕ(x)
)
: dx,

Hl :=
(
dΓ(ε) + Vl

)cl
,

αt
l (A) := eitHl Ae−itHl , A ∈ B

(
Γs(Z)

)
,

which exist by Thm. 22.16.

Theorem 22.19 (Existence of interacting dynamics) The following hold:

(1) For all bounded open intervals I and A ∈ R(I), there exists the limit

αt(A) := lim
l→+∞

αt
l (A).

(2) αt uniquely extends to the algebra O.
(3) Set

αx := αt ◦ αx
0 , x = (t, x).

Then R1,1 � x �→ αx is a group of ∗-automorphisms of O.

Definition 22.20 For a bounded open set O ⊂ R1,1 , we set

M(O) :=
{
αt(A) : A ∈ R(I), {t} × I ⊂ O}′′,

called the interacting local W ∗-algebras.

Theorem 22.21 (Properties of interacting local algebras) The following hold:

(1) One has

αx
(
M(O)

)
= M(O + x), x ∈ R1,1 .

(2) The local interacting algebras are regular, i.e.

M(O) =
⋂

Oc l⊂O1

M(O1) =
∨

Oc l
1 ⊂O

M(O1).

(3) If O1 and O2 are causally separated, then

M(O1) ⊂ M(O2)′.
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654 Interacting bosonic fields

(4) If O1 is causally dependent on O2 , then

M(O1) ⊂ M(O2).

(5)

O =
( ⋃
O⊂R1 , 1

M(O)
)cpl

.

Proof of Thm. 22.19. Applying Trotter’s product formula (Thm. 2.75), we
obtain

eitHl = s − lim
n→∞

(
eitdΓ(ε)/neitVl /n

)n
.

For A ∈ R(I), this implies

αt
l (A) = s − lim

n→∞
(
α

t/n
0 ◦ γ

t/n
l

)n (A), (22.31)

for

γt
l (A) := eitVl Ae−itVl .

For l′ > l, we have

Vl′ − Vl =
ˆ

[−l′,l′]\[−l,l]
:P
(
ϕ(x)
)
: dx,

hence Vl′ − Vl is affiliated to R
(
]− l′, l′[\[−l, l]

)
. This implies that γt

l′ = γt
l on

R(I) if l, l′ > |I|. Moreover, by the causality property, we know that

αt
0 : R(I)→ R

(
I + [−|t|, |t|]). (22.32)

Using (22.31) and (22.32), this implies that if l, l′ > |I|+ |T | and |t| ≤ T , then
αt

l = αt
l′ on R(I). This shows the existence of αt on R(I). Since t �→ αl

t is a group
of ∗-automorphisms, so is t �→ αt . This completes the proof of (1). By density,
αt uniquely extends to O, which proves (2).

To prove (3), we note that αx
0α

t
l α

−x
0 = αt

l+x, which implies (3), by letting
l →∞. �

Proof of Thm. 22.21. (1) follows by the definition of M(O). (2) follows from
the analogous property of the time-zero local algebras R(I):

R(I) =
⋂

J⊃I c l

R(J) =
∨

J c l⊂I

R(J), (22.33)

which is immediate.
To prove (3) and (4), instead of αt we can use the space-cutoff dynamics αt

l

for sufficiently large l to define M(Oi). We note that it follows from (22.31) and
the causality property that

αt
l

(
R(I)

) ⊂ R
(
I+]− T, T [

)
, |t| < T. (22.34)
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22.2 P (ϕ) interaction 655

Then (3) and (4) follow easily from (22.34). To prove (5) we again use (22.34)
to get that

R(I) ⊂ M
(
]− ε0 , ε0 [×I

) ⊂ R(J),

for some J ⊃ I. This clearly implies (5). �

For completeness, let us note the following theorem, which says that the inter-
acting local algebras can also be defined only in terms of the ϕ fields and the
interacting dynamics.

Theorem 22.22 M(O) =
{

αt
(
W (ϑ, 0)

)
: ϑ ∈ C∞

c (I, R), {t} × suppϑ ⊂ O
}′′

.

The above theorem follows easily from the following proposition.

Proposition 22.23 For δ > 0, set Bδ (I) =
{
αt(eiϕ(f )), supp f ⊂ I, |t| < δ

}′′.
Then

R(I) =
⋂
δ>0

Bδ (I).

Proof By (22.34), we know that Bδ (I) ⊂ R(I + [−δ, δ]). Hence, by (22.33),⋂
δ>0

Bδ (I) ⊂ R(I).

To prove the converse inclusion, by (22.33) it suffices again to show that, for
all J cl ⊂ I and small enough δ > 0, one has

R(J) ⊂ Bδ (I). (22.35)

To prove (22.35), let us fix I and J with J cpl ⊂ I, and set δ0 = 1
2 dist(J, R\I).

We will first prove that if δ < δ0 , supp(ϑ, ς) ⊂ J , then

eitdΓ(ε)W (ϑ, ς)e−itdΓ(ε) ∈ Bδ (I), |t| < δ. (22.36)

Set

VI :=
ˆ

I

:P
(
ϕ(x)
)
: dx, HI =

(
dΓ(ε) + VI

)cl
,

V
(r)
I := VI 1l{|VI |≤r}, H

(r)
I :=

(
dΓ(ε) + VI − V

(r)
I

)cl
,

where r ∈ N. The Hamiltonians H
(r)
I are well defined by the methods of Sect.

22.2.5, and one has

H
(r)
I = HI − V

(r)
I , (22.37)

since V
(r)
I is bounded.

It is easy to see that VI − V
(r)
I tends to 0 in

⋂
1≤p<∞

Lp(Q) and for t > 0, r ∈ N,

e−t(VI −V
( r )

I ) is uniformly bounded in L1(Q). Using the methods of Sect. 21.3, we
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656 Interacting bosonic fields

prove that

e−tdΓ(ε) = s − lim
r→+∞ e−tH

( r )
I , t > 0,

hence also

eitdΓ(ε) = s − lim
r→+∞ eitH ( r )

I , t ∈ R. (22.38)

By (22.37) and Trotter’s product formula, we have

eitH ( r )
I = s − lim

p→+∞
(
eitHI /pe−itV ( r )

I /p
)p

.

Noting that VI and hence V
(r)
I are affiliated to R(I), we see that eH

( r)
I Ae−itH ( r )

I ∈
Bδ (I) if A ∈ R(J) and |t| < δ. Since Bδ (I) is weakly closed, we get (22.36), using
(22.38).

It follows from (22.36) that W ( 1
t

(
eitεh− h)

) ∈ Bδ (I) for h = ϑ + iες,
supp(ς, ϑ) ⊂ J and |t| < δ. Using the strong continuity in Thm. 9.5, we obtain
that W (iεf) = eiπ (f ) ∈ Bδ (I) if supp f ⊂ J and f ∈ Dom ε. Hence, eiϕ(f ) , eiπ (g) ∈
Bδ (I) for supp f, supp g ⊂ J . This implies (22.35) and ends the proof of the
proposition. �

22.3 Scattering theory for space-cutoff P (ϕ)2 Hamiltonians

In this section we describe, without proof, some properties of the P (ϕ)2 model.
In particular, we discuss its scattering theory. This theory provides an interesting
example of the application of the concept of CCR representations, which arise
naturally as the so-called asymptotic fields.

In the formulation of the scattering theory we will use the symplectic space
(Y, ω) associated with the Klein–Gordon equation described at the beginning of
Subsect. 22.1.1. Recall that it is equipped with the free dynamics R � t �→ eta ,
and the free Hamiltonian H0 implements this dynamics:

eitH0 W (ζ)e−itH0 = W (eta ζ), ζ ∈ Y.

22.3.1 Domain of the space-cutoff P (ϕ)2 Hamiltonian

Let us start with some questions about the Hamiltonian H constructed in Thm.
22.16.

The domain of H is not explicitly known, except if degP = 4, when it is
known that DomH = Dom dΓ(ε) ∩Dom V . However, noting that, for all δ > 0,
the Hamiltonian δdΓ(ε) + V is also bounded below, one obtains the following
bounds:

H0 ≤ C(H0 + V + b1l), for some C, b > 0. (22.39)

These estimates are called first-order estimates. The following higher-order esti-
mates are in practice a substitute for the lack of knowledge of the domain of H.
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They are an important technical ingredient of the proof of most results described
in this section.

Proposition 22.24 Assume the hypotheses of Thm. 22.16. Then there exists
b > 0 such that, for all r ∈ N,

‖Nr (H + b1l)−r‖ < ∞,

‖H0N
r (H + b1l)−n−r‖ < ∞,

‖Nr (H + b1l)−1(N + 1l)1−r‖ < ∞. (22.40)

22.3.2 Spectrum of space-cutoff P (ϕ)2 Hamiltonians

The following theorem about the essential spectrum of space-cutoff P (ϕ)2 Hamil-
tonians was proven in Dereziński–Gérard (2000).

Theorem 22.25 Assume the hypotheses of Thm. 22.16. Then

spec ess(H) = [inf spec (H) + m,+∞[.

Corollary 22.26 Therefore, H possesses a non-degenerate ground state (that
is, inf specH is a simple eigenvalue).

Proof Noting that m > 0, the existence of a ground state follows immedi-
ately from Thm. 22.25. Using the representation of e−tH of Prop. 21.34, we
see that e−tH is positivity improving in the Q-space representation. By the
Perron–Frobenius theorem (Thm. 5.25), it follows that the ground state is non-
degenerate. �

22.3.3 Asymptotic fields

Scattering theory of space-cutoff P (ϕ)2 Hamiltonians is quite different from the
usual scattering theory studied e.g. in the context of Schrödinger operators. It
resembles the so-called Haag–Ruelle scattering theory developed in the setting
of the axiomatic quantum field theory. Its main ingredients are the so-called
asymptotic fields.

Theorem 22.27 Assume the hypotheses of Thm. 22.16. Suppose in addition
that

|x|sg(x) ∈ L2(R) for some s > 1.

Then the following hold:

(1) For all ζ ∈ Y, the strong limits

W±(ζ) := s − lim
t→±∞ eitH W (e−ta ζ)e−itH

exist. They are called the asymptotic Weyl operators.
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(2) The maps

Y � ζ �→W±(ζ) ∈ U
(
Γs(Z)

)
are two CCR representations over the symplectic space (Y, ω).

(3) The representations W± are regular, so that we can define the asymptotic
fields φ±(ζ) by the identity

W±(ζ) = eiφ±(ζ ) .

(4) One has

eitH W±(ζ)e−itH = W±(eta ζ),

i.e. the unitary group eitH implements the free dynamics eta in the CCR
representations W±.

(5) Let us equip the symplectic space (Y, ω) with its canonical Kähler anti-
involution j defined in (22.4). Let K± be the corresponding space of vacua
of W± (see Def. 11.41). Let Hpp(H) be the point spectrum subspace for H.
Then

Hpp(H) ⊂ K±.

Proof The theorem is relatively easy to prove and can be found in Dereziński–
Gérard (2000). The main step of the first statement is the so-called Cook argu-
ment: we prove that the time derivative of t �→ eitH W (e−ta ζ)e−itH applied to a
vector from a dense set is integrable. �

Let us note that Thm. 22.27 can be generalized to cover a much larger class
of Hamiltonians. In particular, as proven in Dereziński–Gérard (1999), it holds
under rather weak assumptions for the operators called sometimes Pauli–Fierz
Hamiltonians. Operators of this form are well motivated from the physical point
of view – they often appear in non-relativistic quantum physics.

It is natural to ask what type of CCR representations are defined in Thm.
22.27. Statement (5) suggests that a distinguished role is played by the Fock
representation. In fact, one can prove that for space-cutoff P (ϕ)2 Hamiltonians
no other sectors exist.

Theorem 22.28 Suppose that the assumptions of Thm. 22.27 hold. Then the
following are true:

(1) The CCR representations W± are of Fock type for the anti-involution j;
(2) K± = Hpp(H).

Proof To prove (1) we use the number quadratic forms n± associated with the
CCR representations W±, defined in Subsect. 11.4.5. Let V ⊂ (2ε)

1
2 L2(R) be a

finite-dimensional space and Ψ ∈ Dom |H| 12 . Then, using

a±�(h)Ψ = lim
t→±∞ eitH a�(eitεh)e−itH Ψ, Ψ ∈ Dom |H| 12 , (22.41)
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we obtain that

n±
V (Ψ) =

dimV∑
i=1

‖a±(ei)Ψ‖2

= lim
t→±∞

(
e−itH Ψ|

dimV∑
i=1

a∗(eitεei)a(eitεei)e−itH Ψ
)

= lim
t→±∞

(
e−itH Ψ|dΓ(Pt)e−itH Ψ

)
,

where Pt is the orthogonal projection on the subspace eitεV. We now note that

dΓ(Pt) ≤ N ≤ C(H + b1l),

by the first-order estimates (22.39). Therefore,

n±
V (Ψ) ≤ C

(
Ψ, (H + b1l)Ψ

)
.

This implies that the number quadratic forms n± = supV n±
V are densely defined

since Dom |H| 12 ⊂ Dom n±. By Thm. 11.52, this implies (1).
The proof of (2) is much more difficult and involves methods borrowed from

N -body scattering theory; and see Dereziński–Gérard (2000) and Gérard–Panati
(2008). �

The two statements of Thm. 22.28 taken together are sometimes called asymp-
totic completeness, since they give a complete understanding of the asymptotic
CCR representations. This form of asymptotic completeness can be proven for
a much larger class of Hamiltonians. In particular, in Dereziński–Gérard (1999)
it has been proven, under rather weak assumptions, for a large class of massive
Pauli–Fierz Hamiltonians. The crucial assumption used in the proofs of these
statements is the existence of an energy gap in the spectrum of their 1-body
Hamiltonians, which is usually called the positivity of their mass.

For space-cutoff P (ϕ)2 Hamiltonians the condition m > 0 is needed to define
the model itself. On the other hand, massless Pauli–Fierz Hamiltonians are easy
to define. Thm. 22.27, with minor modifications, can be proven for a large class
of such Hamiltonians. An outstanding question of scattering theory is what the
conditions are for asymptotic completeness to hold in the case of massless Pauli–
Fierz Hamiltonians.

The central concepts of the standard formulation of scattering theory, used
in quantum mechanics, are the free Hamiltonian, and the wave and scattering
operators. The reader may wonder why these concepts are missing from Thms.
22.27 and 22.28.

In reality, both wave operators and the scattering operator have a natural
definition, which is essentially an application of the formalism of Sect. 11.4. The
role of the free Hamiltonian is to some extent played by

K ⊗ 1l + 1l⊗ dΓ(ε), (22.42)

where K := H
∣∣
Hp p (H ) .
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Theorem 22.29 Assume the hypotheses of Thm. 22.27. Then there exists a
unique unitary operator S± : Hpp(H)⊗ Γs(Z) → Γs(Z) such that

S±Ψ⊗ Ω = Ψ, Ψ ∈ Hpp(H),

S±1l⊗W (ζ) = W±(ζ)S±, ζ ∈ Y.

It satisfies

S±(K ⊗ 1l + 1l⊗ dΓ(ε)
)

= HS±.

Definition 22.30 The operators S± are called wave or Møller operators. S :=
S+∗S− is called the scattering operator.

Clearly, S is a unitary operator on Hpp(H)⊗ Γs(Z) commuting with (22.42).

22.4 Notes

The first general result on existence and uniqueness of solutions for non-linear
Klein–Gordon equations is due to Ginibre–Velo (1985). More recent references
can be found in the book by Tao (2006). The space-cutoff P (ϕ)2 model was first
constructed for P (ϕ) = ϕ4 by Glimm–Jaffe (1968, 1970a), for general P by Segal
(1970) and Simon–Høgh-Krohn (1972), using the theory of hyper-contractive
semi-groups, and by Rosen (1970). The full translation invariant model was
then constructed by Glimm–Jaffe (1970b) using local algebras, as in Subsect.
22.2.6. Later a construction by purely Euclidean arguments was given by Glimm–
Jaffe–Spencer (1974), Guerra–Rosen–Simon (1973a,b, 1975) and Fröhlich–Simon
(1977). The higher-order estimates for the P (ϕ)2 model are due to Rosen (1971).

The construction of the asymptotic fields for a large class of models is due to
Høgh-Krohn (1971). The spectral and scattering theory of space-cutoff P (ϕ)2

models was studied by the authors in Dereziński–Gérard (2000) and by Gérard–
Panati (2008), following an earlier similar work on Pauli–Fierz Hamiltonians by
Dereziński–Gérard (2004).
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Dereziński, J., 2006: Introduction to representations of canonical commutation and anti-

commutation relations. In Large Coulomb Systems: Lecture Notes on Mathematical
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Mattuck, R., 1967: A Guide to Feynman Diagrams in the Many-Body Problem, McGraw-Hill,

New York.
Moyal, J. E., 1949: Quantum mechanics as a statistical theory, Proc. Camb. Phil. Soc. 45,

99–124.
Nelson, E., 1965: A quartic interaction in two dimensions. In Mathematical Theory of Elemen-

tary Particles, W. T. Martin and I. E. Segal, eds, MIT Press, Cambridge, MA.
Nelson, E., 1973: The free Markoff field, J. Funct. Anal. 12, 211–227.
Neretin, Y. A., 1996: Category of Symmetries and Infinite-Dimensional Groups, Clarendon

Press, Oxford.
Osterwalder, K., Schrader, R., 1973: Axioms for euclidean Green’s functions I, Comm. Math.

Phys. 31, 83–112.
Osterwalder, K., Schrader, R., 1975: Axioms for euclidean Green’s functions II, Comm. Math.

Phys. 42, 281–305.
Pauli, W., 1927: Zur Quantenmechanik des magnetischen Elektrons, Z. Phys. 43, 601–623.
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Schwartz, L., 1966: Théorie des Distributions, Hermann, Paris.
Schweber, S. S., 1962: Introduction to Non-Relativistic Quantum Field Theory, Harper & Row,

New York.
Segal, I. E., 1953a: A non-commutative extension of abstract integration, Ann. Math. 57,

401–457.
Segal, I. E., 1953b: Correction to “A non-commutative extension of abstract integration”, Ann.

Math. 58, 595–596.
Segal, I. E., 1956: Tensor algebras over Hilbert spaces, II, Ann. Math. 63, 160–175.
Segal, I. E., 1959: Foundations of the theory of dynamical systems of infinitely many degrees

of freedom (I), Mat. Fys. Medd. Danske Vid. Soc. 31, 1–39.
Segal, I. E., 1963: Mathematical Problems of Relativistic Physics, Proceedings of summer sem-

inar on applied mathematics, Boulder, CO, 1960, AMS, Providence, RI.
Segal, I. E., 1964: Quantum fields and analysis in the solution manifolds of differential equa-

tions. In Analysis in Function Space, Proceedings of a conference on the theory and appli-
cations of analysis in function space, Dedham, MA, 1963, M.I.T. Press, Cambridge, MA.

Segal, I. E, 1970: Construction of non-linear local quantum processes, I, Ann. Math. 92, 462–
481.

Segal, I. E., 1978: The complex-wave representation of the free boson field, Suppl. Studies,
Adv. Math. 3, 321–344.

Shale, D., 1962: Linear symmetries of free boson fields, Trans. Amer. Math. Soc. 103, 149–
167.

Shale, D., Stinespring, W. F., 1964: States on the Clifford algebra, Ann. Math. 80, 365–381.
Simon, B., 1974: The P (φ)2 Euclidean (Quantum) Field Theory, Princeton University Press,

Princeton, NJ.
Simon, B., 1979: Trace Ideals and Their Applications, London Math. Soc. Lect. Notes Series

35, Cambridge University Press, Cambridge.
Simon, B., Høgh-Krohn, R., 1972: Hyper-contractive semi-groups and two dimensional self-

coupled Bose fields, J. Funct. Anal. 9, 121–180.
Skorokhod, A. V., 1974: Integration in Hilbert Space, Springer, Berlin.
Slawny, J., 1971: On factor representations and the C∗-algebra of canonical commutation

relations, Comm. Math. Phys. 24, 151–170.
Srednicki, M., 2007: Quantum Field Theory, Cambridge University Press, Cambridge.
Stratila, S., 1981: Modular Theory in Operator Algebras, Abacus Press, Tunbridge Wells.
Streater, R. F., Wightman, A. S., 1964: PCT, Spin and Statistics and All That, W. A. Ben-

jamin, New York.
Symanzik, K., 1965: Application of functional integrals to Euclidean quantum field theory. In

Mathematical Theory of Elementary Particles, W. T. Martin and I. E. Segal, eds, MIT
Press, Cambridge, MA.

Takesaki, M., 1979: Theory of Operator Algebras I, Springer, Berlin.
Takesaki, M., 2003: Theory of Operator Algebras II, Springer, Berlin.
Tao, T., 2006: Local and Global Analysis of Non-Linear Dispersive and Wave Equations, CMBS

Reg. Conf. Series in Mathematics 106, AMS, Providence, RI.
Tomonaga, S., 1946: On the effect of the field reactions on the interaction of mesotrons and

nuclear particles, I, Prog. Theor. Phys. 1, 83–91.
Trautman, A., 2006: Clifford algebras and their representations. In Encyclopedia of Mathemat-

ical Physics 1, Elsevier, Amsterdam, pp. 518–530.
van Daele, A., 1971: Quasi-equivalence of quasi-free states on the Weyl algebra, Comm. Math.

Phys. 21, 171–191.

https://www.cambridge.org/core/terms. https://www.cambridge.org/core/product/3F2652F5759A09E8165EE08E3F91CC35
Downloaded from https://www.cambridge.org/core. IP address: 18.191.223.123, on 21 Jul 2024 at 04:58:56, subject to the Cambridge Core terms of use, available at

https://www.cambridge.org/core/terms
https://www.cambridge.org/core/product/3F2652F5759A09E8165EE08E3F91CC35
https://www.cambridge.org/core


References 667

van Hove, L., 1952: Les difficultés de divergences pour un modèle particulier de champ quantifié,
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ess sup, 115

F (Fourier transform), 96
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GL(Y), 32
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H∞, 248
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Ht , 248
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Kπ , 288, 417
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M(R, ω), 156
M+ (Q), 115
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Mpc (Y), 251
Mpc

j (Y), 283
Mpj,af (Y), 286

N , 65
N π , 293, 421
nπ , 294, 421

O(Y), 13
O(R1 ,d ), 514
Oj (Y), 395
Op (Y), 353
O1 (Y), 351
Oj,af (Y), 396
o(Y), 13
o1 (Y), 351
op (Y), 353
oj,af (Y), 396
oj (Y), 395
Op, 198
Opct , 206
Opcv , 208
OpD ,x , 107
Opa ,a∗

, 227,
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Opa∗ ,a , 227, 346
Opx,∇x , 171
Opx,D , 107

Pv , 204
Pz , 216
Pair2d , 90
Pf(ζ), 91
P in(Y), 359
P in(Rq ,p ), 384
P inc (Y), 358
P in1 (Y), 360
P inc

1 (Y), 360
P in2 (Y), 364
P inc

j (Y), 406
P inj,af (Y), 413
Pola (Y# ), 79
Pols (Y# ), 79
Prn , 558
Prc , 558
Pra , 558
Prs , 558

Qπ , 320
Qπ

X , 316

Rq ,p , 374
Ran a, 9
res A, 39

S , 572
S(x, y), 528
S±, 507, 572
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SGL , 574
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SE , 508
SF , 507
SF , 507
SE ,β , 509
SPv , 507
S′(X ), 94
S(X ), 93
SL(Y), 32
sl(Y), 32
SO↑(R1 ,d ), 514
SOj (Y), 395
SOp (Y), 353
SO1 (Y), 351
SOj,af (Y), 396
Sp(Y), 14
Spj,af (Y), 271
Spj (Y), 271
sp(Y), 14
spj (Y), 271
spj,af (Y), 272
Span U , 8
Spancl (U), 37
spec A, 39
Spin(Y), 359
Spinc (Y), 358
Spin1 (Y), 360
Spinc

1 (Y), 360
Spin2 (Y), 364
Spinc

j (Y), 406
Spinj,af (Y), 413

T rw , 222
T FBI , 204
T cw , 217, 343, 344
T m od , 84
Texp(·), 571

U (exponential identification of Fock
spaces), 70

U (Z), 22
Um od , 82
Up erp , 465
Ucl , 36
UHF (2∞), 150

W π (y), 174
Wγ , l (z), 437
Wγ ,r (z), 437
Wf (y), 303

X an , 10
X ω⊥, 14
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xπ , 186

Y(O), 520, 530, 548, 553
YC, 24
YR, 24

Z, 18
Z∗, 19
Zch , 186

Γ(p), 65
Γm od

a (Z), 84
Γrw (a), 224
Γm od

s (Z), 84
Γa (Y), 67
Γs (Y), 67
δ(τ ), 93
Θ(σ), 61
Θa , 66
Θn

a , 66
Θs , 66
Θn

s , 66
θ(t) (Heaviside function), 499
θ (Hodge star operator), 86
Λ, 77
Ξdual , 85
ΞLiouv , 86
Ξ, 89
Ξ

rev
, 89

φl (y), 340
φπ (y), 180
φr (y), 340
φs (g), 614
Ψv , 204
ψπ ∗(y), 185
ψπ (y), 185
Ωc , 278, 402
Ωz , 216
�, 514
�(m2 ), 517
�(m2 , A), 517⊔
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∇, 44
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⊗a , 67
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https://www.cambridge.org/core/terms. https://www.cambridge.org/core/product/3F2652F5759A09E8165EE08E3F91CC35
Downloaded from https://www.cambridge.org/core. IP address: 18.191.223.123, on 21 Jul 2024 at 04:58:56, subject to the Cambridge Core terms of use, available at

https://www.cambridge.org/core/terms
https://www.cambridge.org/core/product/3F2652F5759A09E8165EE08E3F91CC35
https://www.cambridge.org/core


Subject index

adiabatic scattering operator, 574
adiabatic dynamics, 574
advanced Green’s function, 499, 507, 518
affiliated, 149
annihilation operators, 75
annihilator, 10
anomalies, 413
anomaly-free orthogonal group, 396
anomaly-free symplectic group, 271
anti-dual pair, 20
anti-Feynman Green’s function, 499, 507
anti-Hermitian form, 21
anti-holomorphic derivative, 94
anti-holomorphic polynomials, 83
anti-holomorphic subspace, 26
anti-intertwining, 316
anti-involution, 23
anti-orthochronous, 514
anti-self-adjoint operator, 13
anti-symmetric, 13, 41
anti-symmetric calculus, 159, 163
anti-unitary, 22
anti-Wick ordering, 226
anti-Wick quantization, 227, 346
anti-Wick symbol, 227, 346
Araki–Woods representation, 437
Araki–Wyss representation, 453
asymptotic fields, 657

Baker–Campbell formula, 214
Bargmann kernel, 169, 236
Bargmann representation, 238
Berezin calculus, 163
Berezin integral, 162
Bogoliubov automorphism, 191
Bogoliubov rotation, 179, 319
Bogoliubov transformation, 179, 406
Bogoliubov translation, 179
Bose gas, 441
bosonic Fock space, 67
bosonic Gaussian vector, 278
bosonic harmonic oscillator, 261
Brownian motion, 607

CAR algebra, 324, 331–333
CAR representation, 314

Cauchy hypersurface, 539
causal, 513
causally separated, 514
Cayley transform, 34
CCR representation, 174
characteristic functional of a measure,

122
charge 1 symmetry, 31
charge operator, 485
charge reversal, 375, 488
charged CAR representation, 318
charged CCR representation, 184, 185
charged dynamics, 484
charged field operators, 185, 319
charged symplectic dynamics, 485
charged symplectic space, 22
Clifford algebra, 325, 369
Clifford relations, 374
Clifford representation, 368
co-isotropic, 14
coherent representation, 303
coherent sector, 304
coherent state, 204
coherent states transformation, 204
commutant, 145
commutant theorem, 149
complete Kähler space, 29
complete lattice, 468
complete measure space, 113
complex-wave CCR representation, 217
complex-wave CAR representation, 342,

344
concrete C∗-algebra, 145
conditional expectation, 116, 150, 158
conjugate vector space, 18
conjugation in a complex vector space, 17
conjugation in a Kähler space, 30
conjugation in a symplectic space, 16
connected diagram, 562
conserved current, 541, 543, 550
convergence in measure, 117
covariance (of a measure), 124
covariance (of a quasi-free state), 424
covariant quantization, 208
creation operators, 75
cyclic set, 146
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cylinder function, 122
cylinder sets, 121

det-implementable, 361
det-implementing, 359
det-intertwining, 361
determinant, 88
Dirac equation, 504, 525, 527
Dirichlet form, 178
doubly Markovian map, 116
dressing operator, 309
dual pair, 10
Dyson time-ordered product, 571

equi-integrable family, 118
essentially self-adjoint, 51
Euclidean Green’s function, 501, 508
exponential law, 70
external legs, 563

factor, 148
factorial representation, 146
faithful representation, 145
faithful state, 147
FBI transform, 204
Feldman–Hajek theorem, 136
Fermi gas, 460
fermionic Gaussian vector, 402
fermionic harmonic oscillator, 354
Feynman Green’s function, 499
Feynman’s phase space 2-point function,

591
Feynman–Kac–Nelson kernel, 619
Fourier transform, 96
Fréchet differentiable, 45
Fredholm determinant, 44
Friedrichs diagram, 577
fundamental solution, 499, 507
future oriented, 513

Gâteaux differentiable, 44
Gaussian coherent vector, 209, 216
Gaussian FBI transform, 218
Gaussian integrals, 97
Gaussian integrals for complex variables, 97
Gaussian measure on a complex Hilbert

space, 137
Gaussian measure on a real Hilbert space,

133
Gaussian path space, 612, 614
Gelfand–Najmark–Segal theorem, 148
Gell-Mann–Low scattering operator, 574
generalized path space, 610
generating function, 260
Gibbs state, 433, 449

Glauber’s coherent vector, 210, 216
globally hyperbolic manifold, 540
GNS representation, 148
grading, 15
Green’s function, 499, 507
grounded Hilbert space, 62

Hermite polynomial, 223
Hermitian form, 21
higher-order estimates, 657
Hilbert–Schmidt operator, 43
Hodge star operator, 86
Hölder’s inequality, 115, 157
holomorphic derivative, 94
holomorphic polynomials, 83
holomorphic subspace, 26
hyper-contractive map, 116

implementable, 149, 283, 361
inextensible curve, 537
infinitesimally symplectic, 14
intertwiner, 146
irreducible algebra, 145
irreducible representation, 146
isotropic, 11

Jordan–Wigner representation, 321

Kähler anti-involution, 29
Kähler space, 29
Kaplansky density theorem, 149
Kato–Heinz theorem, 48
Klein–Gordon equation, 493, 495–497
KMS condition, 153
KMS state, 153
Kohn–Nirenberg quantization, 107

Lagrangian, 518, 527
Lagrangian subspace, 13
Lebesgue–Vitali theorem, 118
light-like vector, 513
linked cluster theorem, 569, 585
Liouville volume form, 86
Liouvillean, 152
local Hermitian semi-group, 49

Majorana subspace, 489
Markov path space, 610, 624
Matsubara coefficients, 503, 510
maximal accretive, 49
metaplectic group, 252
Minlos–Sazonov theorem, 128
modified Fock spaces, 84
modular conjugation, 153
modular operator, 153
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modular theory, 152
moments of a measure, 120
multi-degree, 559
multiple annihilation operators, 78
multiple creation operators, 78

Nelson’s analytic vectors theorem, 52
Nelson’s commutator theorem, 51
Nelson’s hyper-contractivity theorem, 226
Nelson’s invariant domain theorem, 51
net, 36
non-commutative probability space, 155
normal operator, 46
number operator, 65
number quadratic form, 294

orientation, 89
orthochronous, 514
oscillator space, 247

pairings, 90
parity operator, 65, 201, 202
parity reversal, 523
partial conjugation, 392
partial isometry, 53
past oriented, 513
Pauli matrices, 320
Pauli–Jordan commutator function, 499, 519
Perron–Frobenius theorem, 116
Pfaffian, 91
Pin group, 358, 360, 364
Poincaré group, 514
Poisson bracket, 240
polar decomposition, 53
polynomial CCR algebra, 189
positive energy quantization, 481, 483, 487,

488
positive symplectic transformation, 269
positivity improving map, 116
positivity preserving map, 116
pre-annihilator, 10
pre-measure, 113
probability measure, 112
pseudo-Euclidean space, 12
pseudo-Kähler space, 29
pseudo-quaternionic, 375, 532
pseudo-real, 375, 532
pseudo-Riemannian manifold, 539
pseudo-unitary space, 21
pullback of distributions, 93

quasi-free CCR representation, 424
quaternionic representation, 374
quaternionic spinor, 374
quaternions, 370

Racah time reversal, 491
Radon–Nikodym derivative, 120
real Hilbert space, 12
real-wave CAR representation, 329, 334,

340
real-wave CCR representation, 220, 221
reconstruction theorem, 611
regular CCR algebra, 193
regular CCR representation, 174
regular symplectic map, 241
regularized determinant, 44
restricted orthogonal group, 394
restricted symplectic group, 271
retarded Green’s function, 499, 507, 518
Riesz spectral projection, 45
right derivative, 81

scattering operator, 572
Schrödinger representation, 176
Schwartz kernel theorem, 99
Schwartz space, 93, 181
Schwinger term, 277, 400
second quantization, 68
Segal field operators, 180
semi-direct product, 33
separating subset, 146
Shale theorem, 274, 283
Shale–Stinespring theorem, 407, 418
sharp-time fields, 614
Slater determinant, 339
space-compact, 513
space-like vector, 513
spinor structure, 549
standard representation, 152
state, 147
Stokes theorem, 538
Stone–von Neumann CCR algebra, 190
Stone–von Neumann theorem, 104
Sucher’s formula, 575
super-algebra, 144
super-Fock space, 72
super-Hilbert space, 15
super-space, 15
symplectic form, 14
symplectic space, 14

tensor product of C∗-algebras, 151
tensor product of W ∗-algebras, 151
thermal Euclidean Green’s function, 502,

509
time orientation, 539
time reversal, 483
time-like vector, 513
time-zero fields, 611
Tomita–Takesaki theory, 152
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trace-class operator, 43
tracial state, 147
transpose of an operator, 10
Trotter’s product formula, 52
two-fold covering, 257

unitary space, 21

vacua of a CAR representation, 417
vacua of a CCR representation, 288
van Hove Hamiltonian, 306, 309
volume form, 85
von Neumann algebra, 148
von Neumann density theorem, 149

wave operators, 572
weak characteristic functional, 128
weak distribution, 127
weakly stable, 479
Weyl CCR algebra, 194
Weyl operator, 174
Weyl–Wigner quantization, 198
Weyl–Wigner symbol, 200
Wick quantization, 227, 346
Wick rotation, 502, 509
Wick symbol, 227
Wick theorem, 198, 223, 328
Wick’s time-ordered product, 590
Wigner time reversal, 490
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