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Abstract This paper is inspired by a class of infinite order differential operators arising in quantum
mechanics. They turned out to be an important tool in the investigation of evolution of superoscillations
with respect to quantum fields equations. Infinite order differential operators act naturally on spaces
of holomorphic functions or on hyperfunctions. Recently, infinite order differential operators have been
considered and characterized on the spaces of entire monogenic functions, i.e. functions that are in the
kernel of the Dirac operators. The focus of this paper is the characterization of infinite order differential
operators that act continuously on a different class of hyperholomorphic functions, called slice hyper-
holomorphic functions with values in a Clifford algebra or also slice monogenic functions. This function
theory has a very reach associated spectral theory and both the function theory and the operator theory
in this setting are subjected to intensive investigations. Here we introduce the concept of proximate order
and establish some fundamental properties of entire slice monogenic functions that are crucial for the
characterization of infinite order differential operators acting on entire slice monogenic functions.
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1. Introduction

Extensive research has been conducted on infinite order differential operators for a con-
siderable period of time. In recent years, their significance in examining the evolution
of superoscillations as initial data for the Schrödinger equation has emerged as a fun-
damental area of study. Superoscillatory functions arise in various fields of science and
technology. In quantum mechanics, they are the result of Aharonov’s weak values, as
outlined in [1, 7]. Investigating their time evolution as initial data for quantum field
equations represents a crucial problem in the domain of quantum mechanics. Further
details can be found in the monograph [5], as well as in [2–4, 6, 13, 14, 18, 19, 37].
Moreover, we point out that superoscillations have been studied not only in quantum

mechanics but also in various fields including optics, antenna theory and signal processing.
In particular, it is believed that they can be used to improve the resolution of imaging
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2 S. Pinton and P. Schlosser

and spectral analysis techniques, as they allow for obtaining detailed information about
structures at smaller scales than those allowed by conventional waves. Superoscillations
are still an active area of study, and there are still many open questions about their
nature and potential applications.
Investigating the evolution of superoscillatory functions under the time dependent

Schrödinger equation presents highly intricate problems. A natural functional analytic
framework for this purpose is the space of entire functions with specific growth conditions.
In fact, addressing the Cauchy problem for the Schrödinger equation with superoscillatory
initial data, we are naturally led to study infinite order differential operators.
In order to explain how infinite order differential operators appear in quantum mechan-

ics, it is enough to consider the simple case of the free particle for Schrödinger equation
with initial datum that is a superoscillatory function. Precisely, we consider the Cauchy
problem i∂ψ(x,t)∂t = −∂2ψ(x,t)

∂x2

ψ(x, 0) = Fn(x, a) :=
∑n
k=0

(
n
k

) (
1+a
2

)n−k ( 1−a
2

)k
ei(1−2k/n)x

(1.1)

for a ∈ R, a > 1, x ∈ R where Fn(x, a) is a superoscillatory function outcome of
Aharonov’s weak values. In [3], it has been shown that the solution ψn(x, t) can be
written as:

ψn(x, t) =
∞∑
m=0

(it)m

m!

d2m

dx2m
Fn(x, a)

for every x ∈ R and t ∈ R. To study the limit, as n → ∞ for ψn(x, t) entails the
investigation of persistence of superoscillation during the time evolution. The crucial fact
is to show the continuity of the operator

U

(
d

dx

)
:=

∞∑
m=0

(it)m

m!

d2m

dx2m

on a class of functions that contains Fn(x, a). In order to study the continuity properly,
we recall that we have to extend both the operator U

(
d
dx

)
and the function Fn(x, a) to

the complex setting replacing the real variable x by the complex variable z. The natural
settings for this problem are the spaces Ap, for p ≥ 1, i.e. the space of entire functions
with either order lower than p or order equal to p and finite type, i.e. it consists of
functions f for which there exist constants B,C > 0 such that

|f(z)| ≤ CeB|z|
p
. (1.2)

The convergence in these spaces is defined as follows. Let (fn)n∈N, f0 ∈ Ap. Then fn → f0
in Ap if there exists some B > 0 such that

lim
n→∞

sup
z∈C

∣∣∣(fn(z)− f0(z))e
−B|z|p

∣∣∣ = 0. (1.3)

https://doi.org/10.1017/S0013091524000373 Published online by Cambridge University Press

https://doi.org/10.1017/S0013091524000373


Characterization of continuous homomorphisms on entire slice monogenic functions 3

Proving the continuity of the infinite order differential operator U
(

d
dz

)
on A1 implies

that

lim
n→∞

U

(
d

dz

)
Fn(z, a) = U

(
d

dz

)
lim
n→∞

Fn(z, a).

Thus, we have limn→∞ ψn(z, t) = eiaz−ia
2t in A1. Taking the restriction to the real axis

for the complex variable z, we have limn→∞ ψn(x, t) = eiax−ia
2t uniformly on the compact

sets of R for the space variable.
More generally when we investigate the Schrödinger evolution of superoscillatory func-

tions under different potentials V, we reduce the problem to the identification of infinite
order differential operators of the type

U
(
t, z,

d

dz

)
:=

∞∑
m=0

un(t, z;V )
dn

dzn

where z is a complex variable, and where the coefficients un(t, z;V ) depend on the poten-
tial V and also on time t. The identification and the characterization of these type of
operators are crucial in quantum mechanics and from the mathematical point of view it
has given a new impulse to the theory of infinite order differential operators acting on
holomorphic functions, see [9, 12].
The function theory of the spaces Ap from above can also be treated in a much more

general framework where the constant order p is replaced by some function %(|z|) sat-
isfying certain properties. In the complex setting, these spaces of proximate order are
introduced in [39]. It was then generalized to several complex variables in [33]. The dif-
ferential operator representation of continuous homomorphisms between the spaces of
entire functions of given proximate order was only recently proven by T. Aoki and co-
authors in [10, 11]. In this paper, we will generalize these results for slice monogenic
functions acting on a Clifford algebra.
In this regard, there are two main theories of hyperholomorphic functions the mono-

genic and the slice monogenic function theory. It is important to mention that for these
two classes of hyperholomorphic functions we need to define different types of infinite
order differential operators involving suitable products of functions that preserve the
required notion of hyperholomorphicity. The investigation of infinite order differential
operators started in [8] and the characterization of continuous homomorphisms for entire
monogenic functions of given proximate order is studied in [27]. In the monogenic case,
entire monogenic functions have been considered by different authors in [28–31, 36, 38],
while entire slice hyperholomorphic functions are considered in [17].
In order to give the perspective of the two classes of hyperholomorphic functions,

referring to the notation introduced in the next section, we denote by Rn the Clifford
algebra with imaginary units ej, j = 1, . . . , n. We recall that (left) monogenic functions,
see [16, 35], are those functions f : U → Rn continuously differentiable on an open subset
U ⊆ Rn+1 such that

Df(x) = 0,
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where D is the Dirac operator defined by D = ∂x0 +
∑n
j=1 ej∂xj . For the case of slice

monogenic functions, there is not a unique way to define them, but there are different
ways to introduce them and the various definitions are not totally equivalent according to
the properties on the domains on which they are defined. Precisely, we have the following
possible definitions:

(i) Via the Fueter–Sce–Qian mapping theorem, see Definition 2.1.
(ii) Slice by slice, see [20].
(iii) As functions in the kernel of the global operator introduced in [26].
(iv) Via the Radon and dual Radon transform, see [25].

The most natural definition for applications to quaternionic and Clifford operators the-
ory, see [21–23], is the definition appearing in Fueter–Sce–Qian mapping theorem which
is well summarized in terms of extensions from holomorphic functions to hyperholomor-
phic ones. Let O(D) be the set of holomorphic functions on D ⊆ C and let ΩD ⊆ Rn+1

be the rotation of D around the real axis. The first Fueter–Sce–Qian map TFS1 applied
to O(D) generates the set SH(ΩD) of slice monogenic functions on ΩD (which turn out
to be intrinsic) and the second Fueter–Sce–Qian map TFS2 applied to SH(ΩD) generates
axially monogenic functions on ΩD. We denote this second class of functions by M(ΩD).
The extension procedure is illustrated in the diagram:

O(D)
TFS1−→ SH(ΩD)

TFS2=∆(n−1)/2
−→ M(ΩD),

where TFS2 = ∆(n−1)/2 and ∆ is the Laplace operator in dimension n +1. For
more details on this important extension procedure from complex to hypercomplex
analysis see the book [24], the references therein and the paper [32] for related
topics.
The plan of the paper. In § 2, we have some preliminary results on slice monogenic

functions. In § 3, we prove new results on some properties of slice monogenic functions
of proximate order. Section 4 is the heart of this paper and contains the characteriza-
tion representation of continuous homomorphisms on spaces of entire slice monogenic
functions.

2. Preliminary results on slice monogenic functions

In this section, we recall basic results on slice monogenic functions (see Chapter 2 in
[17]) and also introduce the notion of proximate order functions (see the book [33]). We
recall that Rn is the real Clifford algebra over n imaginary units e1, . . . , en, satisfying the
commutation relation

eiej = −ejei and e2i = −1, i 6= j ∈ {1, . . . , n}.

Any Clifford number a ∈ Rn can uniquely be written as

a = a0 + a1e1 + . . .+ anen + . . .+ a12...ne1e2...en =
∑

A
aAeA,
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where the last sum is over all ordered subsets A = {i1, . . . , ir} ⊆ {1, . . . , n} and the basis
elements are eA := ei1 . . . eir . Note that for A = ∅ we set e∅ := 1. The Euclidean norm
of a Clifford number a ∈ Rn is

|a|2 :=
∑

A
|aA|2.

Any element of the form

x = x0 + x = x0 +
n∑
`=1

x`e`

will be called paravector and we denote by Rn+1 the set of all paravectors. Note that no
ambiguity arises since we can identify any (n+1)-vector (x0, x1, . . . , xn) of real numbers
with x0 + e1x1 + . . .+ enxn. The conjugate of a paravector x is given by

x := x0 − x = x0 −
n∑
`=1

x`e`.

Recall that S is the sphere

S = {x = e1x1 + . . .+ enxn | x21 + . . .+ x2n = 1},

where every j ∈ S satisfies j2 = −1. Given an element x = x0 + x ∈ Rn+1 let us define

[x] := {y ∈ Rn+1 : y = x0 + j|x|, j ∈ S},

as the (n− 1)-dimensional sphere in Rn+1 centred in x0 ∈ R and with radius |x|. For any
j ∈ S, the vector space

Cj := {u+ jv : u, v ∈ R} = R+ jR

is an isomorphic copy of the complex numbers, passing through the real line in the
direction of the imaginary unit j. Finally, a subset U ⊆ Rn+1 is called axially symmetric,
if for every x ∈ U the whole (n− 1)-sphere [x] ⊆ U is contained in U.
Next we define the set of slice monogenic functions (also called slice hyperholomorphic

functions), acting on paravectors Rn+1 and having values in the full Clifford algebra Rn.

Definition 2.1 (Slice monogenic functions). Let U ⊆ Rn+1 be an axially sym-
metric open set and let U = {(u, v) ∈ R2 : u+ Sv ⊆ U}. A function f : U → Rn is called
left slice monogenic, if it is of the form

f(x) = f0(u, v) + jf1(u, v) x = u+ jv ∈ U, (2.1)

where the two functions f0, f1 : U → Rn satisfy the compatibility conditions

f0(u,−v) = f0(u, v) and f1(u,−v) = −f1(u, v), (2.2)
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as well as the Cauchy–Riemann equations

∂

∂u
f0(u, v) =

∂

∂v
f1(u, v) and

∂

∂v
f0(u, v) = − ∂

∂u
f1(u, v). (2.3)

The set of left slice monogenic functions will be denoted by SML(U).

Remark 2.2. Analogously, one can also define right slice monogenic functions by
simply replacing the decomposition (2.1) by

f(s) = f0(u, v) + f1(u, v)j x = u+ jv ∈ U.

However, for the rest of the paper, we will only consider left slice monogenic functions,
although all the results can also be written for right slice monogenic functions.

Definition 2.3. Let f ∈ SML(U). Then for any x ∈ U we define the left slice
derivative as

∂Sf(x) := lim
p→x, p∈Cj

(p− x)−1(f(p)− f(x)), (2.4)

where for non-real x the imaginary unit j ∈ S is chosen such that x ∈ Cj and for real x
one may choose j ∈ S arbitrary.

We remark that ∂Sf(x) is uniquely defined and independent of the choice of j ∈ S,
even if x is real. Moreover, we note that the slice derivative of f coincides with

∂Sf(x) = ∂x0f(x) = f ′j(x), (2.5)

where ∂x0f is the partial derivative with respect to x 0 and f ′j is the complex derivative
of the restriction fj = f |Cj .

Theorem 2.4. For a ∈ R, r> 0 let Br(a) = {x ∈ Rn+1 : |x − a| < r}. If f ∈
SML(Br(a)), then

f(x) =
∞∑
k=0

(x− a)k
1

k!
∂kx0f(a) x ∈ Br(a). (2.6)

We now recall the natural product of two functions that preserves slice monogenicity.

Definition 2.5. Let U ⊆ Rn+1 be open and axially symmetric. Then for any f, g ∈
SML(U) define their star product

f ?L g := f0g0 − f1g1 + j(f1g0 + f0g1),

with the functions f0, f1, g0, g1 from the decomposition ( 2.1).
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Lemma 2.6. Let f(x) =
∑∞
k=0 x

kak and g(x) =
∑∞
k=0 x

kbk be two left slice monogenic
power series. Then their star product is given by

(f ?L g)(x) =
∞∑
`=0

x`
∑̀
k=0

akb`−k. (2.7)

For x, s ∈ Rn+1 with x 6∈ [s], the Cauchy kernel for left slice monogenic functions is
given by

S−1L (s, x) := −(x2 − 2s0x+ |s|2)−1(x− s) = (s− x)(s2 − 2x0s+ |x|2)−1. (2.8)

With this kernel, there holds the following Clifford algebra version of the Cauchy integral
formula.

Theorem 2.7 (The Cauchy formula). Let U ⊂ Rn+1 be axially symmetric, open,
bounded and the boundary ∂(U∩Cj) be a finite union of continuously differentiable Jordan
curves. If we set dsj = −j ds for some j ∈ S, then for f which is left slice monogenic on
a neighbourhood of U , there holds

f(x) =
1

2π

∫
∂(U∩Cj)

S−1L (s, x) dsj f(s), x ∈ U. (2.9)

Moreover, the integral depend neither on U nor on the imaginary unit j ∈ S.

After the basic facts on slice monogenic functions, we introduce the notion of proximate
order functions which will then be used in § 3 to introduce function spaces of exponentially
bounded entire slice monogenic functions.

Definition 2.8 (Proximate order). A differentiable function % : [0,∞) → [0,∞) is
called proximate order function for the order ρ> 0, if it satisfies

(1) limr→∞ %(r) =: ρ > 0,
(2) limr→∞ %′(r)r ln(r) = 0.

It is also possible to define proximate order for the order ρ=0, but the upcoming results
do not hold in this case. Any proximate order function admits the following properties.
A proof can for example be found in [33, Proposition 1.19].

Lemma 2.9 (Properties of proximate orders). Let % be a proximate order
function. Then there exists some r0 > 0, such that

(i) r 7→ r%(r) is strictly increasing on [r0,∞),
(ii) lim

r→∞
r%(r) = ∞.
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Definition 2.10 (Normalized proximate order). A proximate order function %
is called normalized if

(i) r 7→ r%(r) is strictly increasing on (0,∞),
(ii) lim

r→0+
r%(r) = 0.

For a normalized proximate order function, it is then clear that r 7→ r%(r) maps (0,∞)
bijectively onto (0,∞) and we denote by

ϕ : (0,∞) → (0,∞) the inverse function of r 7→ r%(r). (2.10)

Moreover, we set the numbers

G0 = G%,0 := 1 and G` = G%,` :=
ϕ(`)`

(eρ)`/ρ
, ` ∈ N. (2.11)

Remark 2.11. Note that by Lemma 2.9 it is possible to construct for any given
proximate order function ρ a normalized proximate order function ρ̂ such that %(r) = %̂(r)
for every r ≥ r0 large enough. One possible choice is the function

%̂(r) :=

%(r0)− ρ
4 sin

(
4
%′(r0)
ρ (r0 − r)

)
, r ∈ [0, r0],

%(r), r ∈ [r0,∞).

Next, we recall some basic properties of proximate order functions that will be used in
the following. First we prove two inequalities of the mapping r 7→ r%(r). The first one (i)
can be found in [10, Lemma 2.3] and the second one (ii) in [10, Proposition 1.20].

Lemma 2.12. Let % be a normalized proximate order function. Then for any ε> 0
there exists a constant Cε ≥ 0, such that

(i) (r + s)%(r+s) ≤ 2ρ+ε
(
r%(r) + s%(s)

)
+ Cε, r, s > 0.

(ii) (sr)%(sr) ≤ (1 + ε)sρr%(r) + Cε, r, s > 0.

The next lemma can be found in [10, Lemma 2.4] and it is the submultiplicativity of
the numbers G` in (2.11).

Lemma 2.13. The sequence (G`)`∈N0 from ( 2.11) satisfies

G`Gk ≤ G`+k, `, k ∈ N0.

The following Lemma treats the limit behaviour of the function ϕ from Definition 2.10.
The upcoming results (i) and (ii) can be found in the proof of [33, Theorem 1.23], the
result (iii) in [33, Proposition 1.20] and (iv) in [10, Lemma 2.6].
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Lemma 2.14. Let % be a normalized proximate order function and ϕ from ( 2.10).
Then for every s> 0 and 0 < σ′ < σ there holds

(i) limt→∞
tϕ′(t)
ϕ(t) = 1

% ,

(ii) limt→∞
ϕ(st)
ϕ(t) = s

1
% ,

(iii) limr→∞
(sr)%(sr)

r%(r)
= sρ.

(iv) ∃t0 > 0 : ϕ(t)

ϕ(t′) ≤
e
σ t
t′

(eσ′%)1/%
, t, t′ ≥ t0.

3. Slice monogenic functions of proximate order

Let %(r) be a proximate order function for a positive order ρ> 0 according to
Definition 2.8. We will now introduce some function spaces of entire slice monogenic
functions in the spirit of [10, 33], which treat the similar problem for entire functions
of several complex variables. For constant proximate order functions %(r) = ρ and slice
monogenic functions in the quaternions, we also refer to the results in [17, Chapter 5].
In particular, we derive basic properties of these function spaces where most of them are
already known in the complex and the monogenic setting but which are new in the case
of slice monogenic functions. Moreover, we give an alternative and more detailed proof
of [33, Theorem 1.23] in Theorem 3.7.
For any σ> 0, we consider the Banach space

A%,σ :=
{
f ∈ SML(Rn+1) : ‖f‖%,σ := sup

x∈Rn+1
|f(x)| exp(−σ|x|%(|x|)) <∞

}
with the norm ‖ · ‖%,σ.

Remark 3.1. We observe that for any proximate function %(r) and any normalization
function %̂(r) according to Remark 2.11, the spaces A%,σ and A%̂,σ coincide with equivalent
norms, see [10, Page 8].

Lemma 3.2. If σ2 > σ1 > 0, then the inclusion map A%,σ1 ↪→ A%,σ2 is compact.

Proof. We will show that B := {f ∈ A%,σ1 : ‖f‖%,σ1 ≤ 1} is relatively compact in
A%,σ2 , i.e. any sequence (fk)k∈N ⊂ B has an accumulation point with respect to the norm
of A%,σ2 .
First we will prove that the sequence (fk)k∈N ⊂ B admits a subsequence which

converges in the uniform convergence topology of Rn+1. By the Arzelá–Ascoli theo-
rem, together with some standard diagonal sequence argument, it is sufficient to prove
that (fk)k∈N is equicontinuous and uniformly bounded on any compact convex subset
K ⊆ Rn+1. Let us now fix one of the compact convex subsets K. Since (fk)k∈N ⊂ B, the
sequence is uniformly bounded on K. Moreover, we have

|fk(x)− fk(y)| ≤ Ck|x− y|, x, y ∈ K
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where Ck = supx∈K |∇fk(x)| and ∇ is the usual gradient. We choose r large enough in a
such way that K ⊂ B(0, r). It is sufficient to prove that there exists a constant CK, only
depending on K, such that

|∂xifk(x)| ≤ CK , x ∈ K, k ∈ N, i = 0, . . . , n.

To prove this fact we need to differentiate the integral representation formula (2.9) for
fk. Let x ∈ K and j ∈ S be such that there exist u, v ∈ R with x = u+ jv. When i =0,
there exists a positive constant C ′K which depends only on K, such that

|∂x0fk(x)| =
∣∣∣ 1
2π

∫
∂(B(0,r)∩Cj)

∂x0S
−1
L (s, x) dsjfk(s)

∣∣∣
=

1

2π

∣∣∣ ∫
∂(B(0,r)∩Cj)

1

(s− x)2
dsjfk(s)

∣∣∣
≤ 1

2π

∫
∂(B(0,r)∩Cj)

1

|x− s|2
|dsj |M(r, fk)

≤ r
M(r, fk)

(r − |x|)2
≤ C ′K ,

where in the last line we used (fk)k∈N ⊂ B and dist(K, ∂B(0, r)) > 0. When i 6=0, using
the second form for S−1L (s, x) in (2.8), we observe that

∂xiS
−1
L (s, x) = (eis

2 − 2x0eis+ |x|2ei − 2xis+ 2xix̄)(s
2 − 2x0s+ |x|2)−2.

Thus, when x ∈ Cj ∩K and s ∈ Cj ∩∂B(0, r), there exists a positive constant C 2, which
depends only on K, such that

|∂xiS
−1
L (s, x)| ≤ C2

|s− x|2|s− x̄|2
.

By this inequality, there exists another positive constant C ′′K , which only depends on K,
such that

|∂xifk(x)| =
∣∣∣ 1
2π

∫
∂(B(0,r)∩Cj)

∂xi(S
−1
L (s, x)) dsjfk(s)

∣∣∣
≤ 1

2π

∫
∂(B(0,r)∩Cj)

|∂xiS
−1
L (s, x)| |dsj |M(r, fk)

≤ rC2
M(r, fk)

(r − |x|)4
≤ C ′′K .

In particular, choosing CK = max{C ′K , C ′′K}, for any x, y ∈ K and for any k ∈ N,
we have

|fk(x)− fk(y)| ≤
√
nCK |x− y|,
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i.e. (fk)k∈N is equicontinuous on K. Applying the Arzelá–Ascoli theorem and using some
standard diagonal sequence argument, there exists a subsequence which converges to
f ∈ SML(Rn+1) in the topology of the uniform convergence on compact subsets. Without
loss of generality, we call this subsequence again by (fk)k∈N.
In the second step, we prove that the sequence (fk)k∈N is a Cauchy sequence in A%,σ2 .

We fix δ > 0 and choose R> 0 large enough such that

exp((σ1 − σ2)|x|%(|x|)) ≤
δ

2
, for any |x| ≥ R.

Thus, since fk, f` ∈ B, we have

sup
|x|≥R

|fk(x)− f`(x)| exp(−σ2|x|%(|x|))

= sup
|x|≥R

|fk(x)− f`(x)| exp(−σ1|x|%(|x|)) exp((σ1 − σ2)|x|%(|x|))

≤ 2 · δ
2
= δ. (3.1)

Moreover, by the uniform convergence of the sequence (fk)k∈N on the compact subset

B(0, R) of Rn+1, there exists a positive integer N such that for any k, ` ≥ N we have

sup
|x|≤R

|fk(x)− f`(x)| exp(−σ2|x|%(|x|)) ≤ sup
|x|≤R

|fk(x)− f`(x)| ≤ δ. (3.2)

Thus, combining (3.1) and (3.2), we have proved that the sequence (fk)k∈N is a Cauchy
sequence in A%,σ2 . �

Definition 3.3. (The spaces A% and A%,σ+0). We define the space

A% := lim
→
σ>0

A%,σ

i.e. A% = ∪σ>0A%,σ and we say that a sequence (fk)k∈N ⊆ A% converges to f ∈ A% if there
exists some σ > 0 such that (fk)k∈N ⊆ A%,σ, f ∈ A%,σ and limk→+∞ ‖fk − f‖%,σ = 0.
For every σ ≥ 0, we also define the space

A%,σ+0 := lim
←
ε>0

A%,σ+ε,

i.e. A%,σ+0 := ∩ε>0A%,σ+ε and we say that a sequence (fk)k∈N ⊆ A%,σ+0 converges to
f ∈ A%,σ+0 if for any ε> 0 we have (fk)k∈N ⊆ A%,σ+ε, f ∈ A%,σ+ε and limk→+∞ ‖fk −
f‖%,σ+ε = 0. When σ=0, we denote A%,+0 := A%,0+0.
Note that A% is a (DFS)-space (see [ 15, Definition 2.2.1 and § 2.6]) and A%,σ+0 is a

(FS)-space. Both A% and A%,σ+0 are locally convex spaces.

Remark 3.4. Let % be a proximate order function and %̂ its normalization according
to Remark 2.11. Then the spaces A% and A%̂ coincide and share the same locally convex
topology. The same holds true for A%,σ+0 and A%̂,σ+0.
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12 S. Pinton and P. Schlosser

Definition 3.5. Let % be a proximate order function and f ∈ A%. Then we define the
type of f with respect to % as

inf{β > 0 : f ∈ A%,β}.

Next we prove a preparatory lemma for Theorem 3.7, which characterizes the order.

Lemma 3.6. Let % be a normalized proximate order function for the positive order ρ.
Let f(x) =

∑∞
`=0 x

`a` ∈ A%. Moreover, suppose that σ ≥ 0 which satisfies the property

1

ρ
ln(σ) ≥ lim sup

`→∞

(
1

`
ln |a`|+ ln(ϕ(`))

)
− 1

ρ
− ln(ρ)

ρ
,

where we interpret ln(0) = −∞ in the case σ=0. Then, for any τ ′ > σ, there exist
positive constants N and C such that

sup
`≥N

(
ln |a`|+ ` ln(r)

)
≤ τ ′r%(r) + C r > 0. (3.3)

Proof. Choose σ < σ′ < σ′′ < τ < τ ′ arbitrary. Then, by assumption, there exists
N1 ∈ N, such that

|a`|
1
` ϕ(`) ≤ (eρσ′)

1
ρ , ` ≥ N1.

Moreover, by the limit lim`→∞
ϕ( `
ρσ′′ )

ϕ(`) = ( 1
ρσ′′ )

1
ρ from Lemma 2.14 (ii), there exists some

N2 ≥ N1 such that
ϕ( `
σ′′ρ )

ϕ(`) ≤ ( 1
ρσ′ )

1
ρ and hence

|a`|
1
` ≤ (eρσ′)

1
ρ

ϕ(`)
≤ e

1
ρ

ϕ( `
σ′′ρ )

, ` ≥ N2. (3.4)

Next, by Lemma 2.14 (i), there exists some N ≥ N2 such that

−1 ≤
t

σ′′ρϕ
′( t
σ′′ρ )

ϕ( t
σ′′ρ )

− 1

ρ
≤ τ − σ′′

ρσ′′
, t ≥ N. (3.5)

We will now prove that there exists a positive constant C, which does not depend on r,
and r0 > 0, such that

sup
`≥N

(
ln |a`|+ ` ln(r)

)
≤ τr%(r) + C, r > r0. (3.6)
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Characterization of continuous homomorphisms on entire slice monogenic functions 13

Due to the estimate (3.4), we get

sup
`≥N

(
ln |a`|+ ` ln(r)

)
≤ sup

N3`≥N
`
(1
ρ
− ln

(
ϕ
( `

σ′′ρ

))
+ ln(r)

)
≤ sup

R3t≥N
t
(1
ρ
− ln

(
ϕ
( t

σ′′ρ

))
+ ln(r)

)
︸ ︷︷ ︸

=:µr(t)

. (3.7)

Let tmax(r) be the supremum of the points where the function µr(·) attains its maximum.
We observe that this point exists and it is finite since µr(t) is continuous and converges
to −∞ when t → ∞. First we prove that tmax(r) → +∞ when r → +∞. We observe
that

µ′r(t) =
1

ρ
− ln

(
ϕ
( t

σ′′ρ

))
+ ln(r)−

t
σ′′ρϕ

′( t
σ′′ρ )

ϕ( t
σ′′ρ )

.

We assume by contradiction that tmax(r) is bounded. Since µ
′
r(tmax(r)) ≤ 0, we have

ln
(
ϕ
( tmax(r)

σ′′ρ

))
≥ 1

ρ
+ ln(r)−

tmax(r)

σ′′ρ ϕ′( tmax(r)

σ′′ρ )

ϕ( tmax(r)

σ′′ρ )
. (3.8)

The previous inequality gives a contradiction since the left hand side is bounded for any
r > 0, instead the right hand side tends to +∞ when r → +∞.
Since we just have proven that tmax(r)

r→∞−→ ∞ there exists some r0 such that tmax(r) >
N for any r ≥ r0 and hence also µ′r(tmax(r)) = 0 has to be satisfied for any r ≥ r0. This
means that the inequality (3.8) becomes an equation, i.e.

ln

(
1

r
ϕ
( tmax(r)

σ′′ρ

))
=

1

ρ
−

tmax(r)

σ′′ρ ϕ′( tmax(r)

σ′′ρ )

ϕ( tmax(r)

σ′′ρ )
.

In view of Lemma 2.14 (i), we have

lim
r→∞

ln

(
1

r
ϕ
( tmax(r)

σ′′ρ

))
= 0.

Next we choose ε, η > 0 such that (1 + η)(1 + ε)ρτ ≤ τ ′. By the previous limit, we can
enlarge r0 > 0 such that

ϕ
( tmax(r)

σ′′ρ

)
≤ (1 + ε)r, r ≥ r0.

By applying the inverse function ϕ−1(r) = r%(r) to both sides of the this inequality and
by Lemma 2.12 (ii) with the above chosen η, we get

tmax(r) ≤ σ′′ρ((1 + ε)r)%((1+ε)r) ≤ σ′′ρ(1 + η)(1 + ε)ρr%(r) + σ′′ρCη. (3.9)
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14 S. Pinton and P. Schlosser

Moreover, rearranging the equation µ′r(tmax(r)) = 0 and using the second inequality
in (3.5), we have that

ln
(
ϕ
( tmax(r)

σ′′ρ

))
= ln(r) +

1

ρ
−

tmax(r)

σ′′ρ ϕ′( tmax(r)

σ′′ρ )

ϕ( tmax(r)

σ′′ρ )
≥ ln(r)− τ − σ′′

ρσ′′
. (3.10)

Using the inequalities (3.9) and (3.10) in (3.7), we obtain for every r ≥ r0

sup
`≥N

(
ln |a`|+ ` ln(r)

)
= µr(tmax(r))

= tmax(r)
(1
ρ
− ln

(
ϕ
( tmax(r)

σ′′ρ

))
+ ln(r)

)
≤ (σ′′ρ(1 + η)(1 + ε)ρr%(r) + σ′′ρCη)

(1
ρ
− ln(r) +

τ − σ′′

ρσ′′
+ ln(r)

)
≤ τ ′r%(r) + τ ′Cη. (3.11)

Since ln(r) is increasing we furthermore get the estimate

sup
`≥N

(
ln |a`|+ ` ln(r)

)
≤ sup
`≥N

(
ln |a`|+ ` ln(r0)

)
≤ τ ′r

%(r0)
0 + τ ′Cη, r ∈ (0, r0].

Hence, choosing C ′ = τ ′r
%(r0)
0 + τ ′Cη, we finally have

sup
`≥N

(
ln |a`|+ ` ln(r)

)
≤ τ ′r%(r) + C ′ r > 0. �

Next we prove the main theorem of this section, a characterization of functions in
the spaces A%,σ+0 with respect to the order, their growth condition and their Taylor
coefficients.

Theorem 3.7. Let % be a normalized proximate order function, σ ≥ 0 and f(x) =∑+∞
`=0 x

`a` ∈ SML(Rn+1). Then the following four statements are equivalent:

(1) f ∈ A%,σ+0;

(2) lim supr→+∞
sup|x|≤r ln(|f(x)|)

r%(r)
≤ σ;

(3) lim sup`→∞ |a`|
1
` ϕ(`) ≤ (eρσ)

1
ρ ;

(4) inf{β > 0 : f ∈ A%,β} ≤ σ.

Remark 3.8. Note that using the numbers (G`)`∈N0 from (2.11), one can alternatively
write (3) as

lim sup
`→∞

(|a`|G%,`)
ρ
` ≤ σ.
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Proof of Theorem 3.7 We start with (1) ⇒ (2). Since f ∈ A%,σ+0, there exists for
any ε> 0 a Dε > 0 such that

|f(x)| ≤ Dε exp((σ + ε)|x|%(|x|)) for all x ∈ Rn+1. (3.12)

Taking the logarithm on both sides of (3.12) we have

ln(|f(x)|) ≤ ln(Dε) + (σ + ε)|x|%(|x|).

Let r > 0 be arbitrary, this implies that

sup
|x|<r

ln(|f(x)|) ≤ ln(Dε) + (σ + ε)r%(r).

Since r%(r) → +∞ as r → +∞, we have

lim sup
r→+∞

sup|x|≤r ln(|f(x)|)
r%(r)

≤ σ + ε. (3.13)

Because inequality (3.13) holds to be true for any ε> 0, we get (2), i.e.

lim sup
r→+∞

sup|x|≤r ln(|f(x)|)
r%(r)

≤ σ.

For the implication (2) ⇒ (4), let τ > σ, which by the assumption (2) also means that

τ > lim supr→+∞
sup|x|≤r ln(|f(x)|)

r%(r)
. Then we can choose r0 > 0 such that for any |x| > r0

we have

|f(x)| ≤ exp(τ |x|%(|x|)).

Thus there exists a positive constant C such that |f(x)| ≤ C exp(τ |x|%(|x|)) for any
x ∈ Rn+1, i.e. f ∈ A%,τ . Since this is true for every τ > σ, this shows (4).
Now we prove (4) ⇒ (3). Assuming that (4) holds to be true, then for any ε> 0 there

exists β > 0, such that β < σ + ε and f ∈ A%,β . Then for any r > 0, we can estimate the
Taylor coefficients a` of f using the Cauchy integral formula

|a`| ≤
1

2π

∫ 2π

0

r−`−1r|f(rejθ)|dθ ≤ ‖f‖%,β exp(βr%(r))
r`

.

Using this inequality with the specific value r = ϕ( `
βρ ), i.e. the one r > 0 such that

r%(r) = `
βρ , gives

|a`| ≤
‖f‖%,β exp( `ρ )

ϕ( `
βρ )

`
.
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16 S. Pinton and P. Schlosser

Taking this inequality to the power 1
l and multiplying ϕ(l), it becomes

ϕ(`)|a`|
1
` ≤

‖f‖
1
`
%,βe

1
ρϕ(`)

ϕ( `
βρ )

.

Taking now the lim sup`→∞ and using the limit lim`→∞
ϕ(`)

ϕ( `
βρ

)
= (βρ)

1
ρ from Lemma 2.14

(ii), gives

lim sup
`→+∞

ϕ(`)|a`|
1
` ≤ (eβρ)

1
ρ .

However, since β ≤ σ + ε and ε> 0 is arbitrary, there also holds

lim sup
`→+∞

ϕ(`)|a`|
1
` ≤ (eρσ)

1
ρ ,

which is exactly (3).
For the last implication (3) ⇒ (1) let τ > σ and choose τ > τ ′ > σ. We want to show

that f ∈ A%,τ by estimating in a suitable way
∑+∞
`=0 |a`||x|`. In what follows we are going

to split the previous summation in three parts. We know that

lim sup
`→+∞

ln
(
ϕ(`)|a`|

1
`

)
≤ ln

(
(eσρ)

1
ρ
)
.

Thus by Lemma 3.6, there exist positive constants N and C such that

sup
`≥N

(
ln |a`|+ ` ln(r)

)
≤ τ ′r%(r) + C r > 0.

Moreover, let ρ1 > ρ and fix x ∈ Rn+1 with r := |x| ≥ r0 for some r0 > 0 large enough.
Then define mr := b2eτρ1rρ1c. As it is shown in (3.4) in such a way that for any ` ≥ mr

we have

|a`|
1
` ≤ (eρ1τ)

1
ρ1

ϕ(`)
≤ 2−1

ϕ( `
2eτρ1

)
≤ 2−1

ϕ(rρ1)
≤ 2−1

ϕ(r%(r))
=

2−1

r
, l ≥ mr. (3.14)

Hence we have

|f(x)| ≤
N−1∑
`=0

|a`||x|` +
mr∑
`=N

|a`||x|` +
+∞∑

`=mr+1

|an||x|`.

We want to estimate all the three terms of the previous summation. Since the number
of terms in the first summation is finite and it does not depend on |x|, there exists a
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Characterization of continuous homomorphisms on entire slice monogenic functions 17

positive constant C ′′ that depends only on N such that for any r > 0 we have

N−1∑
`=0

|a`||x|` ≤ C ′′ exp(τ ′|x|%(|x|)).

For the second summation, using (3.3), we get

mr∑
`=N

|a`||x|` ≤ mre
C exp(τ ′|x|%(|x|)).

For the third equation, we use (3.14) to obtain the estimate

+∞∑
`=mr+1

|a`||x|` ≤
∞∑
`=0

2−` = 2.

Summing up the three previous inequalities, there exists a positive constant C such that

|f(x)| ≤ C ′′ exp(τ ′|x|%(|x|)) +mrC
′′′ exp(τ ′|x|%(|x|)) + 2

≤ (C ′′ + CC ′′′ + 2) exp(τ |x|%(|x|)).

Here C > 0 was chosen independent of r large enough such that

mr exp
(
− (τ − τ ′)r%(r)

)
≤ C,

which is possible since mr = b2eτρ1rρ1c grows polynomially in r. Since this is true for
every |x| ≥ r0, this implies f ∈ A%,τ . �

The following proposition is a direct consequence of Theorem 3.7.

Proposition 3.9. Let % be a normalized proximate order function and f(x) =∑+∞
`=0 x

`a` ∈ SML(Rn+1). Then the following four statements are equivalent:

(1) f ∈ A%;

(2) lim supr→+∞
sup|x|≤r ln(|f(x)|)

r%(r)
<∞;

(3) lim sup`→∞ |a`|
1
` ϕ(`) <∞;

(4) inf{β > 0 : f ∈ A%,β} <∞.

In § 4, we will need some estimates on the norms of monomials, which will be provided
in the following lemma.

https://doi.org/10.1017/S0013091524000373 Published online by Cambridge University Press

https://doi.org/10.1017/S0013091524000373


18 S. Pinton and P. Schlosser

Lemma 3.10. Let % be a normalized proximate order function. Then for every 0 <
σ′ < σ, there exists a constant C(σ, σ′) such that

‖x`‖%,σ ≤ C(σ, σ′)
G`
σ′`/ρ

, ` ∈ N0. (3.15)

Proof. First of all, by Lemma 2.14, there exists some t0 ≥ 0, such that

ϕ(t)

ϕ(t′)
≤ e

σ t
t′

(eσ′ρ)1/ρ
, t, t′ ≥ t0. (3.16)

Let now r0 := ϕ(t0). Since limt→∞ ϕ(t) = ∞, there exists another constant t1 ≥ 0 such
that

ϕ(`) ≥ r0(eρσ
′)

1
ρ , ` ≥ t1. (3.17)

Let now ` ≥ t1. Then for every |x| ≥ r0 we set t := |x|%(|x|) and get

|x|`

G`
exp

(
− σ|x|%(|x|)

)
=

|x|`(eρ)
`
ρ

ϕ(`)`
exp

(
− σ|x|%(|x|)

)
=
ϕ(t)`(eρ)

`
ρ

ϕ(`)`
e−σt.

Since t = |x|%(|x|) ≥ r
%(r0)
0 = t0, we are allowed to use (3.16) and estimate this equation

by

|x|`

G`
exp

(
− σ|x|%(|x|)

)
≤ e`σ

t
` (eρ)

`
ρ

(eσ′ρ)
`
ρ

e−σt =
1

σ′
`
ρ

, |x| ≥ r0, ` ≥ t1. (3.18)

For |x| ≤ r0 on the other hand, we use (3.17) to get

|x|`

G`
exp

(
− σ|x|%(|x|)

)
≤ r`0
G`

=
r`0(eρ)

`
ρ

ϕ(`)`
≤ 1

σ′
`
ρ

, |x| ≤ r0, ` ≥ t1. (3.19)

Combining now (3.18) and (3.19) gives the estimate

‖x`‖%,σ = sup
x∈Rn+1

|x|` exp
(
− σ|x|%(|x|)

)
≤ G`

σ′
`
ρ

, ` ≥ t1.

Finally, choosing the constant

C(σ, σ′) := max

 max
0≤`≤t1

‖x`‖%,σσ′
`
ρ

G`
, 1

 ,

gives the stated estimate (3.15) for every ` ∈ N0. �
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Lemma 3.11. There exists a constant k depending only on ρ for which the following
statement holds: For any σ > 0, we can take C(σ) such that for any f ∈ A%̂,σ, and any
` ∈ N0, the inequality

1

`!
‖∂`x0f(x)‖%̂,kσ ≤ C(σ)‖f‖%̂,σ

(2kσ)`/ρ

G%̂,`
(3.20)

holds.

Proof. Let x ∈ Rn+1 and j ∈ S, u, v ∈ R such that x = u + jv. Then the Cauchy
estimates for the restriction f |Cj give for any s > 0

|∂`x0f(x)| ≤
`!

s`
max

|ξ|=s,ξ∈Cj
|f(x+ ξ)|

≤ `!

s`
‖f‖%,σ max

|ξ|=s,ξ∈Cj
exp

(
σ|x+ ξ|%(|x+ξ|)

)
≤ `!

s`
‖f‖%,σ exp

(
σ(|x|+ s)%(|x|+s)

)
≤ `!

s`
‖f‖%,σeσCε exp

(
2ρ+εσ

(
r%(r) + s%(s)

))
,

where in the last inequality we used Lemma 2.9 (i). Choosing now the special value
s = ϕ( `

2ρ+εσρ
), i.e. s%(s) = `

2ρ+εσρ
, we can further estimate

|∂`x0f(x)| ≤
`!

ϕ( `
2ρ+εσρ

)`
‖f‖%,σeσCε exp

(
2ρ+εσr%(r) +

`

ρ

)
, ` ∈ N0.

By Lemma 2.14 (ii), there exists some N ∈ N such that

ϕ(`)`

ϕ( `
2ρ+εσρ

)`
≤ 2

`
ρ (2ρ+εσρ)

`
ρ , ` ≥ N.

Hence we can choose a larger constant C 1 such that this inequality holds for all
` ∈ N0, i.e.

ϕ(`)`

ϕ( `
2ρ+εσρ

)`
≤ C1(2

ρ+1+εσρ)
`
ρ , ` ∈ N0.

This leads to the estimate

|∂`x0f(x)| ≤ C1
`!

ϕ(`)`
(
(2ρ+1+εeσρ)

1
ρ
)`‖f‖%,σeσCε exp (2ρ+εσr%(r))

= C1e
σCε

`!

G`
(2ρ+1+εσ)

`
ρ ‖f‖%,σ exp

(
2ρ+εσr%(r)

)
, ` ∈ N0.
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20 S. Pinton and P. Schlosser

This is exactly the stated inequality (3.20) for ` ≥ N . �

In view of the above stated properties, we can now prove the following crucial results.

Proposition 3.12. For an entire left slice monogenic function f(x) belonging to A%,σ+0

for σ ≥ 0, its Taylor expansion
∑∞
`=0 x

`a` converges to f(x) in the space A%,σ+0. In
particular, the set of Fueter polynomials is dense in A%,+0 and also dense in A%.

Proof. For the former statement, it suffices to show that

∞∑
`=0

‖x`a`‖%,σ+ε

is finite for any ε> 0. By Lemma 3.10, there exists a positive constant C 0 such that for
any ` ≥ 0 we have

‖x`‖%,σ+ε ≤ C0(σ + ε/2)−`/ρG%̂,`.

On the other hand, by Remark 3.8, there exists a positive constant C 1 such that for any
` ≥ 0 we have

|a`|G%̂,` ≤ C1(σ + ε/4)`/ρ.

Therefore, we have

∞∑
`=0

‖x`a`‖%,σ+ε ≤ C0C1

∞∑
`=0

(
σ + ε/4

σ + ε/2

)`/ρ
<∞.

For the latter statement in the case f ∈ A%,+0, it follows from the former one with σ=0
that

lim
`→+∞

∑
q≤`

xqaq = f(x)

in the space A%,+0. In the case f ∈ A%, there exists σ> 0 such that f ∈ A%,σ+0. Then
the same convergence holds in the space A%,σ+0 and therefore also in the space A%. �

Lemma 3.13. Let % be a proximate order function, σ, τ > 0, f ∈ A%,σ, g ∈ A%,τ .
Then f ?L g ∈ A%,σ+τ and

‖f ?L g‖%,σ+τ ≤ 2
n+4
2 ‖f‖%,σ‖g‖%,τ ,

where n is the number of imaginary units in the Clifford algebra Rn.
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Proof. Due to Definition 2.1, the function f ∈ SM(Rn+1) does admit the
decomposition

f(u+ jv) = f0(u, v) + jf1(u, v), u, v ∈ R, j ∈ S,

where for any arbitrary j ∈ S, the functions f0, f1 are given by

f0(u, v) =
f(u+ jv) + f(u− jv)

2
and

f1(u, v) = j
f(u− jv)− f(u+ jv)

2
,

for any u, v ∈ R. Hence, since f ∈ A%,σ, the functions f0, f1 admit the estimates

|f0(u, v)| ≤
|f(u+ jv)|+ |f(u− jv)|

2
≤ ‖f‖%,σ exp

(
σ(u2 + v2)

1
2ρ
(
(u2+v2)

1
2
))
,

|f1(u, v)| ≤
|f(u− jv)|+ |f(u+ jv)|

2
≤ ‖f‖%,σ exp

(
σ(u2 + v2)

1
2%
(
(u2+v2)

1
2
))
.

The same obviously holds true for the decomposition g(u+ jv) = g0(u, v)+ jg1(u, v), i.e.

|g0(u, v)| ≤ ‖g‖%,τ exp
(
τ(u2 + v2)

1
2%
(
(u2+v2)

1
2
))
,

|g1(u, v)| ≤ ‖g‖%,τ exp
(
τ(u2 + v2)

1
2%
(
(u2+v2)

1
2
))
.

Altogether, for every x ∈ Rn+1 with the decomposition x = u + jv, we then get for the
star product

|(f ? g)(x)|

=
∣∣∣f0(u, v)g0(u, v)− f1(u, v)g1(u, v) + j

(
f0(u, v)g1(u, v) + f1(u, v)g0(u, v)

)∣∣∣
≤ 42

n
2 ‖f‖%,σ‖g‖%,τ exp

(
σ(u2 + v2)

1
2%
(
(u2+v2)

1
2
))

×

× exp
(
τ(u2 + v2)

1
2%
(
(u2+v2)

1
2
))

= 2
n+4
2 ‖f‖%,σ‖g‖%,τ exp

(
(σ + τ)|x|%(|x|)

)
,

where x ∈ Rn+1 and the factor 2
n
2 in the second lines comes from the fact

that for two Clifford numbers a, b ∈ Rn the modulus of the product estimates as

|ab| ≤ 2
n
2 |a||b|. �

The results of this section will be used to characterize continuous homomorphisms
in terms of differential operators in the sense that will be specified in the next
section.
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4. Differential operators, representations of continuous homomorphisms

In this section, we study continuous homomorphism from A%1 and A%2 and those from
A%1,+0 and A%2,+0 where %i(r) (i = 1, 2) are two proximate orders functions for positive
orders ρi = limr→∞ %i(r) > 0, satisfying

r%1(r) = O(r%2(r)), as r → ∞. (4.1)

Definition 4.1. Let %i (i = 1, 2) be two proximate orders functions for orders ρi > 0
satisfying ( 4.1). We take normalization %̂1 of %1 as in Remark 2.11 and we define G%̂1,q
as in ( 2.11). We denote by D%1→%2 the set of all formal right linear differential operator
P of the form

P =
∑
`∈N0

u` ?L ∂
`
x0

where the sequence (u`(x))`∈N0 ⊂ A%2 satisfies

∀λ > 0, ∃σ > 0, ∃C > 0, ∀` ∈ N0, ‖u`‖%2,σ ≤ C
G%̂1,`

`!
λ`. (4.2)

We denote by D%1→%2,0 the set of all formal right linear differential operator P of the
form

P =
∑
`∈N0

u` ?L ∂
`
x0

where the sequence (u`(x))`∈N0 ⊂ A%2 satisfies

∀σ > 0, ∃λ > 0, ∃C > 0, ∀` ∈ N0, ‖u`‖%2,σ ≤ C
G%̂1,`

`!
λ`. (4.3)

Note that in the latter case, each u` belongs to A%2,+0.

For the following remark see also [10, Remark 4.4].

Remark 4.2. By adding ln(c)/ ln(r) for a constant c> 0 (with a suitable modification
near r =0) to a proximate order function %2(r) with order ρ2, we get a new proximate
order function %̃2(r) for the same order ρ2 satisfying

%̃2(r) = %2(r) + ln(c)/ ln(r)
for r > 1, that is,

r%̃2(r) = cr%2(r),

eventually. Then ‖ · ‖%̃2,σ and ‖ · ‖%2,cσ become equivalent norms for σ> 0, and the
spaces A%̃2 and A%̃2,+0 are homeomorphic to A%2 and A%2,+0 respectively. By taking c

https://doi.org/10.1017/S0013091524000373 Published online by Cambridge University Press

https://doi.org/10.1017/S0013091524000373


Characterization of continuous homomorphisms on entire slice monogenic functions 23

sufficiently large, we can take %̃2 as

%1(r) ≤ %̃2(r), for r ≥ r0

for a suitable r0, and we can choose normalizations %̂1 of %1 and %̂2 of %̃2 as
(i) %̂1(r) ≤ %̂2(r) for r ≥ 0.
Since a proximate order function and its normalization define equivalent norms, we

have
(ii) ‖ · ‖%̂2,σ and ‖ · ‖%2,cσ are equivalent for any c> 0,
(iii) D%1→%2 = D%̂1→%̂2 , D%1→%2,0 = D%̂1→%̂2,0.
Note further that Theorems 4.3 and 4.4 below are not affected by the replacement of

%1 and %2 by %̂1 and %̂2.

Theorem 4.3. Let %1, %2 be two proximate orders functions satisfying (4.1). Then
all continuous linear operators T : A%1 → A%2 are characterized by operators of
the form

T :=
∞∑
`=0

u` ?L
∂`

∂x`0
, (4.4)

with coefficients (u`)`∈N ⊆ SM(Rn+1) satisfying

∀ε > 0, ∃σ,C > 0 : ‖u`‖%2,σ ≤ C
G%1,`

`!
ε`, (4.5)

i.e. D%1→%2 is the set of all continuous operators from A%1 to A%2 .

Proof. Due to Remark 4.2, we may assume that %1(r) ≤ %2(r) for every r ≥ 0, which
implies A%1,σ ⊆ A%2,σ for every σ> 0 and

‖f‖%2,σ ≤ ‖f‖%1,σ, f ∈ A%1,σ.

Step 1. For the first implication, let T be an operator of the form (4.4) with
coefficients (u`)`∈N satisfying (4.5). Let ε> 0, then by (4.5) there exists σ,C > 0
such that

‖u`‖A%2,σ ≤ C
G%1,`

`!
ε`, ` ∈ N.

Moreover, for f ∈ A%1 one has f ∈ A%1,τ for some τ > 0 and we can estimate

‖Tf‖
%2,σ+2ρ1+1τ

≤
∞∑
`=0

‖u` ?L ∂`x0f‖%2,σ+2ρ1+1τ

≤ 4
∞∑
`=0

‖u`‖%2,σ‖∂
`
x0
f‖

%2,2
ρ1+1τ
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≤ 4C
∞∑
`=0

G%1,`

`!
ε`‖∂`x0f‖%1,2ρ1+1τ

≤ 4C
∞∑
`=0

G%1,`

`!
ε`C(τ)

`!(2ρ1+2τ)
`
ρ1

G%1,`
‖f‖%1,τ

= 4CC(τ)‖f‖%1,τ
∞∑
`=0

(
ε(2ρ1+2τ)

1
%1
)`
.

Choosing ε < (2ρ1+2τ)
− 1
%1 , the right hand side is finite and we showed that T is bounded

as an operator from A%1,τ to A
%2,σ+2ρ1+1τ

. Since f was arbitrary, this also proves the

continuity of T as an operator from A%1 to A%2 according to the Definition 3.3.
Step 2. For the second implication, let T : A%1 → A%2 be an everywhere defined

continuous operator. Then, thanks to the theory of locally convex spaces, there exists for
every τ > 0 some τ ′ > 0, such that

‖Tf‖%2,τ ′ ≤ Cτ‖f‖%1,τ , f ∈ A%1,τ , (4.6)

(see [34, Chapter 4, Part 1, 5, Corollary 1]). Let us now define the functions

u`(x) :=
1

`!

∑̀
k=0

(
`

k

)
T (xk) ?L (−x)`−k. (4.7)

For any ε> 0 choose τ0 := ( 2ε )
ρ1 and any τ > τ0. Then the functions u` admit the

estimate

‖u`‖%2,τ ′+τ ≤ 1

`!

∑̀
k=0

(
`

k

)
‖T (xk) ?L (−x)`−k‖

%2,2
ρ1+1(τ ′+τ)

≤ 2
`+4
2

`!

∑̀
k=0

(
`

k

)
‖T (xk)‖%2,τ ′‖x

`−k‖%2,τ

≤ C(τ)2
`+4
2

`!

∑̀
k=0

(
`

k

)
‖xk‖%1,τ‖x

`−k‖%1,τ

≤ C(τ)C(τ, τ0)2
`+4
2

`!τ
`
ρ1
0

∑̀
k=0

(
`

k

)
GkG`−k

≤ C(τ)C(τ, τ1)2
`+4
2 G`

n!τ
`
ρ1
0

2` =
C(τ)C(τ, τ1)2

`+4
2 G`

`!
ε`.
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This estimate shows that the functions u` satisfy the assumptions (4.5). Next consider a

function f(x) =
M∑
m=0

xmam be a polynomial. Then

∞∑
`=0

u`(x) ?L ∂
`
x0
f(x) =

∞∑
`=0

∞∑
m=0

u`(x) ?L ∂
`
x0
xmam

=
∞∑
`=0

∞∑
m=`

1

`!

∑̀
k=0

(
`

k

)
m!

(m− `)!
T (xk) ?L (−x)`−k ?L xm−`am

=
∞∑
`=0

∞∑
m=`

∑̀
k=0

(−1)`−k
(
n

k

)(
m

`

)
T (xk) ?L x

m−kam

=
∞∑
m=0

m∑
k=0

m−k∑
`=0

(−1)`
(
m− k

`

)(
m

k

)
T (xk) ?L x

m−kam

=
∞∑
m=0

m∑
k=0

δm−k,0

(
m

k

)
T (xk) ?L x

m−kam

=
∞∑
m=0

T (xm)am = T

( ∞∑
m=0

xmam

)
= Pf(x). (4.8)

Since the polynomials are dense by Lemma 3.12 and the operator T is continuous, the
same result holds for any function f ∈ A%1 . �

Theorem 4.4. Let %1, %2 be two proximate order functions satisfying ( 4.1). Then all
continuous linear operators T : A%1,+0 → A%2,+0 are characterized by operators of the
form

T :=
∞∑
`=0

u` ?L
∂`

∂x`0
, (4.9)

with coefficients (u`)`∈N ⊆ SM(Rn+1) satisfying

∀σ > 0, ∃ε, C > 0 : ‖u`‖%2,σ ≤ C
G%1,`

`!
ε`, (4.10)

i.e. D%1→%2,0 is the set of all continuous operators from A%1,+0 to A%2,+0.

Proof. Due to Remark 4.2, we may assume that %1(r) ≤ %2(r) for every r ≥ 0, which
implies A%1,σ ⊆ A%2,σ for every σ> 0 and

‖f‖%2,σ ≤ ‖f‖%1,σ, f ∈ A%1,τ .

We proceed in two steps.
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Step 1. For the first implication let T be an operator of the form (4.9) with coefficients
(u`)`∈N satisfying (4.10). Let σ> 0. Then with the coefficients ε, C > 0 from (4.10) we
choose 0 < τ < 1

2ρ1+2ερ1
. Then we obtain the estimate

∑
`∈N0

‖u` ?L ∂`x0f‖%2,σ+2ρ1+1τ
≤ 2

n+4
2
∑
`∈N0

‖u`‖%2,σ‖∂
`
x0
f‖

%2,2
ρ1+1τ

≤ 2
n+4
2 C(η, σ, τ)

∑
`∈N0

‖u`‖%2,σ‖∂
`
x0
f‖

%1,2
ρ1+1τ

≤ C ′(η, σ, τ)
∑
`∈N0

G%1,`

`
!ε`‖f‖%1,τ

`!

Gρ1,`
(2ρ1+2τ)

`
ρ1

= C ′(η, σ, τ)‖f‖%1,τ
∑
`∈N0

ε`(2ρ1+2τ)
l
ρ1 ,

for f ∈ A%1,τ . Note that the last sum is finite due to the choice of τ . This implies that
P : A%1,+0 → A%2,+0 is a continuous operator.
Step 2. For the second implication let P : A%1,+0 → A%2,+0 be a continuous operator.

Then for every ε> 0 there exist τ > 0 and C(ε) > 0, such that P : A%1,τ → A%2,ε is
continuous with

‖Pf‖%2,ε ≤ C(ε)‖f‖%1,τ , f ∈ A%1,τ , (4.11)

(see [34, Chapter 4, Part 1, 5, Corollary 1]). Defining the functions u` as in (4.7), they
admit the estimate

‖u`‖%2,σ ≤ 2
n+4
2
∑
k≤`

‖x`−k‖%2,σ/2‖P (x
k)‖%2,σ/2

(`− k)!k!

≤
∑
k≤`

‖x`−k‖%1,σ/2C(τ1)‖x
k‖%1,τ1

(`− k)!k!

≤
∑
k≤`

C(τ0, σ
′/2)τ

−(`−k)/ρ1
0 G%1,`−kC(τ1)C(τ0, τ1)τ

−k/ρ1
0 G%1,k

(`− k)!k!

≤ C(τ1)C(τ0, σ/2)C(τ0, τ1)
∑
k≤`

(
`

k

)
G%1,`

`!
τ
−`/ρ1
0

= C(τ1)C(τ0, σ/2)C(τ0, τ1)
G%1,`

`!
2`τ
−`/ρ1
0 .

(4.12)

Here we used Lemma 3.13 at the first inequality, (4.11) at the second with ε = σ/2,
Lemma 3.10 twice with 0 < τ0 < σ/2 and 0 < τ0 < τ1 at the third and Lemma 2.13 at
the fourth. Therefore, by defining

λ := 2τ
−1/ρ1
0 ,
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we have

‖u`‖%2,σ ≤ C ′
G%1,`

`!
λ`

for any `. Since σ> 0 can be chosen arbitrarily, the functions u` satisfy all the conditions
in (4.10). Moreover, the operator P admits the representation

P =
∞∑
`=0

u` ?L ∂
`
x0

in the same way as in (4.8) for polynomials. Since the polynomials are dense due to
Lemma 3.12 and the operator T is continuous, the same result holds for any function
f ∈ A%1,+0. Thus P ∈ D%1→%2,0. �
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