NOTE ON THE STRONG SUMMABILITY OF SERIES

by J. M. HYSLOP
(Received 16th February, 1949)

® :
1. Definitions and Preliminary Remarks. Given the series X a,, the n-th Cesiro sum
n=0
of order k is defined by the relation
n
4P = 2 B a,,

v=0

where Eﬁ,") is the binomial coefficient (k ;n> . Let Cﬂ‘)=Aﬁ°)/E§."). Then Za, is said to

be summable (C'; k) to the sum s if, as n >, Cg“)—»s. The series is said to be absolutely
o0

summable (C'; k), or summable | C'; k|, if X | Of,k) —C;,klll is convergent. The series is said
n=0

to be strongly summable (C'; k) with index p, or summable [C'; k, p], to the sum s if
2 |0 _g[p=o(n).
v=0

It is assumed that k and p are positive.

In this note a consistency theorem and necessary and sufficient conditions for summability
[C; E, p] are obtained. It is also shown that [C'; k, p], p=1 implies (C'; A), for some A, and
that, whereas | C'; k| implies [C ; %, p], p<(1, this is not true for p>>1. Properties of strong
summability have already been obtained by various writers, for example by Kuttner* in the
case k=1 and by Winnt in the case p=1, but [C; £, p], for general k and p does not seem to
have been considered hitherto in detail. -

In the proofs of the theorems the following relations, all of which are well known, will be

required.
AE Z Z ELDAD 50, e, (1)
v=0
EE O5), oo (2)
—n{CE O 3 =k{CF —CE DY, oo 3)
REEHOGER) _ T gD p®® 5o @)
v=0

where a'® = oW :,’“2 1

2. Summability [C; k, p]. That [C; 1, p] implies [C; 1, p —8], 0<<S<p, is well known,
and Theorem 1 below is merely a formal extension of this result.

THEOREM 1. A series which is summable [C ; k, p] is also summable [C ; k, p — 8] for every
8 such that 0<<3 << p.

By Holder’s inequality
3 IC.(,k—l)—slp_a<{Zn' lCﬁk—l)_;slp}(p—a)/p{g 1}”“’
v=0 v=0 v=0

* B. Kuttner, Journal London Math. Soc., 21 (1946), 118-122.
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STRONG SUMMABILITY OF SERIES ’ 17

where %+%&=1 and A=p/(p-38). Thus

z [ O~ _ 51778 = ¢ {n(2-0)I2} . O (nVIk) =0 (n).
v=0
It has been shown by Winn* that [C'; k, 1] implies (C'; k), whence, by Theorem 1, it

follows that, for p =1, [C; k, p] implies (C'; k). This result is not truet when p<<1. The
congsistency theorem for Cesaro summability shows that [C'; 1, 1] implies (C'; 1 +8), for §>0.

On the other hand, Kuttner} has shown that [C; 1, p] implies <O ; % +8> , for >0, and that
5 cannot be replaced by zero. For [C ; %, p] we have the following theorem.

TerEorREM 2. If kp>1, p>1, and if Za, is summable [C; k, p] then Za, is summable
(C’; k +1—1) +8- 1> , for any positive' 8.

We may suppose, without loss of generality that the sum of the series Za, is zero. If
A>0 we have

13 -
clr-n _ ATV 1 s ey e
v FEFA-D T gD 2, Troe Se
__ 1 5 pa-npe-aE-
D 2 e e u
By Hoélder’s inequality,

Tt A 1 v b Yp[ » 1) (=10 |17
Keraly 1’|<E———(M_D{ z | C “11'} [I‘Z‘O{Eﬁ"_,}’EL ”}”] ;
v H= =

where l+—1—,=1,p>1. Thus
pp

L v 1/p’
0$k+A—1)=O[Vp+1 k A{Z (V—;L+1)p’("_l)(,u,+1)1"(k"1)} p]
p=0

b

1 1
i1k atk-24—
=0 {VZ’ v » }

if p’(A-1)> -1, p’(k-1)> -1. Hence if A>1 —%:%, k>1—1), p>1, we have
oy
which proves the theorem.
We now obtain necessary and sufficient conditions for strong summability.

THEOREM 3. Necessary and sufficient conditions for a series to be summable [C ; k, p], p=>1
are that it be summable (C ; k) and that

éb’o | c® _o®, |?=0(n).

Suppose that the sum of the given series is zero.

* C. E. Winn, Math. Zeitschrift, 37 (1933), 481-492.
1 It has been shown that, given any 7-matrix, there is a series summable [C; 1, p], p <1, but not
summable (7). See B. Kuttner, loc. cit.

{ B. Kuttner, loc. cit.
B G.M.A.
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18 J. M. HYSLOP

If the series is summable [C ; k, p], p=1, it is summable (C, k). From relation (3) and
Minkowski’s inequality, we have, if p>>1,
[3r100-00,07] <[ 5 (0®17] " [ ct0)]”
=0 »=0 »=0

By hypothesis, the second term on the right is o(n™?). Also O =o(1), since the series is

summable (C'; k) to the sum zero. Thus the first term on the right is also o(n'?). Hence,
when p>1,
n
22100 -cP, |7 =0(n).
v=0
Ifp=1,

%0V| 0P —o®, | <k %0 | 0P| +k %0 | 0% =o(n).
The two conditions are therefore necessary. To prove sufficiency write (3) in the form
KOS ™0 =kOP +n {OF - 01},
When p>1, Minkowski’s inequality gives
{ éo | KO0 ”} 1/p<{ é‘o | kP | ”}Up + [%@ P08 -0, | ”]w.

The second term is o(n'?) by hypothesis, and so also is the first, since C¥ =0(1). When
p =1, the proof, as in the case of necessity, is obvious.

This theorem at once suggests a definition corresponding to summability [C; 0, p].
The series Za, may be said to be strongly convergent with index p, if it is convergent and

i 3P | @,|?=0(n). Strong convergence with index unity may conveniently be called strong
co;l:r(:argence. Examples of strongly convergent series are easy to construct. All convergent
series whose n-th terms are o (%) are clearly strongly convergent. It will be noted that the
condition vfov | @, | =0(n) does not itself imply convergence, since it is satisfied in the case

a,=(vlog )7, v>>2. It is obvious that absolute convergence implies strong convergence.

We shall now show that strong convergence with index p, p>1, implies summability
[C; E, p] for any positive k. This is included in a wider consistency theorem (Theorem 4
below), which is based on certain lemmas. The first of these is very general in scope.

Lemma 1. If * p>1, f(2) =0, K (x, y) >0 and K (x, y) is homogeneous of degree —1, and if

0
J Kz, )z Y dx =),
0
then
. 0 f 0 ‘.p 0
[[av{[ K@ wi@a) <r[ g@y e
0 o f 0
Lemma 2. If f(x) =0, f(x) =0 for a>n, if k=0, §>0, p>1, then
81 _k
rdy { "= 2 o e ’"gxr{ (@)} d,
0 0 ykte J 0
where K iz independent of n.
* See Hardy, Littlewood and Pélya, Inequalities (Cambridge University Press, 1934), 229.
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In Lemma 1, take
3—-1 %k
—x)
Ky -T2, @<y,
=0, (@>y).
Then K (x, y) is homogeneous of degree —1, and
1
" ) re) rk+1-3)
J K, 1)a "7 dy =I (1—2)° 1" 1P gg = 11" =2,
0 0 r(k+1+8 _E))

say. Thus
j dy { J' (y-2)""ab dx}”</\rf:{ F(@))? dz

8
ylc+

RGN
0
from which the result follows.

Levma 3. If «,=0, k=0, 0<6<1, p>1,
n—1 (v—1 8—1 k » n
2{2(”"'1“”) poo »
ZoluZo e ) <K Z s
where K is independent of N.

In Lemma 2 let

f(@) =e,, p<x<p+1, w=0,1,...n-1.
u+1 n
Then : J {f(x)}?dx = {’0 i {flx }de<“20<x ,
» n—1 5—1 k
and jo y{ (y_;z“_x #(@) dx} - Oj { 0% () dx}r

—1
2 m}_m J (v 41 -2’1k f(w )dx}

n21 1 (3 - }p
- 0(v+1)”<"+“) L k=0 ”J.u (vil-2)""2 dej

n-1 -1 & o
Y rlow } :
>v=0 [u=0 (v +1)k+2 %
n
LemMma 4. If * 0,>0, 2 «,=o0(n) then, for A> -1,
v=0 n
© 2 v, =0 (nM).
v=0
The main consistency theorem may be stated as follows :
TaEOREM 4. If Za, is summable [C ; k, pl, k=0, p=1, then it is summable [C'; k+3, q]
for any 6>0 and any g<p.
The case k>0, p =1 has been proved by Winn.*
By Theorem 1 it is sufficient to show that the hypothesis implies summability
[C; k+38, p], and there is no loss in generality in assuming that 0<8<1.
By hypothesis and Theorem 3 the series is summable (C'; k) and therefore summable
(C; k+8). Hence to prove the theorem it is sufficient to show that

n
§O{V|a5’”+5>1}1’=o(n).

* C. E. Winn, loc. cit.
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20 J. M. HYSLOP
When k=0, p=1 we have, from (4),

n n 1 v
Zvla)|< 2 m 2 B p|a,
v=0 v=04y u=Q

by Lemma 4.
Assuming now that £>0, p>>1 we have, from (4),

v—1
vEETD | a9 < z EZPED u| o | +EP v ||,
ye

and, since (@ +b)? < 2%(a® +b°), =0, b0, we have

E:(ak) v l af,k) }11

j 1 v—1 _ "p
{v]aF P <2? [Eiﬂs)“f Eﬁiul)Eik)ﬂlaﬁk)ff +27 7+

0

-1 -1 {v—-1 A S 4 -1
Thus 2 {VIaS"+‘”l}”=0[n2 {E'Q‘u%siﬂlaik)l} ]+0[n2 {Vlafk)[}p]'
v=0 v=0 ‘u=0 (v+1) v=0

The second term is o(n) and, by Lemma 3, the first is

o[vf {v]a® |'}v]=o(n).
=0

The theorem is therefore proved.

3. Relationship between | C; k| and [C; k, p]. It is easy to see that | C'; k| implies
[C; Ek, 1] and therefore, by Theorem 1, that it implies [C'; k, p] for 0<<p<<l. Any series
which is summable | C ; k| is summable (C'; %), and, if it is also to be summable [C; &, p],
for p>1, we must have, by Theorem 3,

5 W a® P =o(n).
v=0

Write o, =| a®|. Now it is possible to find a convergent series of positive terms Zu, which
is such that, for p>1,
n
2 (v )P0 (n).
=0

14

For example, if
o, =e~#, when v is of the form [e¢”],
=0, all other v,

it is not difficult to show that, for any »>0,

%yéﬁo (vozv)1+"—>oo s
as n—>0 through values of the form [e*™]. It follows that, when p>1, | C'; k| does not imply
[C; k, p]
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