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Misclassification and Bias in Predictions of Individual Ethnicity
from Administrative Records
LISA P. ARGYLE Brigham Young University, United States

MICHAEL BARBER Brigham Young University, United States

We show that a common method of predicting individuals’ race in administrative records,
Bayesian Improved Surname Geocoding (BISG), produces misclassification errors that are
strongly correlated with demographic and socioeconomic factors. In addition to the high error

rates for some racial subgroups, the misclassification rates are correlated with the political and economic
characteristics of a voter’s neighborhood. Racial and ethnic minorities who live in wealthy, highly
educated, and politically active areas are most likely to be misclassified as white by BISG. Inferences
about the relationship between sociodemographic factors and political outcomes, like voting, are likely to
be biased in models using BISG to infer race. We develop an improved method in which the BISG
estimates are incorporated into a machine learning model that accounts for class imbalance and
incorporates individual and neighborhood characteristics. Our model decreases the misclassification
rates among non-white individuals, in some cases by as much as 50%.

INTRODUCTION

I n recent years, scholars have developed methods
for predicting the ethnicity of individuals using
their surname and geographic information

(Elliott et al. 2009; Hofstra and de Schipper 2018; Imai
and Khanna 2016). At their core, all of these methods
use Bayes’ theorem to generate a probability that a
person belongs to a particular race using the individ-
ual’s surname and geographic location. These proba-
bilities are estimated from information from the
U.S. Census Bureau that indicates the relative fre-
quency of surnames among different racial groups
and the racial composition of neighborhoods. These
Bayesian Improved Surname Geocoding (BISG)
methods have been applied in a variety of different
substantive areas where information about a person’s
race would be valuable and informative. For example,
the Imai and Khanna (2016) method of predicting an
individual’s ethnicity from information contained in
voter registration files has become widely used in the
few years since its introduction. Scholars have used this
method to compare across racial groups’ political
behavior (Enos, Kaufman, and Sands 2019; Fraga 2018;
Grinberg et al. 2019; Grumbach and Sahn 2020), lending
in housing and auto markets (Baines and Courchane
2014; Thomas 2017), criminal justice (Edwards, Esposito,
and Lee 2018; Edwards, Lee, and Esposito 2019), health
and medical outcomes (Adjaye-Gbewonyo et al. 2014;
Nguyen et al. 2019), and policymaking (Einstein, Glick,

and Palmer 2019; Henninger, Meredith, and Morse
2018). Moreover, the method has been used in a
variety of nonacademic situations such as election
forecasting and state and federal lawsuits.1

Given the limited information available to the BISG
model, many of the predictions of voters’ ethnicities
will be incorrect, something that previous research has
noted (e.g., Elliott et al. [2009], Imai and Khanna
[2016], and Voicu [2018], who extends these models
to include first names in addition to surnames).

In this research note, we bring to light and quantify
an important and previously unidentified problem with
these racial classification models. While many other
studies have shown the overall misclassification rates
by race (Adjaye-Gbewonyo et al. 2014; Baines and
Courchane 2014; Elliott et al. 2009; Fiscella and
Fremont 2006; Martino et al. 2013), none have identified
the correlation between misclassification and political
and socioeconomic factors.2 For example, among Blacks,
the rate of misclassification is highly correlated with the
income and socioeconomic status (SES) of the individ-
ual’s census tract. Thus, Black individuals in wealthy
neighborhoods are more likely to be misclassified by
the model than are Black people in lower income neigh-
borhoods. Insofar as income is correlatedwith factors that
a researcher may be studying—such as political prefer-
ences, economic behavior, or health outcomes—any
comparisons between individuals predicted to be Black
versuswhite will suffer from significant, systematic bias.

We demonstrate the misclassification bias of Imai
and Khanna’s (2016) model using the Florida and

Lisa P. Argyle , Assistant Professor, Department of Political Sci-
ence, Brigham Young University, United States, lpargyle@byu.edu.
Michael Barber , Associate Professor, Department of Political
Science, Brigham Young University, mbarber@byu.edu.

Received: February 25, 2021; revised: August 13, 2021; accepted:
March 01, 2023. First published online: May 15, 2023.

1 See, e.g., N.A. for Advancement of Colored People v. E. Ramapo
Cent. Sch. Dist. No. 17-CV-8943 (CS) (S.D.N.Y. May. 25, 2020).
2 Baines and Courchane (2014) is an exception and notes that the
BISGmodel performs worse for AfricanAmericans andHispanics as
“FICO scores and incomes rise” (157).
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North Carolina voter registration files. We then pro-
pose an ensemble machine learning approach to reduc-
ing the bias of misclassification error. This approach
incorporates the BISG estimates into a second model
with additional demographic information and an algo-
rithm that prioritizes correct classification of minority
groups. Our proposed refinement achieves dramatic
reductions in the correlation between misclassification
error and SES variables.

DATA AND RESULTS

Weobtained the 2018 Florida andNorthCarolina voter
registration files from the data and analytics firm The
Data Trust, LLC. The Florida and North Carolina voter
files contain the address and self-reported race of each
registered voter in each state.We then combined thiswith
demographic information for each voter’s census tract.
To benchmark the model against the results in Imai

and Khanna (2016), we begin by implementing the
predicted race model on the 2018 Florida and North
Carolina files and obtain the overall error rate by
comparing the predicted ethnicity for each voter to
the voter’s self-reported race.3 While our 2018 files
are more recent, the overall results are similar to those
reported in Table 1 of Imai and Khanna (2016). The
model allows for the inclusion of additional variables
beyond surname and census tract, including political
party, age, and gender. We present the results of the
model that uses surname, census tract, and party as that
is themodel used in Imai andKhanna (2016).However,
the results of models that include additional covariates
are shown in A.1 in the Supplementary Material. The
substantive conclusions reached do not depend on the
BISG specification.
TheBISGmodel has a 15.1%error rate inFlorida and

a 15.4% error rate in North Carolina.4 However, this
rate varies dramatically across race and ethnicity. In
Florida and North Carolina, 6.7% and 6.9% of self-
identified white voters are incorrectly classified as being
non-white. On the other hand, 24.7% and 31.6% of
voters who self-identify as non-white are incorrectly
predicted to be white.5 Future researchers are advised
that in some applications, using predicted probabilities
may be more appropriate than a deterministic racial
classification based on highest probability.
Looking further down the BISG columns shows that

in some areas, the model excels and in others it strug-
gles significantly. The model is very good at avoiding

false positives among minority groups (i.e., incorrectly
classifying people as belonging to a minority group).
For example, in Florida (North Carolina), the false
positive rate is only 2.9% (5.1%) for Blacks, 3.7%
(1.5%) for Hispanics, and less than 1% (0.8%) for
Asians. However, the model has very high false nega-
tive rates among minority groups (i.e., incorrectly clas-
sifying a Black person as not being Black). This can be
seen in the very high rates of false negatives for
Blacks (33.5% FL, 34.1% NC), Hispanics (15.1% FL,
23.7% NC), and Asians (47.5% FL, 34.0% NC). In
other words, among self-reported Black voters, roughly
one-third of them are incorrectly classified as non-
Black. These false-negative and false-positive rates
are similar to those shown in Imai and Khanna (2016).

Table 1 largely replicates results in Imai and Khanna
(2016); however, an unanswered question that remains
is whether the misclassification rate is correlated with
other factors. If the misclassification rates in Table 1
occur more or less at random, this would be less con-
cerning than if the classification model is systematically
wrong for particular types of individuals. Systematic
misclassification could introduce significant bias into
any analyses that use predicted race.

Figure 1 shows four panels, one each for self-
identified white, Black, Hispanic, and Asian individ-
uals. In each panel, the x-axis is the median income of
the individual’s census tract. The y-axis is the propor-
tion of individuals whose race is misclassified by the
BISG model. Each point shows the binned (by $1,000
increments) misclassification rate, and the red line is a
weighted (by population size) lowess curve fit to those
binned points. The pattern of misclassification varies
dramatically by race and tract income. For whites,
misclassification rates are relatively low overall and
are also negatively correlated with income—that is,
individuals who live in the poorest neighborhoods are
themost likely to bemisclassified by themodel. Among
Black individuals, the trend is strikingly large and in the
opposite direction. Among Blacks who live in the
wealthiest census tracts, the misclassification rate is
nearly 100%, meaning that the model is inaccurately
classifying nearly all Blacks living in wealthy census
tracts. Furthermore, the misclassification rate is quite
high even in modestly wealthy census tracts. The aver-
age misclassification rate approaches 50% around cen-
sus tracts with a median income between $50,000 and
$60,000. Among Hispanics, there is a positive correla-
tion between census tract income and model misclassi-
fication; however, the degree of change across the
figure is not as large as among Blacks. Finally, among
Asian voters, there is no linear trend, but rather an
S-shaped relationship, and the overall misclassification
rate remains very high (approximately 50%) across all
levels of income.6

3 We use the R package wru created by Imai and Khanna (2016)—
version 0.1-9, available at https://cran.r-project.org/web/packages/
wru/wru.pdf.
4 The F1-score is a measure of model accuracy based on a combina-
tion of precision and recall. Higher values indicate better perfor-
mance. Section A.4.3 of the Supplementary Material discusses this
measure in more detail.
5 We classify each voter’s predicted race as the ethnicity over which
the model places the highest probability. Alternative methods of
classification yield similar results. See Figure A.7 in the Supplemen-
tary Material.

6 Figure A.4 in the Supplementary Material shows these same fig-
ures, but for a BISG model that also includes party, gender, and age
in addition to surname and census tract. Figure A.5 in the Supple-
mentary Material shows that the bias persists across other measures
of SES, including education, home ownership, vote propensity, and
campaign contributions.

Misclassification and Bias in Predictions of Individual Ethnicity

1059

D
ow

nl
oa

de
d 

fr
om

 h
tt

ps
://

w
w

w
.c

am
br

id
ge

.o
rg

/c
or

e.
 IP

 a
dd

re
ss

: 3
.1

2.
15

4.
22

3,
 o

n 
15

 O
ct

 2
02

4 
at

 0
5:

22
:0

8,
 s

ub
je

ct
 to

 th
e 

Ca
m

br
id

ge
 C

or
e 

te
rm

s 
of

 u
se

, a
va

ila
bl

e 
at

 h
tt

ps
://

w
w

w
.c

am
br

id
ge

.o
rg

/c
or

e/
te

rm
s.

 h
tt

ps
://

do
i.o

rg
/1

0.
10

17
/S

00
03

05
54

23
00

02
29

https://cran.r-project.org/web/packages/wru/wru.pdf
https://cran.r-project.org/web/packages/wru/wru.pdf
https://www.cambridge.org/core
https://www.cambridge.org/core/terms
https://doi.org/10.1017/S0003055423000229


Whereas Figure 1 is plotting the false-negative rate
(i.e., incorrectly predicting a Black person to be non-
Black) across tract income, Figure A.3 in the Supple-
mentary Material shows the false-positive rate
(i.e., incorrectly classifying a non-Black person as
Black) for each of the four racial groups. The results
show that the high false-negative rate for non-white
voters at high incomes (especially among Black
voters) is due to a high false-positive rate in which
the model incorrectly predicts a person to be white.
The intuition behind the correlation between socio-

economic factors and misclassification rates is quite
simple: if a voter’s surname is relatively common across
multiple ethnicities (i.e., Brown or Johnson for white
and Black individuals), then the model will lean more
heavily on inferring race from the distribution of eth-
nicities in the individual’s census tract. However, this
will lead to errors for voters who are racially distinct
from the majority of their neighbors—that is, “local
minorities.” This pattern is especially true among white
and Black voters because of the relative similarity of
surnames between whites and Blacks, which causes the
model to rely more heavily on geographic factors when
making its predictions. This is less the case among
Hispanics and Asian individuals for whom surnames
tend to be more ethnically distinct. Figure A.6 in the
Supplementary Material shows that people who live in
areas where they are local minorities are much more
likely to be misclassified.
Another consideration is the degree to which the

racial prediction model misclassifies people’s race
because of factors related to gender. The connection
to gender is likely due to the fact that women are
significantly more likely than men to change their

surname after marriage. This, combined with the dif-
ferent propensities for interracial marriage across eth-
nicities, suggests that minority women are especially
difficult to correctly classify. Figure A.10 in the Sup-
plementary Material shows that this is the case.

IMPLICATIONS FOR RESEARCHERS AND
PROPOSED IMPROVEMENT

The BISG method of predicting race from census and
geographic data provides scholars a previously unavail-
able opportunity to incorporate racial considerations
into important questions of political behavior, repre-
sentation, accountability, and material well-being.
However, this advancement comes with significant lim-
itations. If racial misclassification is highly correlated
with political and economic factors, estimation may be
biased when incorporating these predictions into any
study of political economy.

We propose an ensemble solution for improving the
accuracy and minimizing misclassification biases of
the BISG racial classification. We incorporate the
Imai and Khanna (2016) BISG probability scores for
each racial class as inputs into a random forest model
with other individual- and neighborhood-level politi-
cal and socioeconomic predictors. The intention is to
use a second model to adjust the BISG predictions so
that they become less correlated with political and
economic factors. The random forest is a straightfor-
ward and widely used machine learning tool for multi-
class prediction. In brief, the random forest identifies
potential splits in the data that maximize the accuracy
of classification of observations into each racial

TABLE 1. Replication and Extension of Imai and Khanna’s (2016) Race Classification Model using
2018 Florida and North Carolina Voter Files

Florida North Carolina

BISG:
Surname

Census Tract
Party

Random
forest

BISG:
Surname

Census Tract
Party

Random
forest

Overall error rate 0.151 0.142 0.154 0.148
F1-score 0.601 0.630 0.581 0.587
White (FL: 64.8%; NC: 71.2%) False positive 0.247 0.189 0.316 0.255

False negative 0.067 0.082 0.069 0.083
Black (FL: 13.8%; NC: 23.0%) False positive 0.029 0.041 0.051 0.065

False negative 0.335 0.231 0.341 0.271
Hispanic (FL: 16.8%; NC: 2.9%) False positive 0.037 0.035 0.015 0.017

False negative 0.151 0.141 0.237 0.226
Asian (FL: 2.0%; NC: 1.3%) False positive 0.008 0.007 0.008 0.007

False negative 0.475 0.476 0.340 0.348
Other (FL: 2.7%; NC: 1.6%) False positive 0.000 0.004 0.002 0.001

False negative 0.997 0.949 0.994 0.992

Note: Numbers in parentheses in the first column represent the proportion of voters in the voter file who self-identify with each racial
category in FL and NC, respectively. The two columns labeled “BISG” show the classification error rates using the Imai and Khanna (2016)
wrumodel. The “Random forest” columns show the results using our proposed improvement. The random forest model is trained on 80%of
the FL data, and FL results in in this table are predictions on a 20% test set. Results for NC are a true out-of-sample prediction, based on the
FL-trained model.
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subgroup. Because of class imbalance (the majority of
Florida voters are white, whereas other racial groups,
especially Asian and “Other,” are much smaller), we
incorporate class weights into the model and use a

macro-averaged F1-score rather than total prediction
error to select the best model parameters. Both of
these changes place an additional modeling emphasis
on correct classification of racial and ethnic minorities,

FIGURE 1. Misclassification Rates and Census Tract Income

White Voters
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Hispanic Voters
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Asian Voters
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Note: Each panel shows the relationship between voters’ census tract income (x-axis) and the proportion of voters from each race that are
misclassified by the wru model, using surname and census tract. Points, sized in proportion to number of observations, show average
misclassification rate for each $1,000 increment. The line plots a lowess fit (span = 0.6) through those points, weighted by number of cases.
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relative to correct classification of white voters. The
model is trained and tuned using a randomly selected
80% subset of the Florida voter file and then “tested”
on the remaining 20% of the voter file. Section A.4 of
the Supplementary Material provides a complete
description of training, tuning, and testing the random
forest model.
We test the random forest approach to classification

on two different datasets and show how it both
improves classification and leads to more accurate
inferences based on those predictions. First, we apply
the parameters from the random forest model to the
entire North Carolina voter file for a true out-of-
sample prediction of each voter’s race. Second, we
generate out-of-sample prediction on the held-out
20% of the Florida voter file. We focus here on the
North Carolina data and present the results from the
20% Florida sample in the Supplementary Material.
Racial classification predictions are of most value in
contexts where racial data are not readily available,
but when applying a trained model from one state to
another, the researcher must make the assumption
that the relationship between a person’s name, geo-
graphic location, political involvement, income, and
other neighborhood characteristics and their racial
identification is the same in both locations. Because
no North Carolina data are used in training the ran-
dom forest model, this provides a true out-of-sample
test of the BISG + random forest model, which
allows us to examine the performance of the predic-
tions across state contexts given these assumptions.
We find that the model performs well in both North
Carolina and the withheld test data in Florida. Future
researchers adopting this method should carefully
consider whether this assumption continues to hold
in their specific application.
While we test the accuracy of our solution using

Florida and North Carolina, where self-reported race
is available, we emphasize that the proposed solu-
tion, similar to the original BISG model, can be
implemented anywhere that researchers have geo-
graphic location data and individual surnames, plus
other desired covariates. To allow future researchers
to implement our proposed improvements more eas-
ily, we have included the random forest model object
in this article’s replication materials (Argyle and
Barber 2023). In this way, future researchers with
data that include the same set of publicly available
predictor variables can use it for racial classification
predictions without needing to retrain their own
random forest model, as we demonstrate with the
North Carolina predictions in the article.7 Alterna-
tively, if researchers have applications in a different
domain where any different set of predictor variables
are available and theoretically important, they can

adapt our public replication code to train their own
random forest model. This will require a set of train-
ing data in which self-reported race is available, in
addition to the data for which the researcher intends
to make racial classification predictions. This code
uses straightforward commands in existing R pack-
ages.

We calculate the overall misclassification rates as
well as the false-positive and false-negative rates for
each race using the random forest improvement.
Because such a high proportion of voters in Florida
and North Carolina are white, overall accuracy of the
BISG model can look quite good if it selects “white”
for all uncertain cases. The class weights and macro-
F1 optimization reduce the propensity to select the
major class in uncertain cases, so that the largest and
most important gains are expected to be in a reduction
of false positives among white respondents and a
larger reduction in false negatives among minority
populations. The cost of this approach can be a reduc-
tion in the accuracy of predictions of the major
class (white) because some uncertain cases that
were “guessed” correctly are no longer accurately
classified.

The misclassification, false-positive, and false-
negative rates are reported next to the rates for the
original BISG model in Table 1. The results are as
expected: the BISG + random forest algorithm gener-
ates lower overall misclassification rates compared
with the BISGmodel across all individuals of all races,
but the improvements are relatively small in magni-
tude (around 1 percentage point). However, more
dramatic improvements come when looking at the
false-positive and false-negative rates for non-white
respondents. For example, the random forest model in
North Carolina reduces the false-negative rate among
Blacks from 0.341 to 0.271, a 20.53% reduction, and
the false positive rate for whites declines from 0.316 to
0.255, a 19.3% reduction. The improvements are even
larger in Florida. We note that, as expected, there is a
small increase in the false-negative rate of white
respondents in both states. Improvements are quite
small among Hispanic, Asian, and “Other” racial
groups, which suggests that the ensemble method is
unlikely to come at a cost of reduced accuracy for any
racial group.

The improvements are even larger in certain
ranges of census tract income. Figure 2 shows a
reduction in the correlation betweenmisclassification
and census tract income, particularly among Blacks.
The solid red lines show the same misclassification
rates as Figure 1 for the BISG model. The dotted
green line in Figure 2 shows the misclassification rate
across census tract income for the BISG + random
forest algorithm. Among Black individuals, across all
income ranges, the random forest model produces
lower misclassification rates than the original BISG
model. In some areas (around $80–$100 k tract
median income), the misclassification rate is reduced
by nearly 50%. Figures A.11 and A.12 show the
same results in the withheld 20% of the Florida voter
file.

7 The variables in our model are listed in Section A.4.2 of the
Supplementary Material. They are derived from public data sources,
and include theBISGprobabilities, individual political party, sex, and
age, neighborhood socioeconomic, racial, and population data, and
campaign donation histories.
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Table 2 looks at several measures of economic and
political inequity across races using self-reported race,
the BISG model alone, and the BISG + random forest

model. Each column of the table presents a different
theoretically and empirically important variable from
the full North Carolina voter file: income, home value,

FIGURE 2. Misclassification Rates and Census Tract Income with Random Forest Improvements
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Note: Misclassification rates and census tract income for the BISG model and the BISG + random forest algorithm in North Carolina. The
solid red line shows the average misclassification rate for the BISGmodel and the dotted green line shows the misclassification rate for the
BISG + random forest algorithm using a lowess line (span = 0.6) fit to the data. The addition of the random forest algorithm dramatically
decreases misclassification rates among Black voters.
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campaign donations, voter turnout, and geographic
segregation.8 In many cases, the differences in these
factors using self-reported race and the BISG model
are quite large, especially among Black individuals.
The next row in the table shows these same estimates
using our proposed BISG + random forest solution.
Incorporating our proposed solution of using the BISG
model with the random forest correction improves
estimates (brings them closer to the estimates that use
self-reported race) in nearly all cases. For example, the
BISG model underestimates Black median tract
income by 14.95% but has a much smaller underesti-
mate of 4.13% using the BISG + random forest model.
The same is true of median home value (−10.73%using
BISG alone vs.−2.74% using BISG + random forest),
the share of campaign donors who are Black (28.64%
using BISG alone vs. 6.00% using BISG + random
forest), voter turnout (−33.9% using BISG alone vs.
−5.27% using BISG + random forest), and whether an
individual is a minority in their own neighborhood

(i.e., lives in a census tract where their race is not the
most common racial group,−43.3% using BISG alone
vs.−12.18% using BISG + random forest). Bold values
indicate cases where the random forest model provides
improvements over the BISG model alone.

Finally, we look more deeply at how the improve-
ments generated by the random forest model alter
the substantive conclusions a person might draw
regarding voter turnout compared with the conclu-
sions they would arrive at based solely on the BISG
model. Scholars have long discussed the variation in
turnout by race and income (Fraga 2018; Wolfinger
and Rosenstone 1980). In fact, a key component of the
U.S. Supreme Court’s decision to strike down portions
of the Voting Rights Act in Shelby County v. Holder
relied on estimates of turnout rates by race
(Ansolabehere, Fraga, and Schaffner 2020). Figure 3
shows the estimated turnout rate among white and
Black voters in North Carolina and the income of their
census tract. Calculating turnout rates requires a
numerator (the number of people who voted) and a
denominator (the number of people who are eligible
to vote). We rely on the voter file to provide the
number of individuals by race who turned out to vote
in the 2016 general election, as other scholarship has
argued that voter files provide the most accurate
measure of how many voters turned out in an election
(Fraga and Holbein 2020). We also follow the schol-
arly convention of using the U.S. Census estimates of

TABLE 2. Differences in Summary Statistics for Self-Reported Race versus Predicted Race Using
BISG and BISG + Random Forest Models in North Carolina

Median Median home Campaign 2016 turnout Minority in
income value donors percentage own tract

White: Self-reported $62,002 $211,393 84.36% 62.92 5.73%
BISG model $62,273 $210,862 88.11% 69.05 4.20%
% Diff. 0.44 −0.25 4.45 9.73 −26.66
BISG + RF model $62,450 $212,091 84.20% 64.08 4.14%
% Diff. 0.72 0.33 −0.19 1.84 −27.72

Black: Self-reported $48,435 $164,471 12.32% 58.6 57.66%
BISG model $41,193 $146,829 8.79% 38.72 32.67%
% Diff. −14.95 −10.73 −28.64 −33.93 −43.34
BISG + RF model $46,435 $159,960 13.06% 55.52 50.64%
% Diff. −4.13 −2.74 6.00 −5.27 −12.18

Hispanic: Self-reported $57,197 $199,815 0.73% 29.87 100.00%
BISG model $56,255 $198,056 0.89% 38.08 100.00%
% Diff. −1.64 −0.88 21.67 27.47 0.0
BISG + RF model $56,035 $199,612 0.87% 39.67 100.00%
% Diff. −2.02 −0.10 19.20 32.8 0.0

Asian: Self-reported $75,814 $258,025 1.31% 35.66 100.00%
BISG model $78,475 $266,070 1.90% 42.76 100.00%
% Diff. 3.51 3.12 44.94 19.91 0.0
BISG + RF model $81,495 $272,991 1.85% 40.77 100.00%
% Diff. 7.49 5.80 40.65 14.33 0.0

Note: Among Black individuals, predicted race using the BISG model leads to estimates of lower median income, home value, rates of
campaign donations, and rates of living as a minority in one’s census tract. The BISG + random forest ensemble improves estimates. The
“Campaign donors” column measures the estimated proportion of donors who identify with each ethnicity. The “Minority in own tract”
column measures the proportion of individuals from that racial group who live in a tract in which their race is not the largest group. Bold
values indicate cases where the random forest model provides improvements over the BISG model alone.

8 For example, see Herring and Henderson (2016) for BISG use in
income/wealth measurements, Grumbach and Sahn (2020) for BISG
use in campaign contributions, Curiel and Dagonel (2020) for BISG
use in turnout, Enos (2016) for BISG use in the study of local racial
segregation, and Craig andRicheson (2018) for a study that considers
perceptions of a person’s local racial diversity on views of discrimi-
nation. A similar table for Florida appears as Table A.4 in the
Supplementary Material.
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the citizen voting age population broken down by race
to gauge the number of eligible voters by racial group
(Fraga 2018).
Figure 3 illustrates how voter turnout estimates vary

based on income and race for the different models.
Among white voters (left panel), the BISG model
overpredicts turnout by approximately 6 percentage
points overall, whereas the BISG + random forest
model is much closer (1.1 percentage points off overall)
to the true turnout rate calculated using self-reported
race. When looking across income levels, the differ-
ences between white voter turnout rates using the
BISG estimates versus self-reported race grow in some
cases to more than 10 percentage points. Among Black
voters, the problem is even more concerning, both
overall and when considered across income levels.
Because the BISG model misclassifies so many Black
voters in high-income neighborhoods, the associated
turnout rate approaches zero, leading to an incredibly
large underprediction of Black turnout overall. While a
researcher using this method would hopefully recog-
nize these implausible results at high levels of census
tract income, they may not be so lucky if only consid-
ering Black turnout overall, and would, therefore,
underestimate Black turnout by nearly 20 percentage
points. This is a direct consequence of the BISG
model’s inability to make accurate predictions for high
SES Black individuals. The BISG + random forest
model, while missing the mark by a wide margin in
the wealthiest census tracts (but not nearly to the
degree as the BISG model alone), is much more accu-
rate (3.1 percentage points off overall).

CONCLUSION

Documenting differences across races among a variety
of political, economic, health, or policy outcomes is
essential for not only understanding where inequalities
exist, but also in crafting solutions that appropriately
address disparities and improve outcomes for all peo-
ple. However, such demographic information is not
always available where we would like it, and many
scholars use imputed predictions of race and ethnicity

where self-reported data are not available. Research
relying on these methods needs to carefully account for
the possibility of misclassification bias leading to incor-
rect estimates of explanatory relationships. To address
this problem, we propose an ensemble method, where
BISG predicted probabilities are incorporated into a
random forest model along with other covariates. This
approach substantially reduces the correlation between
misclassification and various political and economic
factors, especially for Black voters. The results pre-
sented here are important for scholars of many disci-
plines where political, economic, and health inequalities
may exist across ethnicities and genders. We encourage
researchers and practitioners to take seriously the like-
lihood that misclassification bias is correlated with core
outcomes of interest, and to seek solutions—such as the
ensemble model we propose—to mitigate such biases
when using imputed race in policy studies.
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FIGURE 3. 2016 Turnout Rates in North Carolina by Race and Census Tract Income for Self-Reported
Race, BISG Model, and BISG + Random Forest Algorithm
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