
Journal of Dairy Research

cambridge.org/dar

Research Article

Cite this article: Vázquez-Martínez I et al.
Predicting the body weight of crossbred
Holstein × Zebu dairy cows using multivariate
adaptive regression splines algorithm. Journal
of Dairy Research https://doi.org/10.1017/
S0022029924000578

Received: 14 December 2023
Revised: 4 May 2024
Accepted: 16 May 2024

Keywords:
Body measurements; body weight; crossbred;
multivariate adaptive regression splines
(MARS); tropical cows

Corresponding author:
Cem Tirink;
Email: cem.tirink@gmail.com

© The Author(s), 2024. Published by
Cambridge University Press on behalf of
Hannah Dairy Research Foundation

Predicting the body weight of crossbred
Holstein × Zebu dairy cows using multivariate
adaptive regression splines algorithm

Ignacio Vázquez-Martínez1,2, Cem Tirink3 , Fernando Casanova-Lugo4,

Dixan Pozo-Leyva4, Daniel Mota-Rojas5, Murat Baitugelovich Kalmagambetov6,

Rashit Uskenov7, Ömer Gülboy8, Ricardo A. Garcia-Herrera1 and

Alfonso J. Chay-Canul1

1División Académica de Ciencias Agropecuarias, Universidad Juárez Autónoma de Tabasco, Villaher-mosa,
Tabasco, México; 2Benemérita Universidad Autónoma de Puebla, Complejo Regional Norte, Tetela de Ocampo,
Puebla, México; 3Faculty of Agriculture, Department of Animal Science, Igdir University, TR76000, Igdir, Türkiye;
4Tecnológico Nacional de México, Instituto Tecnológico de la Zona Maya, Othón P. Blanco, Quintana Roo, México;
5Neurophysiology, Behavior and Animal Welfare Assessment, Department of Animal Production and Agriculture
(DPAA), Universidad Autónoma Metropolitana Xochimilco Campus, Mexico City 04960, Mexico; 6Aktobe Agricultural
Experimental Station, Aktobe, Republic of Kazakhstan; 7Agronomic Faculty, S. Seifullin Kazakh Agrotechnical
University, Z10P6B8, 62 Zhenis av., Astana, Kazakhstan and 8Faculty of Agriculture, Department of Animals
Science, Ondokuz Mayis University, TR55139, Samsun, Türkiye

Abstract

This study aimed to estimate live body weight from body measurements for Holstein × Zebu
dairy cows (n = 156) reared under conditions of humid tropics in Mexico using multivariate
adaptive regression splines algorithm (MARS) with several train-test proportions. The body
measurements included withers height, rump height, hip width, heart girth, body length
and diagonal body length. The data were divided into 65:35, 70:30 and 80:20 split data for
training and testing sets, respectively. The MARS algorithm was used to construct a prediction
model, which predicted the body weight from the body measurements of the test dataset. The
results emphasized that the MARS algorithm had an explanation rate for 80:20 train and test
set of 0.836 and 0.711, respectively, with minimum Akaike information criterion values. This
indicates that it is a reliable way of predicting body weight from body measurements. The
results suggest that body weight prediction can be performed with the MARS algorithm in
a reliable way, therefore, this algorithm may be a useful tool for animal breeders and research-
ers in the development of feeding and selection-aimed approaches.

Providing regular and effective information on the body weight (BW) of animals is very
important for sustainable animal husbandry and breeding. Accurate BW determination or esti-
mation enables more precise calculation of the ideal feed allocation and will make it easier to
decide drug doses, for example, and identify the most appropriate slaughter time and likely
marketing price (Tırınk et al., 2023a). Unfortunately BW is rarely measured by small farmers
due to the lack of weighscales (Lukuyu et al., 2016; Tebug et al., 2018). Of the various methods
for measuring or estimating BW, the weighscale, although it is the most accurate method, is
less preferred by producers because it is cumbersome, slow, expensive to implement and stress-
ful for the animals (Wangchuk et al., 2018). On the other hand, visual measurement techni-
ques such as image analysis require mathematical models to predict features such as BW and
are currently only really applicable in research studies (Stajnko et al., 2008; Altay and
Delialioğlu, 2022; Coşkun et al., 2023a). Therefore, there is a need for developing other prac-
tical methods that are low price and easy for small farmers to apply in practice (Dingwell et al.,
2006; Oliveira et al., 2013). Alternative methods do exist based on biometric measures such as
withers height (WH), heart girth (HG), hip width (HW), rump height (RH), and body length
(BL: Heinrichs et al., 1992; Dingwell et al., 2006; Lesosky et al., 2012; Bretschneider et al., 2014;
Lukuyu et al., 2016; Herrera-López et al., 2018; Putra et al., 2020).

Milk production systems in the tropical regions of Mexico typically use crosses from Bos
taurus and Bos indicus breeds and forage as the sole source for main feed, maintenance
and milk production (Magaña et al., 2006; Rojo-Rubio et al., 2009; Román-Ponce et al.,
2013), supplying around 20% of the milk consumed in the country (Magaña et al., 2006;
Rojo-Rubio et al., 2009; Román-Ponce et al., 2013). Some studies have evaluated the relation-
ship between biometric measures and BW in cross-bred cattle (Reis et al., 2008; Mota et al.,
2013; Oliveira et al., 2013; Franco et al., 2017) as well as buffalo (Ramos-Zapata et al.,
2023; Cruz-Tamayo et al., 2024), but models have not yet been developed for animals of
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this type under conditions of the humid tropics of Mexico, nor
have models that are available been evaluated for local
applicability.

Studies in the last two decades were developed for predicting
BW using multiple linear regression analysis, however, these
regression analyses are often inadequate for prediction because
of non-linearity (Ruchay et al., 2021). Various machine-learning
approaches have been performed to calculate BW of cattle,
sheep, camels and goats. Common features of these studies report
the potential of various machine learning algorithms to predict
linear or nonlinear relationships between BW and biometric traits
accurately and reliably (Ruchay et al., 2021). However, studies
reporting the prediction of BW of tropical dairy cows through
machine-learning methods are limited. Therefore, this research tar-
geted calculation of the relationship betweenBWandbiometricmea-
sures in Holstein × Zebu crossbred cows through MARS algorithm.

Material and methods

Data recording, study site, animals and handling

The data of BW and biometric measurements were recorded in
157 crossbreed dairy cows (Holstein × Zebu). The age of the
cows ranged between 3 and 6 years and the cows grazed paddocks
of star grass (Cynodon nlemfuensis) and humidicola grass
(Brachiaria humidicola), without supplementation. The data
were collected in the commercial farm ‘Rancho la Esperanza’,
located at 17°36′27′′N, 93°11′35′′W; 120 masl and 10 km of the
road Juárez-Reforma, in the municipality of Juarez, Chiapas, in
southern Mexico.

Biometric measurements were expressed in cm and recorded
as described by Oliveira et al. (2013) and Bretschneider et al.
(2014). These were: heart girth (HG), withers height (WH),
rump height (RH), hip width (HW), body length (BL) and diag-
onal body length (DBL). We used a flexible fibre tape glass
(Truper®) and a big caliper of 65 cm (Haglof®, Sweden). The ani-
mals were weighed on a scale fixed platform with a capacity of
2000 kg and accuracy of 1 kg.

Statistical analysis

The multivariate adaptive regression splines (MARS) algorithm is
a non-parametric regression procedure that assists in a more
applicable explanation of linear, nonlinear and interaction results
among all variables examined within a cause-and-effect relation-
ship. The most important advantage of this algorithm is that it
does not necessarily need to meet the assumptions that the clas-
sical regression approach requires (Eyduran et al., 2019; Akin
et al., 2020; Coşkun et al., 2023b; Tırınk et al., 2023b). This pro-
cedure generates the basic functions according to the stepwise
procedures, considering all possible interaction effects among
candidate knots and explanatory variables (Arthur et al., 2020).
The initial procedure is called the forward pass stage, and the
next procedure is named the backward pass stage. In the forward
pass stage, the algorithm starts with an intersection for the initial
model and iteratively incorporates the initial models combined
with the least training error to develop the model. Generally,
this process characteristically provides an over-fitted model that
influences extreme entanglement (Friedman, 1991; Eyduran
et al., 2019). Besides being predominantly worthy, the model con-
structed from the forward transition process may be weak for the
dataset prior to the unstable constructed model, requiring

overfitting difficulty with regard to generalization capability.
The primary model that will identify the minimum quantity of
the estimate model is eliminated in the last process, which is car-
ried out to resolve the overfitting difficulty (Zaborski et al., 2019;
Arthur et al., 2020; Faraz et al., 2021). The equation of the MARS
procedure carried out to estimate BW from explanatory variables
can be given as:

ŷ = b0 +
∑M
m=1

bm

∏Km

k=1

hkm(Xv(k,m)) (1)

Where: ŷ expresses the expected BW value, β0 expresses the inter-
cept of the model, βm is the basis functions coefficient, Km

expresses the interaction order limit parameter, hkm (Xv(k,m))
term is expresses the basis function of the prediction model and
v(k,m) is an indicator of the explanatory variables in the mth
component of the kth product. Basic functions which can
decrease the model performances achieved after aforementioned
two procedure are eradicated by means of the generalized cross-
validation error (GCV), whose equation is given below
(Eyduran et al., 2019; Zaborski et al., 2019; Çanga and Boğa,
2022):

GCV(l) =
∑n

i=1 (yi − ŷi)
2

1−M(l)
n

[ ]2 (2)

where, n expresses the training set’s sample size, yi expresses the
observed value of BW, ŷi expresses the predicted value of BW
and M(λ) is the penalty term that will resolve the complexity of
the model containing the λ terms.

At the beginning of the MARS procedure, the multicollinearity
relationship between the explanatory variables must be tested
to ensure lack of conflict. For this, the data were divided into pro-
portions (80:20, 70:30 and 65:35) for training and test sets,
respectively. In the training process, the 10-fold cross-validation
procedure was used to choose the best MARS model among tested
180 MARS model (degree = 1:6 and nprune = 2:38). The criteria
of the goodness of fit, whose equations are given below, was
used to compare the performances of the models obtained from
the MARS algorithm for the train and test sets at the different
proportions (Grzesiak and Zaborski, 2012; Eyduran et al., 2019;
Olfaz et al., 2019; Zaborski et al., 2019; Tırınk et al., 2023a,
2023b).

1. Pearson correlation coefficient (r):

r =
∑

(xi − �x)(yi − �y)�������������∑
(xi − �x)2

√ ∑
(yi − �y)2

(3)

2. Root-mean-square error (RMSE):

RMSE =
�����������������
1
n

∑n
i=1

(yi − ŷi)
2

√
(4)

3. Standard deviation ratio (SDR):

SDratio = Sm
Sd

(5)
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4. Performance Index (PI)

PI = rRMSE
1+ r

(6)

5. Global relative approximation error (RAE):

RAE =
�����������������∑n

i=1 (yi − ŷi)
2∑n

i=1 y
2
i

√
(7)

6. Mean absolute percentage error (MAPE):

MAPE = 1
n

∑n
i=1

yi − ŷi
yi

∣∣∣∣ ∣∣∣∣× 100 (8)

7. Akaike information criterion (AIC):

AIC = n.ln
1
n

∑n

i = 1
(yi − yip)

2
[ ]

+ 2k, if n/k . 40

AICc = AIC+ 2k(k + 1)
n− k − 1

otherwise

⎧⎪⎨⎪⎩
(9)

where, n represents that training set’s sample size, k is the number
of explanatory variables in the model, yi is the observed value of
BW, ŷi is the expected value of BW, sd is the standard deviation of
BW, and sm is the standard deviation representing the errors
of the optimal model. Goodness-of-fit criteria were carried out
to define the best model for smallest AIC, RMSE, SDratio,
MAPE, RAE, PI, and CV values for both sets, and the utmost
R2 and r values for whole models (Tatliyer, 2020).

Descriptive statistical evaluation was carried out with the R
software (R Core Team, 2018). To tabulate descriptive statistics
for whole variables we used the ‘psych’ package (Revelle, 2017).
To show the relationship between explanatory and response vari-
ables, Pearson’s correlation coefficient was determined by using
the ‘performance analytics’ package (Peterson and Carl, 2020).
To test the multicollinearity problem, the function of the variance
inflation factor was used with the ‘car’ package in R software (Fox
and Weisberg, 2019). The MARS algorithm was carried out with
the ‘caret’ package for different proportions (Kuhn, 2022). To
show the performances of the ‘made for all’ models, the
‘ehaGoF’ package was used (Eyduran, 2020).

Results

Table 1 shows the calculated descriptive statistics for the data. The
coefficient of variation (CV %) was calculated to be lower than
30% for all traits, meaning that the measured data were reliable
for the data analysis.

Pearson’s correlation analysis was performed to present
the relationship between explanatory and response variables.
The estimated Pearson correlation coefficients and their signifi-
cance levels are given in Figure 1. All correlation coefficients in
Figure 1 were determined to be statistically significant. The great-
est correlation coefficient was determined between BW and HG.
In addition, HW and WH had higher coefficients with BW
than with each other. The lowest correlation coefficients were
determined between BW and BL (0.51), DBL (0.47) and RH
(0.37), respectively. Although there is a relatively high correlation

coefficient among the other variables, it is still possible to discuss
a positive relationship.

Before implementing the MARS algorithm, the multicollinear-
ity problem was assessed. For this aim, the variance inflation fac-
tors existing between explanatory variables were determined.
Values were 2.18, 2.16, 1.46, 1.80, 1.42 and 1.40 for HG, WH,
RH, HW, BL and DBL, respectively. Since all were below 10
there was no multicollinearity problem that would cause overfit-
ting and hence the MARS algorithm could be applied.

To compare the models obtained through the MARS algo-
rithm, model comparison criteria were applied for different pro-
portions of the training and test sets as shown in Table 2. The
outcomes of the model evaluation criteria showed that the greatest
analytical model power was obtained for the 80:20 training/test
proportion, which had the lowest AIC values for both sets.
Also, R2 and r values were determined for this model to be
0.836 and 0.711 for the training and test sets, respectively. In add-
ition, relative importance values were calculated for all propor-
tions, as shown in Table 3. HG had the biggest effective
variable for determining the BW for all proportions.

The best predictive model was provided by the 80:20 propor-
tion. Equation (10) shows that the BW can be described with
the five basis functions in the MARS prediction model.

BW = 476.671+
if HG, 187:(HG− 187)× 6.183

if HG. 187:(HG− 187)× 4.249

+(HW− 50)× 5.929+ (BDL− 116)× 5.472.

⎧⎪⎨⎪⎩
(10)

According to this, the first term of the selected best MARS pre-
diction model was an intercept that had a coefficient of 476.671.
In the second term, HG was determined with the cutpoint of 187
cm and negative coefficient of −6.183. The third term (HG-187)
had a cutpoint of 187 cm with a coefficient of 4.249. The fourth
term and the third basis function were for HW, with a cutpoint
of 50 cm with a coefficient of 5.929. For changes of HW of
50 cm, the effective fourth term on body weight was affected by
5.929. The fifth term was for DBL, again, with cutpoint 116 cm
with a coefficient of 5.472.

Discussion

The dearth of studies for predicting BW from biometric measure-
ments in Holstein × Zebu crossbred cattle is a challenge for

Table 1. Descriptive statistics for all variables recorded in 157 crossbred dairy
cows (Holstein × Zebu)

Variables
Mean ±

Standard error Minimum Maximum
CV
(%)

BW 520.26 ± 5.10 366 704 12.23

HG 191.31 ± 0.67 170 209 4.37

WH 144.33 ± 0.46 133 163 3.99

RH 140.88 ± 0.56 130 195 4.94

HW 54.02 ± 0.26 44 65,5 6.09

BL 91.97 ± 0.52 65 105 7.04

DBL 109.56 ± 0.51 95 128 5.80

BW, Body weight; HG, Heart girth; WH, Withers height; RH, Rump height; HW, Hip width;
BL, Body length; DBL, diagonal body length.
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researchers and producers alike. Only a few studies have focused
on this issue, with most of the research conducted on Holstein or
Zebu breeds. Nevertheless, some studies do exist, using some of
the same biometric measurements as us (HG, WH, HW, BL:
Reis et al., 2008; Mota et al., 2013; Oliveira et al., 2013; Franco
et al., 2017). Our correlation coefficients among biometric mea-
surements were estimated lower than the study of Putra et al.,
(2020) on Pasundan cows, whilst in our hands the BW predictive
power of WH was higher but BL and HG were lower than in
Ongole cows (Putra, 2020). Bene et al. (2007) compared different
beef breed cattle. Our correlation between BW and WH was
higher than Angus, Hereford and Hungarian Simmental whereas

in our hands RH was less useful as a predictor. We obtained simi-
lar correlations to those reported for BW and BL (Bene et al.,
2007). Our best correlation (HG) was lower than the results of
Kashoma et al. (2011) for Tanzanian shorthorn Zebu cattle, and
in another study using the same crossbred type of cattle as our-
selves, Mota et al. (2013) found high correlation coefficients
between BW and HG, hip height and rump height. On the
other hand, our data may be more reliable since we used far
more cattle (156 compared to 24).

Reis et al. (2008) report that the accuracy of estimating BW can
be affected by breed, age, body size, body condition and physio-
logical state. Franco et al. (2017) reported an R2 of 0.83 between

Figure 1. Pearson correlation coefficients between various biometric measures and body weight in cross-bred Holstein × Zebu cattle. All correlations were signifi-
cant at P < 0.001. BW, body weight; HG, heart girth; WH, withers height; RH, rump height; HW, hip width; BL, body length; DBL, diagonal body length.

Table 2. Goodness-of-fit criteria results of the different proportions of MARS models

Goodness-of-fit criteria

80:20 70:30 65:35

Train Test Train Test Train Test

Root mean square error (RMSE) 26.695 27.697 26.233 24.719 23.884 32.01

Standard deviation ratio (SDratio) 0.405 0.538 0.405 0.409 0.412 0.437

Coefficient of variation (CV) 5.15 5.44 5.06 4.78 4.6 6.22

Pearson’s correlation coefficients (r) 0.914 0.844 0.914 0.924 0.911 0.900

Performance index (PI) 2.678 2.898 2.629 2.48 2.397 3.252

Relative approximation error (RAE) 0.003 0.003 0.002 0.002 0.002 0.004

Mean absolute percentage error (MAPE) 4.231 4.487 4.105 4.208 3.798 4.859

Coefficient of determination (R2) 0.836 0.711 0.836 0.829 0.831 0.808

Akaike’s information criterion (AIC) 844.252 202.636 739.276 302.68 672.026 372.469
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BW and HW in Holstein crossbred heifers. These authors con-
clude that although HW was highly correlated with BW, it showed
a low R2 with a high coefficient of variation when compared with
other variables such as body length, hip height and rump height.
Using HG and WH to estimate the BW of dairy cows in low-input
systems in Senegal, Tebug et al. (2018) reported that R2 varied
from 0.77 to 0.94; they also reported that the RMSE of the devel-
oped models corresponded to 9.4 to 12.33% (29.27 to 39.24 kg) of
the average BW of animals. Also, Bretschneider et al. (2014)
determined that the RMSE of their model was 5.8% of the average
BW (15.95 kg). Mota et al. (2013) concluded that the correlations
between measurements and body development of heifers with dif-
ferent parentages are distinct, and that specific equations are
necessary for predicting body weight. Additionally, Tedde et al.
(2021) indicated that estimating BW through biometric measure-
ments can be approached as a regression problem, where the
input features are the body measurements, and the target value
is the BW that the regression model predicts.

Ruchay et al. (2021) stated that the random forest regression
algorithm, one of the machine learning methods, is the most
effective algorithm in predicting the BW of Hereford cows and
may be more effective than traditional models. Similarly, Dang
et al. (2022) determined that the light generalized boosted regres-
sion tree-based model had the best performance, and will use
these findings to develop a method for indirectly estimating the
live weight of Hanwoo cows using machine vision technology
that measures ten different body features. Celik (2019) compared
MARS, Chi-square automatic interaction detection (CHAID),
exhaustive-CHAID and classificastion and regression tree
(CART) algorithms for predicting BW in Pakistani goats.
Goodness of fit criteria were used to evaluate the model perfor-
mances, and it was reported that the model obtained with the
MARS procedure was most reliable among the models studied.
Our evaluation criteria yielded similar results to theirs. Canga
(2022) used MARS to predict hot carcass weight from several fea-
tures, and once again the MARS algorithm gave similar results to
the results of the current study within the scope of the model
comparison criteria.

We can conclude that the use of statistical procedures for pre-
dicting BW from biometric measurements is an important and
useful tool that can be applied to crossbred cattle. They are rela-
tively easy to use and require minimal effort. The MARS algo-
rithm is particularly useful. It is a non-parametric approach, which
allows for the incorporation of non-linear relationships between
the independent and dependent variables. This makes it especially
useful for predicting body weight from body measurements, as
these can often be subject to non-linear relationships. The MARS
algorithm also provides an efficient and accurate way to construct

predictionmodels, without the need to performmany variable trans-
formations. Furthermore,MARSallows for the incorporationof both
continuous and categorical variables, thusmaking it an ideal method
for predicting BW from biometric measurements.
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