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Abstract

The rich-get-richer rule reinforces actions that have been frequently chosen in the past.
What happens to the evolution of individuals’ inclinations to choose an action when
agents interact? Interaction tends to homogenize, while each individual dynamics tends
to reinforce its own position. Interacting stochastic systems of reinforced processes have
recently been considered in many papers, in which the asymptotic behavior is proven
to exhibit almost sure synchronization. In this paper we consider models where, even
if interaction among agents is present, absence of synchronization may happen because
of the choice of an individual nonlinear reinforcement. We show how these systems can
naturally be considered as models for coordination games or technological or opinion
dynamics.
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1. Introduction

The stochastic evolution of systems composed of agents which interact with each other has
always been of great interest in several scientific fields. For example, the economic and social
sciences deal with agents that make decisions under the influence of other agents or of external
media. Moreover, preferences and beliefs are partly transmitted by means of various forms of
social interaction, and opinions are driven by social influence, i.e. the tendency of individuals
to conform to the majority as they interact with others (e.g. [10, 11, 22, 64]).

A natural description of such systems is provided by agent-based modeling [77, 16], where
they are modeled as a collection of decision-making agents with a set of rules (defined at a
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microscopic level) that include several issues, for instance learning and adaptation, environ-
mental constraints, and so on [16, 23, 42]. The character of interaction and influence among
agents (or among groups of agents) is crucial in these models and gives rise to emergent
phenomena observed in the systems [12, 13]. Agent-based models abound in a variety of dis-
ciplines, including biology, economics, game theory, sociology, and political science (e.g. [24,
26,41,52,51,50,59, 48,78, 46, 72]). Although they are often effective in describing real situa-
tions, these models are mainly computational. Indeed, because of the many variables involved,
it is usually hard to prove analytic results in a rigorous way. On the other hand, the mathe-
matical literature can be a source of inspiration for improving these models, since theoretical
results may shed light on aspects that are difficult to capture with a purely numerical approach.
For example, many mathematical results in the context of urn models have been used to design
and study agent-based models both analytically and computationally.

From a mathematical point of view, there is a growing interest in systems of interacting
reinforced stochastic processes of different kinds (e.g. [4, 5, 6, 7, 18, 28, 30, 34, 35, 37, 54,
57, 65, 73, 76, 67, 66]). Our work is part of this strand of the literature. Generally speaking,
by reinforcement in a stochastic dynamics we mean any mechanism for which the probability
that a given event occurs increases with the number of times the same event occurred in the
past. This reinforcement mechanism, also known as the rich get richer rule or Matthew effect,
is a key feature governing the dynamics of many biological, economic, and social systems (e.g.
[75]). The best-known example of a reinforced stochastic process is the standard Eggenberger—
Pélya urn (see [45, 68, 79]), which has been widely studied and generalized (some recent
variants can be found in [3, 8, 9, 20, 29, 33, 36, 56, 62]).

In this work we consider a system of N >2 interacting stochastic processes
{Ih =Upmn>1:1<h<N } such that each one of them takes values in {0, 1} and their evo-
lution is modeled as follows: for any n > 0, the random variables {In+1’h: 1<h<N } are
conditionally independent given the past information F,, and forall h e {1, ..., N},

Pn,h :P(In+1,h =1 |]:n) =uZ, +ﬂCI+(1 — 0 — IB)f(Zn,h)v (1)

where «, B €0, 1),  + B €(0, 1), g € (0, 1], the function f is a strictly increasing [0, 1]-
valued function belonging to C!([0, 1]),

. 1
Zn+1,h = —-r Zn,h + rn1n+1,h with r, ~ ; , )

and r, ~ 1/n means lim,_,» nr, = 1. The starting point for the dynamics (2) is a random
variable Zy ; with values in [0, 1], and the past information F;, formally corresponds to the
o-field 0(Zop:1<h<N)Vo(lp:1<k<n 1<h<N)=0(Zp:0<k<n, 1<h=<N).
Summing up, the system represents a population of N interacting units, whose state at time n
is synthesized by the pair of random variables (In, hs Zn, h) driven by Equations (1) and (2). As
we will explain in more detail below, the fact that f is assumed to be strictly increasing gives
rise to a reinforcement mechanism for the individual dynamics.

As a first possible interpretation, let us assume that we are modeling a system of N agents,
who at each time-step n have to choose an action s € {0, 1}. Suppose that s = 1 represents the
‘right’ choice, that is, the one that gives the greater payoff, and O represents the ‘wrong’ one.
For any fixed A, 1 <h <N, the process I" describes the sequence of actions chosen by agent
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h along the time-steps; that is, I,  is the indicator function of the event ‘the agent 7 makes the
right choice at time n’. The process zZh = (Zn.h)n>0, with values in [0, 1], can be interpreted as
the ‘personal inclination’ of the agent £ in adopting the right choice along time. Therefore, the
above model includes three issues:

e Conditional independence of the agents given the past: given the past information up
to time n, the agent 7 makes a choice at time n 4 1 independently of the other agents’
choices at time n + 1.

e At each time n+ 1, the probability P, that the agent 4 makes the right choice is
a convex combination of the average value Z, of all the current agents’ inclinations,
an external ‘forcing input’ ¢, and a function of her own current inclination Z, 5. In
the sequel, we will refer to this last factor as the ‘personal inclination component’ of
Py, ;. The term Z, provides a mean-field interaction among the agents. Note that when
a = 0 there is no interaction: the agents are subject to the same forcing input ¢, evolving
independently of each other. We exclude the case « = 8 = 0 because it corresponds to N
independent agents who evolve only according to the personal inclination component.
We also exclude the case o + 8 = 1 because it means that there is no personal inclination
component.

e Since f is strictly increasing, there is a reinforcement mechanism on the personal
inclination component: if 1,5, =1, then Z,, > Z,_1 (provided Z,_1 4 <1) and so
fZun)>f (Zn_ 1, h). In other words, the fact that the agent 4 makes the right choice at
time n implies a positive increment of her inclination towards the adoption of the right
choice in the future. As a consequence, the larger the number of times an agent has
made the right choice up to time n, the higher her personal inclination component in (1)
towards that choice at time n + 1. The justification of this mechanism is twofold: first,
higher payoffs can be related to better physiological conditions, and so individuals who
are better fed and healthier are less likely to make mistakes in future choices; second, if
the choice is always related to the same action, agents that earn higher payoffs are not
inclined to change their action (see [21] and references therein).

e The forcing input ¢ models the presence of an external force (e.g. a political con-
straint, or an advertising campaign) that leads agents towards the right choice with
probability q.

The model considered here also fits well in a different context, where there is no ‘right’
choice, but agents have to choose between two brands s € {0, 1} that are related to a loyalty
program: the more times they select the same brand, the more loyalty points they gain. This
fact motivates the reinforcement mechanism on the personal inclination component, and, as
above, the forcing input can be interpreted as the possible presence of an external force that
leads agents towards the brand 1 with probability q.

Other interpretations can be given in the context of coordination games or opinion dynam-
ics; these will be described in more detail in Sections 1.1 and 1.2 below, where we will focus
on specific choices of the function f.

The main object of our study is to check whether the system has long-run equilib-

rium configurations as n — +oco—that is, whether, for k=1, ..., N, the stochastic process
zh = (Z, n)n converges almost surely, as n tends to 400, to some random variable Zy j.
Second, we want to analyze the limit configurations [Z«o 1, - . ., Zoo n], characterizing the
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support of their probability distribution. In particular, we are interested in the phenomenon
of synchronization of the stochastic processes Z", which occurs when all the stochastic pro-
cesses Z" converge almost surely towards the same random variable. Regarding this question,
we point out that the above model with f equal to the identity function is essentially included
in the models considered in [4, 34], and in this case, almost sure asymptotic synchronization
always take place (precisely, almost sure synchronization towards a random variable when
a >0 and B8 =0 and towards the constant ¢ when 8 > 0). Vice versa, the systems of inter-
acting reinforced processes studied in [4, 34], for r,, ~ 1/n, basically correspond to the model
introduced in this paper by taking f equal to the identity function and replacing Z, with a
weighted average of the agents’ inclinations.

Synchronization phenomena are ubiquitous in nature and have been observed in a wide
variety of models based on randomly interacting units (see the literature cited above and the
references therein). In those models, synchronization comes as a result of the interaction and
can be enhanced if a reinforcement mechanism is present in the dynamics: for example, in
[34] it has been shown that, if reinforcement is sufficiently strong, agents coordinate with each
other on a time scale smaller than the one needed to reach their common (random) limit, which
gives rise to synchronized fluctuations.

Note that the emergence of collective self-organized behaviors in social communities has
been frequently described in models based on a statistical physics approach (e.g. [31, 32, 1,
2, 27]) as a result of a large-scale limit. However, we emphasize that synchronization is not a
large-scale phenomenon in the models studied in this paper. Indeed, for suitable values of the
parameters, it occurs for any value of N. In particular, we will prove that for the models under
consideration a phase transition occurs, depending on the parameter « that tunes the strength
of interaction. When « is close enough to 1, synchronization occurs for any N (even in the
absence of the external input). On the other hand, if « is below a certain threshold, ‘fragmen-
tation’” appears in the population, and several limiting configurations, where agents are divided
into two separate groups with two different inclinations, are possible. In this last scenario, the
strength of interaction, even if too weak to produce synchronization, still continues to affect
the dynamics, through the number of possible limiting configurations and the localization of
the limit values for the inclinations.

We point out that in the models studied in [37, 34, 35, 76, 67, 4, 7], cases of non-
synchronization may occur only in the absence of interaction, that is, when agents are divided
into two or more groups and at least two of these groups behave independently—in other
words, when o =0 or when the matrix describing the strengths of interaction between the
various agents is not irreducible. By contrast, in the present work, using classical tools of
stochastic approximation, we show that cases of non-synchronization may also occur when
o > 0, i.e. when all the agents interact with each other.

As we will see, the synchronization or non-synchronization of the system is related to
the properties of the function f. In particular, in order to have a non-zero probability of
non-synchronization, a necessary condition is that f is not linear.

Finally, it is worthwhile to note that the asymptotic behavior of the stochastic process Z"
is strictly related to that of the stochastic process {I" = Y"}_, I 5 /n} (see also [5, 6]), that s,
according to the previous interpretation, the average number of times the agent 4 adopts the
right choice. Therefore, the synchronization or non-synchronization of the inclinations of the
agents corresponds to the synchronization or non-synchronization of the temporal frequencies
with which the agents made the right choice.
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TABLE 1. Payoff matrix. Left: original payoffs. Right: standardized payoffs.

+1 -1 +1 -1
+1 a41,+1 a+1,—-1 +1 1 0
-1 a—1,+1 a—i,—1 -1 A B

1.1. Interacting systems of coordination games

In this section we illustrate possible interpretations of our model in the context of game
theory. Following the approach of [49, 60], each interacting unit 4 represents a time-evolving
‘economy’, i.e. a community of agents that grows in time and plays a cooperative game. The
whole system describes a population of N communities subject to a mean-field interaction
and to the influence of an external input. The individual evolution of a given community is
defined as follows. At time n = 0, there are Ny > 0 agents in the community. Each agent is fully
described by a binary pure strategy s € S = {—1, 4+1}. Thus, at any time #, the state of a given
community can be characterized by the current share X, € [0, 1] of agents playing the strategy
+1. The system evolves as follows. Given some initial share Xy, at any n > 0 a new agent
enters the community, observes the current strategy share, and irreversibly chooses a strategy
on the basis of expected payoffs. More precisely, call m,(s) the expected payoff associated to
the strategy s € S at time n, and set 7w, = {m,,(s) : s € S}. We assume that the probability, say P,,
that the agent n chooses s = +1 is a function of 7,. Moreover, we assume that the expected
payoffs m,(s) are related to a symmetric 2 x 2 coordination game; that is, we assume that the
agent entering at time n plays a symmetric 2 X 2 coordination game against all the agents
present, according to a standard stage-game payoff matrix as in Table 1.

We assume a4q,4+1>a—1+1 and a4q1,—1 <a—1,—1, because the game is a coordina-
tion game. We also assume a4 41 >a—j,—1 and a4 -1 <a—i+1. In what follows, we
shall focus on the standardized version of the payoff matrix, obtained from the former
(without loss of generality) by letting A = (a—1 +1 — a+1,—1)/(a+1,+1 —a+1,—1) € [0, 1) and
B=(a-1,-1 —ay1,—-1)/(a+1,+1 —a+1,-1) € (0, 1].

For the agent entering at time n + 1, the expected payoff associated to any given choice

s € S is given by
X, ifs=+1,
TTn(s) = .
AX, +B(1 —-X,) ifs=-—1.

Therefore, since P, is a function of x,, we get that P, is a function of X, i.e. P, =f(X,,). The
dynamics of the process (X,), is easily given by

XnJrl = (1 In+1, (3)

EE——D -
No+n+1> n+No+n+1

where I,41 is the indicator function of the event ‘the agent entering the community at time
n+ 1 chooses the strategy +1°, and so P(In+1 =1|Xg, k< n) = P, =f(X,). Different indi-
vidual decision rules give different functions f. Two examples are the following:

e Linear probability (LP):
 mD
(D) 4 (1)

n
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which gives
X if A=0and B=1,
fo={" @)
with x* =B/0 =B/(1 + A — B) and so 6x* € (0, 1] and 6x* > 1 — 0.
e Logit probability (LogP):

b exp(K7,(+1))
"7 exp(Kmu(+1)) + exp(Km,(—1))’

with K > 0, which gives
1

f)= 7 ,
+exp(—0(x — x))
withd =K(1 —A+B)>0and x* =KB/0 =B/(1 — A+ B) € (0, 1).

®)

Under the above individual decision rules, long-run equilibria for one community have been
studied in [49]:

e With the LP rule, and if the game is not a pure-coordination game (that is, A=0
and B =1), the long-run behavior of the system becomes predictable (see definition
in Section 2 below): the share of agents playing 41 in the limit converges almost
surely to the constant zoo = (1 — B)/(1 + A — B). Note that when B = 1 we have zo, =0,
and when A =0 we have zoo = 1. In all the other cases (that is, B<1 or A > 0),
coexistence of strategies characterizes the equilibrium configuration, and we have
Zoo > 1/2, 200 =1/2, 01 oo < 1/2 if and only if A+ B<1,A+B=1,orA+B>1,
respectively.

With the LP rule, if the game is a pure-coordination game, then (X}), follows the
dynamics of the standard Pélya urn model, and so it converges almost surely to a random
variable with beta distribution.

e With LogP, it has been proven that the long-run behavior of the community with x* = 1/2
is predictable if KB =0x* =6 /2 <2: the share of agents playing +1 in the limit con-
verges almost surely to 1/2, which means coexistence of the two strategies in the
proportions 1 : 1. Moreover, when x* # 1/2, some numerical analyses have been per-
formed pointing out the coexistence of strategies in the limiting configuration and the
fact that the dynamics is again predictable when KB = 6x™ is small.

We are interested in analyzing the long-run behavior of a system of N > 2 interacting com-
munities of the above type. More precisely, for each h € {1, ..., N}, let Z, 5 be the share of
agents playing the strategy +1 in the community 4. According to (3), the dynamics for each
Zy,. i 18 of the form

1

_ 6
No+n+1 ©

Zn+1,h = -=ry Zn,h + rnln-i-l,h with r, =
where 1,41 is the indicator function of the event ‘the agent entering community % at time

n—+1 chooses the strategy +1°. We assume that {[,;,:h=1,..., N} are conditionally
independent given the past information F, with

Py =P(In+l,h =1 |]:n) =aZy+ Bq+ (1 —a—B)f(Zun), (N
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where Z, = vazl Zn.i/N,q€(0,1],and o, B €0, 1) with o 4+ B € (0, 1). This corresponds to
assuming that the agent entering a given community at time »n + 1 will choose (independently
of the choices of the agents entering the other communities at time n + 1) the strategy +1
with a probability P, , which is a convex combination of three factors: the present share Z,
of players playing 41 in the entire system formed by the N communities, an external forcing
input ¢, and the expected payoffs related to the present share Z, , of players playing +1 in the
specific community where the agent enters.

Game theory literature typically focuses on isolated repeated games. The study of interact-
ing games is recent (see, e.g., [39] and the references therein). For instance, in [39], agents
interact with each other over multiple channels, where each channel is a repeated game. In a
multichannel game, an agent repeatedly plays a finite number of independent games. At each
round n + 1, she simultaneously determines how to act in each game, leveraging also the infor-
mation related to the other games up to round n. Our model can be also interpreted in this way:
indeed, consider an agent playing N games, and suppose that at round n 4 1 she chooses for
game h (independently of the choices for the other games) the strategy +1 with a probability
Py, which is given by a convex combination of three factors: the mean number Z, of times
she played +1 in the N games up to round #, an external forcing input ¢, and a function of the
mean number Z, ;, of times she played 41 in the specific game /4 up to round n.

It is worthwhile to notice that, although our focus is on the case N > 2, we are also going to
completely describe the asymptotic behavior of the model when N = 1. We point out that, in
[49], the case x* # 1/2 is studied only by means of simulations, while here we provide analytic
results.

1.2. Technological and opinion dynamics

By technological dynamics we mean models which describe the diffusion of some tech-
nological assets in a given community. Such diffusion may depend on several factors, such
as communication between agents, the influence of external media, and a form of self-
reinforcement due to agents’ loyalty. On the other hand, opinion dynamics deals with the study
of formation and evolution of opinions in a population, which is governed by similar factors;
in particular, self-reinforcement can be interpreted in this context as a mechanism for which
the agents’ personal inclination, after being verbalized through the choice of one out of two
(or more) possible actions, is subject to reinforcement in the direction of the expressed choice.
Therefore, in what follows, we will refer to the first context with the implicit assumption that
everything can be translated into the language of the second one. In the above setting, a unit
h of our model may be interpreted either as a single agent, to which is associated an opinion
or inclination Z, ; to adopt one of two different assets (or actions), or as a whole community
of agents which has an internal evolution, driven by the function f, and interacts with other
similar communities, eventually under the influence of certain external media. Below, in order
to motivate specific choices of the function f, we describe in detail a model based on this last
interpretation, where each unit % is modeled as a generalized P6lya urn. In the context of opin-
ion dynamics, our model belongs to the recently studied class of CODA models (continuous
opinions, discrete actions) [69, 70].

The generalized Pélya urn model [14, 15, 58] has been used to model the competitive
process among new technologies, which is a fundamental phenomenon in economics [40].
This model corresponds to the stochastic process described by (3). Taking f strictly increas-
ing means that the technologies under consideration show increasing returns to adoption: the
more they are adopted, the more is learned about them, and, consequently, the more they are
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improved and the more attractive they become [15]. The dynamics for a single ‘market’ of
potential adopters is as follows: at each time-step n an agent enters the system and decides to
adopt one of two possible technologies s € {0, 1} according to the dynamics (3) with a given
urn function f. In this framework, it is quite natural to think of the existence of several markets
governed by the above dynamics, and to introduce an interaction term between them (see e.g.
[19, 71]). The phenomenon of synchronization may be read as the effect of a form of ‘conta-
gion’ among such markets. The present work is related to the study of the long-run behavior of
a system of N > 2 interacting markets of potential adopters, and so it is described by Equations
(6) and (7). An example of a function f that can be used in this setting is given by

FO=(1—-60)+20—DH(3x*—2x°)  with0 e[0, 1], (8)

which belongs to C! and is strictly increasing when 6 € (1/2, 1]. The applicative justification
behind this function is as follows (see [14, 40]). Suppose we have two competing technologies,
say s € {0, 1}, and represent the community of adopters who are already using one of the two
technologies as an urn containing balls of two different colors, say red for technology 1 and
black for the other. The composition of the urn evolves with time according to the following
decision-making rule for the agents: at each time-step, the agent extracts, with replacement, a
random sample of 3 balls from the urn (this means that the agent asks 3 previous agents which
technology they are using). Then the agent selects with probability 6 the technology used
by the majority of the extracted sample (upon which an additional ball of the corresponding
color is put into the urn) and with probability (1 — 6) the technology used by the minority
of them (upon which an additional ball of the corresponding color is put into the urn). The
parameter 6 describes the agents’ attitude within a single market (which may be cooperative
or competitive). A further development of our model of interacting markets can be to consider
different values of 6, making them dependent on the market 4. Notice that, rephrasing the
above description in the language of opinion dynamics, we get a variant of the celebrated
Galam majority-rule model [55], with the introduction of a reinforcement mechanism in the
dynamics.

According to this dynamics, denoting by 7;, and by R,, respectively the total number of balls
and the total number of red balls in the urn at time-step n, we have

Py =P(Ipy1 =11F,) =0p(Tn. Ry) + (1 = 0)(1 — p(Ty, Ru)) = (1 — ) + (20 — Dp(T;,, Ry)

with p(Ty. Ry) = 23: M - i (3) (&)k (1 B &)3—;( e

e <T3n> = \kJ\T, Ty

(The above approximation is due to the following property of the gamma function: I'(n+1) = n!
and I'(n + a) ~ n“I"(n) for n — +00.) In other words, for X,, = R,/ T}, being the proportion of
red balls in the urn at time-step n (i.e. the present share of agents who have adopted technology
1), we have

3
Py~ (1=0)+20 -1 (i)X,’;a — X" =f(X,) forn— oo,
k=2

where f is the function given in (8).
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In the case of a single market (i.e. when N = 1), studied in [40], the authors find the thresh-
old 1/2, below which the limit market is shared by the two technologies in the proportions
1: 1. Although our focus is on the case N > 2, we are also going to completely describe the
asymptotic behavior of the model when N = 1. In particular, we will correct the abovemen-
tioned threshold. Indeed, we will prove that for N =1, when 1/2 <6 < 5/6, the configuration
1:1 is the unique limiting configuration, while, when 5/6 <8 < 1, two asymmetric limit
configurations are possible. Therefore the threshold is not at 1/2 but at 5/6.

The rest of the paper is organized as follows. In Section 2 we provide some general results
regarding the asymptotic behavior of the systems under consideration. More precisely, we give
sufficient conditions for the almost sure convergence of the stochastic processes 7Zh = (Zp,n) to
some random variable Z, j, and for the almost sure asymptotic synchronization of the system.
Moreover, we give some results concerning the possible values that the limit random vector
[Zco.15 - - -, Zoo,N] can take. In Section 3 we analyze the systems associated to the functions
introduced in Subsections 1.1 and 1.2. Specifically, we prove the almost sure convergence of
the system, and we characterize the possible limit configurations. In particular, we show suf-
ficient conditions on the parameters to guarantee the almost sure asymptotic synchronization
of the system, and we discuss conditions under which the system is predictable (i.e., it has a
unique possible limit configuration). Moreover, in relation to the applicative contexts described
in Subsections 1.1 and 1.2, we investigate the possible synchronization towards the value 1/2,
which means that, within each community, the two choices asymptotically coexist in the pro-
portions 1 : 1. The paper is enriched by simulations and figures, all collected in Section 4, and
by an appendix containing some known results from stochastic approximation theory and some
technical linear algebra results.

2. General results
By means of (1) and (2), the recursive equation for Z, j, can be rewritten as

Zn+1,h = Zn,h + 7 [aZn + ,39 +(1—-a— ﬂ)f(zn,h) - Zn,h] + rnAMn+1,h s ©)]

where AM,41.h =1Int1,h —Pnp 1S a martingale difference with respect to F = (Fy)n.
Moreover, summing over h, we get the following equation for Z,:

1 Y 1 Y
Zn+1 =Zy+r|aZ,+ ﬂq +(1—-a- ,B)N };f(znh) —Zy |+ 1y N hX_; AanJrl,h .
(10
Letus set Zy = (Zu1, .- Zun) > AMus1 = (AMyy1 1, ..., AMyy1x) |, and
F(z) = (F1(2), ..., FN(2))"

ith Fj(z) = Ly ; 1 vze 0, 11V 11
with Fym) =~ > 2+ pg+ (1 —a = p)fe) -z vzelo, 1. (1)

i=1
Using the above notation, we can write (9) in the vectorial form
Zn+1 =Zn+rnF(Zn)+rnAMn+l . (12)

We are interested in proving that

a.s

7, — 71, (13)
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where Z . is a suitable random variable with values in [0, 1]V, and in characterizing the support
of its distribution. In particular, when the limit Z is of the form Z1, where Z, is a suitable
random variable taking values in [0, 1] and 1 is the vector with all components equal to one,
we say that the system almost surely asymptotically synchronizes (or, briefly, almost surely
synchronizes). Indeed, in this case, all the stochastic processes zh = Zuwn, h=1,...,N,
converge almost surely towards the same random variable Z,. Further, when Z, is a unique
deterministic point, we say that the system is predictable.

Finally, it is worthwhile to note that the almost sure convergence of Z, towards a ran-
dom variable Z, implies the almost sure convergence of the empirical means I,, = % Yoot I
(where I is the random vector with components I ,, for h =1, ..., N) towards the same limit.

Let F and (Z,),>0 be defined as in (11) and (12). Moreover, using the symbol 0 to denote the
vector with all components equal to zero, let Z(F) = {z € [0, 1] : F(z) = 0} be the zero-set of
the function F. Further, let us call synchronization points the points of the form z, = 7501, with
Zoo € [0, 1]. Using the stochastic approximation methodology (see Appendix A), we obtain the
following results. The first one concerns the almost sure convergence of the process (Zj,).

Theorem 1. (Almost sure convergence.)
The following statements hold true:

o The set Z(F) contains at least one synchronization point.
o [If Z(F) is finite and f is integrable, then we have
Z, = Lo,

where L is a suitable random variable with values in Z(F). Moreover, we also have
I .
L=~ ]; L =5 Zoo.

Proof. We first show that Z(F) is non-empty, since it contains at least one synchronization
point. Indeed, points in Z(F) are the solutions in [0, 1]V of the system of equalities

N
1
Otﬁ;Zi+ﬁQ+(1—a—ﬂ)f(Zh)—Zh=0 Vh=1,...,N. (14)
In particular, for the synchronization zero points, that is, for the zero points of the form z = z1,
the above system of equalities reduces to the equation
(1—-a) Bq
() =f(2) — z+ =
l-a—-8) A—-a—-p8)
(See Figure 2 and Figure 5 for examples and illustrations.) Therefore, since f takes values in
[0, 1], we have ¢(0) >0 and ¢(1) <0. This fact implies that ¢ always has at least one zero
point in [0, 1].
Hence, under the above assumptions, the almost sure convergence of (Z,,) towards a random
variable Z, taking values in Z(F), follows immediately from Theorem 11. Indeed, we have

F=-VV with

o (& 2 N N | X
V@ =— (Za,) —BaY m—(—a=p)) ¢+ %
h=1 h=1 h=1 h=1

where ¢ is a primitive function of f.

0. (15)
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Finally, since, for each h, we have
[n+lh|-7:] nh—aZn+IBQ+(1_a_IB)f(Znh)

—>a—Zzooz+ﬂq+<1 — o — B (Zoo.r) = Zoo.s
i=1

applying Lemma B.1 in [5] (with cx =k, v,k =k/n, and n = 1), we get that % Y et I £
Zoo,h~ O

The following theorem provides a sufficient condition for the almost sure synchronization
of the system.

Theorem 2. (Almost sure asymptotic synchronization)
If Z(F) contains a finite number of synchronization points, f is integrable, and, for each

fixed constant ¢ € ( a:ﬁ ik O) the function

- 1
() =f(2) - _ﬁz c (16)
has at most one zero point in [0, 1], then we have the almost sure asymptotic synchroniza-
tion of the system, and the limit random variable L, is of the form Zoo1, where Z, satisfies
Equation (15).

Remark 1. (Linear case.) Note that, since ¢ belongs to ( = (';ﬂ 7> O) we have ¢(0) > 0 and
@(1) < 0 and so the equation ¢ = 0 always has a solution. The above result requires that this
solution is unique. A particular case in which this condition is satisfied is when f is linear.
Indeed, if £ : [0, 1] — [0, 1] is linear and strictly increasing, then f’ = § € (0, 1] and hence § #
1/(1 —a — B). It is worthwhile to observe that, when f is linear, Equation (15) has infinite
solutions (and so Theorem 2 does not apply) only when f is the identity function and 8 =0.
However, this case is included in [4, 34], where the almost sure asymptotic synchronization is
proven also in this case.

Proof of Theorem 2. We first prove that the assumptions of Theorem 2 imply that Z(F) does
not contain ‘non-synchronization’ points, that is, points that are not synchronization points. To
this end, we recall that the set Z(F) is described by the system of equalities (14). In particular,
if z* is a solution of the system (14) with z; # zj* for at least one pair of indices, Equation (14)
implies

(I1—a—pB)f(z) <z,  Yh=1,...,N (17)

and
(I—a—pB)f(z)>z—a—B  Vh=1,...,N. (18)

Moreover, (14) (written for / and j) also implies

(@ —2)=0—a=pB)f(z;) —f(z))  Vhj=1,...,N. (19)
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Therefore, for a fixed A, z;-‘ * ZZ is a solution of the equation

1
f(Z)ZmZ—i-C

where

" %, atp
=fG) - g E( l—a—ﬁ’o)
(by (17) and (18)). In other words, a necessary condition for the existence of non-
synchronization zero points is that there exists ¢ € Im(f —(l—a— ﬁ)_lid) N (— 1538 B 0)
such that the function (16) has more than one zero point in [0, 1]. Hence, we can con-
clude that the assumptions of Theorem 2 imply that Z(F) contains only synchronization
points. Therefore, this set is not empty (see Theorem 1), and by assumption it is finite.
Applying Theorem 1, we obtain the almost sure convergence of Z, towards a random vari-
able Z, taking values in the set Z(F), and so of the form Z., = Z1, where Z,, satisfies

Equation (15). O

Remark 2. (Existence and characterization of the non-synchronization zero points.) It is
worthwhile to underline that, from the above proof, we obtain that a necessary condition for
the existence of non-synchronization zero points of F is that there exists c € Im(f —(l—a-

B~ tid) N (- lf;r_ﬁ 3 0) such that the corresponding function (16) has more than one zero point
in [0, 1]. Moreover, if z* is a non-synchronization zero point, then, for any fixed component zz,

every other component is a solution of @ =0, with c=f(z}) — 2} /(1 —a — B) € Im(f — (1 —

a—p)~id) N (=722, 0). Conversely, when z* is a point with the above property, it is a

1—a—
zero point of F if and only if (because of (14)) we have

1,
a}v;zi—kﬁq—l—(l—a—ﬂ)c:& (20)

We conclude this section by providing a very simple condition that allows us to exclude
the linearly unstable zero points (see Appendix A) from the set of possible limit points for the
process (Z,).

Theorem 3. (Non-convergence towards linearly unstable zero points.) If f € C2, £(0)> 0, and
f(1) < 1, then, for each z € Z(F) which is linearly unstable, we have

P(Z,— 7)=0.

roof. We can a eorem in endix A. For a fixed ve with |v|=
P W pply Th 12 in Appendix A. F fixed RN with
Zgzl |[va| =1 and n € N, consider the random variable

N

N
Xor1=Y_ viAMuy1n=Y_ va(lnt1.0 = Pun),
h=1 h=1

where P, =aZ, + g+ (1 —a — B)f(Z,.n). We note that a partition of the sample space is
given by the events of the form

Enprn = {Iis1n=1VheH, L 1, =0Vhe H},
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where H is a subset of {1, ..., N} (the empty set included). Therefore, we can write

Xpp1=) (Z vi(1 = Pus) = Y vaPn h) Ig 4= ZA By

H heH heH¢

where the first sum is over all possible subsets of {1, . .., N} (the empty set included). It follows
that

n+1 - ZAn HIEnH H

and so

n+1 |-7:n ZA IEn+1,H|-7:n]=ZA::H1—[Pn,h l_[ (I_Pn,h)

H heH heH¢

(where we use the convention [[=1 if H or H¢ is empty). Now, by assumption, f has on
[0, 1] a minimum value m = f(0) > 0 and a maximum value M = f(1) < 1. Hence we have

O<(l—-a—-Bm=<Pp<a+p+{1—-a—-BM<1,

and this fact implies [[,cy Pui [Tpepe (1 — Pnp) =p >0 for a suitable constant p > 0.
Moreover, among the possible H, there is H, ={h e {l,..., N}:v, >0} (possibly equal to
the empty set), and correspondingly we have

Ay =Anm, = (1 —a— B)ymin{m, 1 — M} Z Vi + Z( Vi)
heH, heHS

N
=(1—a—B)yminfm, 1 =M} ) |v]

h=1
= —a—pB)min{m, 1 — M} > 0.

Thus, the condition (47) of Theorem 12 is satisfied with C = (1 —a — 8) min{m, 1 — M}p > 0,
and s0 P(Zoo =12) = 0 for all the zero points z of F that are linearly unstable. O

3. Specific models

In this section, by means of the above general results, we analyze the asymptotic behavior of
the systems related to the functions fzp, frogp, and frech introduced in Section 1 (Subsections 1.1
and 1.2). In Section 4 some associated numerical illustrations will be presented.

3.1. Casef=f;p
In this subsection we consider the function

— — X . * *
f(x)—pr(x)—m with6 >0, 0x* € (0, 1], 6x*>1—-6. 21
Note that we exclude the case f; p defined in (4) with 6 = 0, because it coincides with the case
of a system of interacting Pélya urns with mean-field interaction and with or without a ‘forcing
input’ ¢, and this model has already been analyzed in [4, 5, 6, 34, 35, 37].

https://doi.org/10.1017/apr.2022.18 Published online by Cambridge University Press


https://doi.org/10.1017/apr.2022.18

288 I. CRIMALDI ET AL

The following result states that, provided that Zy # 0 (note that, in applications, we gener-
ally have P(Zy # 0) = 1), we always have the almost sure asymptotic synchronization of the
system, and moreover it is predictable.

Theorem 4. Let f = fp. Set

when 8 > 0,
when 8 =0and 6x* =1,
P(-|1Zo #0) when B=0and 6x* <1,

and

(22)

Z when 8> 0,
Zoo = -

09"* when B =0,

where 7 € (0, 1) depends on the model parameters and is defined as in (24). Then, under P, the
system almost surely asymptotically synchronizes and it is predictable: indeed, we have

a.s.
7, — 7501

and

N (e s
Inzzglkgzool.

Observe that when 8 > 0, the limit point z, belongs to (0, 1). In the first interpretation, this
means that in the limit configuration the N agents keep a strictly positive personal inclination
for both actions. In the interpretation related to games (see Subsection 1.1), since Z, j is the
present share of agents in community 4 playing the strategy +1, this fact means that in the
limiting configuration, both strategies coexist in all N communities. When 8 =0, the limit
point z+, belongs to the entire interval [0, 1], including the extremes: precisely, it is equal to
0 when 6x* =1 and equal to 1 when 6x* =1 — 6. We can say that in these last two cases one
of the two strategies is asymptotically predominant with respect to the other. Furthermore, we
note that the limit value depends only on 6 and x*, but not on the parameter « that rules the
interaction.

Proof of Theorem 4. Let us look for the solutions of the equation F(z) =0 in [0, 1]V, that
is, of the system (14).

Synchronization zero points. We start by looking for the solutions of (14) of the type z = z1,
that is, for the solution of (15). Taking into account that f = f; p, we obtain the second-order
equation

P(2) = (1 —@)pz> + [(1 — )bx* — g — (1 —a — B)lz — Bgbx* =0. (23)
The discriminant associated to this equation is

A=[(1-a)0x* —BOg— (1 —a — B> +4(1 — a)B6°qx*.

Hence, when 8 =0 and 6x* < 1, we have two distinct solutions in [0, 1], namely 0 and 1—09 oA s

while if 8 =0 and 6x* = 1, we have only one solution z* = 0. When 8 > 0, we have A > 0 and
so there are two distinct solutions of (23). However, we are interested only in solutions belong-
ing to [0, 1]. Since ¢(0) > 0 and ¢(1) < O, there is at least one solution in (0, 1). Moreover,
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since in A we have the term 4(1 — «)B6%gx* > 0, one of the solutions is obviously strictly
negative. Therefore, there is a unique solution in (0, 1), given by

—[(1 —)fx* = Bog — (1 —a = Pl + VA

5 24
< 21 —a) 24
Summing up, synchronization zero points are of the form z* = z*1 with
elo, =21 ifg=0, 62 <1,
Z"{=0 if =0, 6x* =1, (25)

Z if 8>0.

Non-synchronization zero points. Such zero points do not exist: indeed, writing Equation (16)
of Theorem 2 for f = f7p, we obtain

922+[c(1—oz—,3)€+€x*—(l—a—,3)]z+c(1—a—ﬂ)@x*:O,

which, since ¢ < 0, admits at most one solution in [0, 1].
Almost sure asymptotic synchronization. We have proven above that the set Z(F) contains
only a finite number of points. Moreover, f admits the primitive function

o(x) = é [x — x* In(x + x™) ] + const.

Then, by Theorem 1 and Theorem 2, we can conclude that the system almost surely
asymptotically synchronizes:

and

_ 1 &
I,,:r—lk;lkgzoo:zool,

where Z,, can take the values z* specified above. In particular, when we are in the case § > 0
or in the case 8 =0 and 6x* = 1, we have a unique possible value for z* and so the system is
predictable. It remains to prove that, under P=P( |Zo # 0), the system is predictable with the
unique limit point 17(99 1. The following step provides the proof of this fact.

Case 8 =0 and 6x* < 1: predictability under P. Let us consider the case B=0and Ox* <1,
for which we have Z(F) = {0, (1_6—0"*) 1 } For z* = z*1, Corollary 4 provides the eigenvalues
of J(F)(z*), that is,

(I—a=B)f()—1 and (I—a—-pB)f()—1+a.

Now, the eigenvalues for z* = (1*99"*) 1are (1 —a)dx*—1<0and —(1 —a)(1 —0x*) <O,

and so z* is strictly stable, while the eigenvalues for 0 are (1 — o)(0x*)~! — 1, which can be
positive or negative, and —(1 — «)(1 — 1/0x*) > 0, so that 0 is linearly unstable. However, we
cannot exclude convergence towards 0 by means of Theorem 3, because f(0) = 0. In any case,

we observe that if Zy # 0, then Z,, # 0 for all n. Hence, if we prove for z* = (1_%‘*) 1 that

(F(z),z—7z*) = (F(z) — F(z*),z—2*) <0 (26)
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for all z=(zy, ..., zN)T efo, 11¥v \ Z(F), then we can conclude by Theorem 10 that, under
P= P(-|Zy # 0), the system is predictable. In order to prove (26), we observe that f” is positive
and strictly decreasing on [0, 1] and f’ (z*) =6x* < 1 by hypothesis. Then, recalling that f(z) —
f (z*) < 0 for z < z* and using the mean value theorem for z > z*, we obtain that f(z) — f (z*) <
|z — z*| for all z € [0, 1], z # z*. Then, since z;, # z* for at leastone h € {1, ..., N}, we have

N 2 N
(F@) - F(z"), z — 7") = % [Z (zn — z*):| > (@ -2’

h=1 h=1

+(1—-a) i (fen) —f(2)) (zn — %)

h=1

N N
<—(1-0)) (- +0-0)) (-2)"=0. @)
h=1

h=1

Finally, regarding the almost sure convergence of the empirical means under P, we
observe that the proof given for Theorem 1 also works with P = P(:|Zy # 0), because
{Zo # 0} € Fo. d

Remark 3. (Possible asymptotic synchronization towards 1/2.) We recall that, in the setting
described in Subsection 1.1, the quantity Z, , is the present share of agents in community
h playing the strategy +1, and so the almost sure asymptotic synchronization of the system
towards the value 1/2 means that in the limit the two strategies in all the communities coexist
in the proportions 1 : 1. In this regard, we observe that (1/2)1 is a synchronization zero point
for the case f = fp if and only if we have

—a Bq

fip(1/2) — - + p— =0, that is, o5
(6 +26x%)
T(l—a—2ﬂ4)=1—a—ﬂ,

which, in particular, implies (1 — ) > 28[q V (1 — gq)] (because frp(1/2) € (0, 1)). Therefore,
only when the condition (28) is satisfied does the system almost surely asymptotically syn-
chronize towards 1/2. Note that, in the special case when 8 =0 (which includes the case
N =1, o« = =0, which corresponds to the case studied in [49]), the condition (28) simply
becomes Ox* =1 —6/2.

Applying Theorem 13, we can also provide the rate of convergence of (Z,). More precisely,
we have the following result.

Remark 4. (Rate of convergence.) With the same assumptions and notation as in Theorem 4,
we have

AMyit fAMpt1j = (Ligt.h — Pui) (Int1j — Paj)

where P is defined in (1), and so for h#j, by conditional independence, we get
E[AM,H_L;,AMn_H,j | }"n] =0, while for h =, taking into account that F(z.,) = 0 for z, =
Zools

E[(AMn+1,h)2 | Fu] = Pnn — Pi’h 2% 200 — 22 with respect to P.

(0]
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Moreover, by Corollary 4, the smallest eigenvalue of —J(F)(z001) is A=(1 —a)— (1 —
a — B)f'(ze0). Therefore, applying Theorem 13 when x € (0, 1), we obtain, under P, the
following:

e If A >1/2, then
ViZy — 20) -5 N (0, D),
where, using Remark 16, we obtain ¥ = 750(1 — zo0) (—2J(F)(2o0) — Id)~ .

e If A =1/2, then
[ (Zy = 2001) 5 N (0. 5,
In(n)

where X is a suitable matrix of the form zoo(1 — zw)f.
e If0 <A <1/2, then

W (Zy — 7001) =5V,

where V is a suitable finite random variable.

3.2. Casef =fro0p
In this subsection, we consider the function

1 .y
FO =fuagr) = oy With¥ (0. 1), 0> 0. (29)

It is a sigmoid function, i.e. its first derivative is a strictly positive function, which is strictly
increasing on [0, x*) and strictly decreasing on (x*, 1], with a maximum given by f'(x*) = /4.
Furthermore, we have f'(x) = f'(2x* — x) for all x € [0, 1].

The following lemma provides a description of the subset of Z(F) containing all the zero
points of F that are synchronization points (briefly, ‘synchronization zero points’).

Lemma 1. (Synchronization zero points.) Let f = f1ogp. Then, depending on the values of the
parameters, Z(F) contains at least three synchronization zero points. Moreover, at most two
of them are stable. In particular, if one of the following conditions is satisfied, ¥ has a unique
stable synchronization zero point:

(UI) 6/4<(1—-a)/(1l —a—p), or

(V2) fOVFM=1-a)/(l—a—p),or

(U3) OV <d—-—a)/(l—a—B)<06/4, andeitherf(')?l)>(1—oz)’fl/(l—oz—,B)—
Ba/(l—a—p) or f(x)<(—a)%/(l—a—pB)—Bq/(l —a—P), where €

(0, x*) and X, = 2x* — X1 € (x*, 1) are the solutions of f' = (1 —a)/(1 — a — B).

Otherwise, ¥ has two stable synchronization zero points belonging to (0,/)6\1] U [3?2, 1)
(more precisely, one in each of these two intervals).

Proof. We recall (see Theorem 1) that there exists at least one synchronization zero point
of F, and that points of this type are of the form z = z1 with ¢(z) =0, where

) =f) -1 —a)/(0 —a = Pz+ Bq/(l —a —p).
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Note that ¢(z) is of the form f(z) — 8z + cost, with § = (1 — «@)/(1 — « — B) and a suitable
constant cost such that ¢(0) > 0 and ¢(1) < 0 (note that f(0) > 0 and f(1) < 1). Hence, we have
¢’ =f"— 8 and ¢" =f". Therefore, recalling that f is a sigmoid function with max[o 1 f =
f'(x*)=0/4, and using the symmetry of f’, we get that the equation ¢'(x) =0, i.e. f'(x) =4,
has at most two solutions on [0, 1], and we have the following cases:

(1) 0/4<6;
() f/(0)Vf'(1)=8 (and s0 6/4 > §);

3) f/(0)vf(1) <8 <0/4, and, letting x| € (0, x*) and X = 2x* — x| € (x*, 1) be the solu-
tions of ¢’ =0, we have either ¢(%) > 0 or ¢(32) < 0;

4 f(0)Vf(1) <8 <6/4, and, letting X, X be as in (3), we have either ¢(x1) =0 or

¢(x2) =0;
(5) f/(0)Vvf(1)<8<0/4, and, letting X1, X2 be as in (3), we have (p(ﬁc\l) <0 and
9(%2) > 0.

(Note that Cases (1), (2) and (3) coincide, respectively, with conditions (U1), (U2) and (U3) in
the statement.) In Case (1), ¢’ is strictly negative on [0, 1]\ {x*}, that is, ¢ is strictly decreasing
on [0, 1], and, since ¢(0) > 0 and ¢(1) <0, this fact implies that ¢ =0 has a unique solution
in (0, 1). In Case (2), observe that, since ¢(0) > 0 and ¢(1) < 0, it holds that ¢’(0) A /(1) <0
(otherwise @ would be increasing on [0, 1], yielding a contradiction). Now, if ¢’(0) > 0, then
¢'(x) > 0 for all x € (0, x*], i.e. ¢ is strictly increasing on (0, x*]; this fact implies that ¢(x) > 0
for all x € [0, x*]. Consequently, ¢ has at most one zero point z* € (x*, 1), because ¢(1) <0
and ¢’ is strictly decreasing on (x*, 1]. Analogously, if ¢’(1) > 0, then ¢ has at most one zero
point z* € (0, x*). In Case (3), X1 < x* and X = 2x* —X] > x* are respectively the points of a
local minimum and a local maximum of ¢ in (0, 1). Now, if <p(3c\1) > 0, then ¢ has a unique
zero 7* € (X, 1). Analogously, if cp(')?z) < 0, then ¢ has a unique zero z* € (0, ;). In Case (4),
the function ¢ has two zero points: more precisely, if X is a zero point of ¢, then gp(’)?z) >0
and the other zero point of ¢ belongs to (x2, 1); if X3 is a zero point of ¢, then (p(}]) < 0 and
the other zero point of ¢ belongs to (0, X1). Finally, in Case (5), ¢ has three zero points: one in
(0,%1), one in (X1, X»), and the last in (x, 1).

Regarding the stability of the synchronization zero points of F, we observe that when z = z1,
where z is a zero point of ¢, by Corollary 4, the eigenvalues of J(F)(z) are given by

(I-a—=pf'@—1 and (A-a-pf@)-1+a,

that is,
I-—a—pBy@—a and (I1—a—p ).

Therefore, in Cases (1), (2), and (3), the unique synchronization zero point is stable, because
the corresponding eigenvalues are both negative. In Case (4), recalling that ¢’ is strictly nega-
tive on (0, x1) and on (X, 1) and strictly positive on (351 , 352), both synchronization zero points
are stable. For the same reason, in Case (5), the synchronization zero point strictly smaller
than X7 and the one strictly bigger than X, are stable, while the one in (351,352) is linearly
unstable.

Remark 5. Note that if x*1 is a synchronization zero point of F, that is, (1 — a)(1 — 2x*) —
B(1 —2¢q) =0, then (U2) is not possible, because, as shown in the above proof, in that case
the unique zero point of ¢ is necessarily different from x*. Moreover, Cases (U3) and (U4)
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are also not possible. Indeed, f — (1 — «)id/(1 — o — B) is strictly increasing on (5?1 ,552) and
SO we havef(’x\l) —(l—a)x/0—a—B) <f&x)—1—-ax*/0—a—-B)=—Bq/(1l —a —
B) <f(%2) — (1 — a)x2/(1 — & — B). Therefore, when x*1 is a synchronization zero point of
F, it is stable if and only if (U1) is satisfied. Otherwise, there are three synchronization zero
points: x* (linearly unstable) and two stable, say zj =z1 and z} =231, with 0 <z} <X <
<< =2" -z <1

As an immediate consequence of Lemma 1, we get that, if the system almost surely asymp-
totically synchronizes and one of the conditions (Ul), (U2), and (U3) holds true, then it is
predictable. In the next results (see Theorems 5 and 6) we give sufficient conditions for the
almost sure asymptotic synchronization of the system. Moreover, we provide a characterization
of the possible limit points that are not synchronization points (see Theorem 6).

Theorem 5. Let f = f1oop. Assume that one of the following conditions holds:
(S1) 6/4<1/(1 —a — B), or

(S2) OV ()>1/(1 —a—B)(and so0/4>1/(1 —a — B)), or

(S3) f/OVf (1) <1/ —a—p)<60/4 and, letting x} € (0,x*) and xj=2x*—x} €
(x*, 1) be the solutions of f' =1/(1 —a — B), we have eitherf(x*f) ZXT/(I —a—p5)
orf(x5) <x3/(1—a—B)— (@ +B)/(1 —a — ).

Then we have the almost sure asymptotic synchronization of the system, i.e.
Zn a.s. Zoo

and

_ 1 <& .
Inzzglkﬂzm,

where Lo is a random variable of the form Lo = Zoo1. Moreover, the random variable Z«,
can take at most two different values, both belonging to (0, 1). (Specifically, Z~o takes values
in the set of stable zero points of F, which is contained in (0, 1)N and consists of at most two
different points.)

Proof. We want to apply Theorem 1, Theorem 2, and Theorem 3. Observe first that f = f gp
admits the primitive function

1 .
o(x)=x+ ) ln(l 40 )) + const

and, by Lemma 1, the set of synchronization zero points of F is finite. Now, consider the func-
tion ¢ defined in Theorem 2. Observe that this function has the same form of ¢: indeed, we have

$(2) =f(z) — 8z + cost, with § = 1/(1 —a — B) and cost = —c € (0, lf;r_ﬂﬁ), and so $(0) > 0

and ¢(1) < 0. Therefore, arguing exactly as in the proof of Lemma 1, with ¢ in place of ¢ and
8§ =1/(1 —a — B), we obtain that each of the above conditions (S1), (S2), and (S3) implies

that, for all ¢ € (— lf:f B O), the function ¢ has exactly one zero point in [0, 1]. Indeed, (S1)

and (S2) correspond to the conditions (1) and (2) in the proof of Lemma 1, while the con-

dition (S3) implies, for all c € (— lf;{"f i O), that ¢ satisfies the condition (3) in the proof of

Lemma 1. Applying Theorem 1 and Theorem 2 we obtain the almost sure asymptotic synchro-

nization of the system, that is, Z, N Z~ = Z1, where Z, takes values in the set of zero
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points of ¢. Moreover, recalling that f(0) > 0 and f(1) < 1, we can also apply Theorem 3 and
conclude that the support of the limit random variable Z, consists of only the zero points of
¢ that give rise to a stable synchronization zero point of F. By Lemma 1, such points belong
to (0, 1), and there are at most two of them. U

The next theorem deals with the case not covered by Theorem 5. In particular, analyzing
the stability of eventual ‘non-synchronization zero points’ of F, we provide another condi-
tion under which we have the almost sure asymptotic synchronization of the system (see the
condition (S4) below). Moreover, we characterize the possible ‘non-synchronization limiting
configurations’ for the system.

Theorem 6. Let f = f} ,,p and suppose

, / 1 . xt e X —(a+B)
f(o)vf(l)<m<e/4, f(xl)<m, f(x2)>—(1—a—ﬂ)

where xj €(0,x*) and x5=2x* —xj e (x*, 1) are the solutions of f'=1/(1—a—p).
Moreover, assume that Z(F) is finite. Then

. (30)

Ly~ Lo

and

N s
Inzzglkgzoo,

where Lo takes values in the set S Z(F) of the stable zero points of ¥, which is contained in
(0, DN. This set always contains at most two synchronization zero points. Moreover, if (1 — ot —
B) [f’(O) + 1A )] <14+ —a), any o, € SZ(F) which is not a synchronization point has, up
to permutations, the form Zoo = (Zoo 1, - - - » ZOO,N)T with

200,16(0,)61‘) forh=1,...,Ny,
Zoo,h = _ (31)
Zo02 € (x5, 1) forh=Ni+1,...,N,

and Ny € {1, ..., N — 1}. On the other hand, if
(I—a—B O+ =1+ -, (32)

then S Z(F) contains only synchronization points (and so we have the almost sure asymptotic
synchronization of the system).

Summing up, taking f = fr,,p, if we are in one of the previous cases (S1), (S2), and (S3),
or if we are in the case, say (S4), when Z(F) is finite and (30) and (32) are satisfied, then
we have the almost sure asymptotic synchronization of the system. Otherwise, the system
almost surely converges and asymptotic synchronization is still possible, but the asymptotic
non-synchronization of the system cannot be excluded. More precisely, it is possible to observe
the system splitting into two groups of components that converge towards two different val-
ues. We also point out that the above results state that the random limit Z,, always belongs
to (0, 1)V. In the first interpretation, this fact means that in the limiting configuration the N
agents always keep a strictly positive personal inclination for both actions. In the interpretation
involving games (see Subsection 1.1), since Z, j is the present share of agents in community &
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who adopted the strategy +1, this fact means that in the limiting configuration, both strategies
coexist in all N communities. Moreover, regarding the possible ‘non-synchronization limit-
ing configurations’ we have that, independently from the value of N, we always have at most
two groups of components that approach two different values in the limit. We never have a
more complicated asymptotic fragmentation of the whole system. Furthermore, we are able
to localize the two limit values: one is strictly smaller than x7 < x* and the other strictly big-
ger than xj > x*, where the points x depend only on x*, 6, and (1 —a — ), which is the
‘weight’ of the personal inclination component of P, in (1). In addition, Remark 6 (after
the proof) may provide some information on the sizes of the two groups. In Section 4 some
numerical illustrations are presented. In Figure 4 the chosen set of parameters is such that
there is only one (stable) synchronization zero point. In Figure 6 (8 # 0) and Figure 9 (8 =0)
there are two stable synchronization zero points, and there are stable non-synchronization zero
points.

Proof of Theorem 6. Almost sure convergence follows from the fact that f is integrable (see
the proof of Theorem 5 above) and Z(F) is finite, so that we can apply Theorem 1. Moreover,
since f(0) > 0 and f(1) < 1, by Theorem 3 we get that the random variable Z, takes values
in the set of stable points of Z(F). By Lemma 1, this set always contains one or two syn-
chronization points. Let us now investigate the existence of stable non-synchronization zero
points of F. According to Remark 2, a necessary condition for the existence of a solution

75 = (z*l‘, cees z}{,)T of (14) with z; # z]’-“ for at least one pair of indices £, j is that there exists
celm(f —(1—a—p)~lid) N (— lf‘j_ﬂﬁ, 0) such that the corresponding function ¢ defined

in (16) has more than one zero point in [0, 1]. In relation to this, we observe that the assump-
tions (30) and the fact thatf — (1 — o — ,B)_l id is continuous and strictly increasing on (x’f, xﬁ)

imply that Im(f — (1 — & — B)~lid) N (— R o) coincides with

" Xy (a+p) x X
1=<f(x1)_(1_0;_,3)v_lfa_ﬂ’f(XZ)_—zA())’

and it is not empty. Moreover, for each ¢ belonging to this set, the corresponding function
@ has the same form of ¢: indeed, we have ¢(z) =f(z) — 8z + cost, with § =1/(1 —a — )
and cost = —c, such that @(0) > 0 and ¢(1) < 0. Therefore, arguing exactly as in the proof
of Lemma 1, with ¢ in place of ¢ and § =1/(1 —a — B), we obtain that the assumptions
(30) imply that the equation ¢ =0 has two or three distinct solutions in (0, 1) (see Cases
(4) and (5) in the proof of Lemma 1). More precisely, the equation ¢’ =0, that is, /' = §, has
exactly two solutions x7, x5 € (0, 1) (with X] <x*<xy=2"— xT), which are respectively the
points of a local minimum and a local maximum of ¢ in (0, 1); moreover, since c € I, we have
@'(x’lk) <0 and ¢ (x%) > 0. Therefore, ¢ has two zero points (Case (4)), one in {x’l‘, x’2‘} and
the other in (0, xT) U (x§ 1), or it has three zero points, one in ()c’lk xé) and the other two in
(O, x]") U (x’z‘, 1). Hence, by Remark 2, if z* is a non-synchronization zero point of F, then, for
a fixed component z;, every other component is a solution of ¢ =0 with c =f (zZ) —(l—a-—
B )’lzz € 1, and so its components belong to (0, 1) and are, up to permutations, of the following
form:

21=0z) forh=1,..., Ny,

Zz= 22 forh=N;+1,...,N;i+ Ny, (33)
73=20(zy) forh=N;i+Ny+1,...,Ni+Ny,+N3=N,
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where N; €{0, ..., N — 1}, <2 <73, 22 € [x}, x5 ],
==X ifn=x], _ |==x if=x3,
C1(z2) . s . . $3(22) . e e s . .
<X} 1fzge(x1,x2], > x5 = 2x* — x] 1fz2e[x1,x2),

and (see (20) in Remark 2)
1
T (N161(Z2) + Naz2 + N333(22)) + Bg+ (1 —a — B)c=0. (34)

Finally, let us study the stability of such a point. Note that, since 7, € [x’l",xg], we have
¢'(Z2)=f"(Z2) —1/(1 —a — B) = 0. Moreover, for Z; € (x},x5), we have @'Z)=f'(Z)—
1/(1—a—B) <0 for i=1, 3, while if Zp =x} =Z; (respectively, Z» =x} =Z3), we have
necessarily ¢'(Z3) =f'(z3) —1/(1 —a — B) <0 (respectively, ¢'(Z))=f"(z1) —1/(1 —a —
B) <0). Therefore, if N» #0, we have f’(zZ) > (1 — 1%)/(1 —a—p) for all he{N;+
1,...,Ni+MN}. Now, forw=(wy, ..., wn)T €0, 1], consider

(F(w), w — z*) = (F(w) — F(z*), w — z*)

_« [Z (=2 | +01 == 00 1) 15

h=1 (35)
N
Wh - Zh
h=1
If we choose an index k such that z;: =7, and we take wy, = zz for all h #k and wy =73 + €,
with € # 0, the above scalar product (35) can be written as

~(1-5) e+ a—a-pree.

with £ a suitable point in the interval with extremes z» and 7> + €. Hence, if we take € # 0
sufficiently small so that f'(§) > (1 — §)/(1 — & — B), the above quantity is strictly positive.
This fact implies that z* is linearly unstable (see Appendix A). A similar argument shows that
if N2 =0, Z; =x] or N, =0, 2, =3, then the point z* is linearly unstable.

Now, let us consider a zero point z* of the form (33) with N, = 0. If f/(z;) =f'(Z3) we can
apply Corollary 4 and conclude that z* is stable if and only if (1 — o — B)f'(Z1) <1 — a. Since
2(1 —a) <1+ (1 — a), this last condition implies

(I—a =Bl G+ @GN <1+ —a). (36)

If f'(Z1) #f(Z3), Corollary 5 provides conditions for the stability of z*, and by Remark 18, a
necessary condition for the stability of z* is given by (53), that is,

N,
aﬁl <l-(l—-a—-pf'E) Vi=1l,3.
Since N3 =N — Ny, we find

N
—(I-a)+(1—a=p)f(Z) < aﬁl <1—(—a=pBfGn. (37)
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Note that the above inequalities imply the condition (36) again. Moreover, since f” is strictly
increasing on [0, x*) and strictly decreasing on (x*, 1] and Z; < x* < Z3, the condition (36)
necessarily implies

A—a—B[fO+f D] <1+1—-a). (38)

Summing up, under the assumptions of the theorem under consideration, if the condition
(38) is not satisfied (that is, if (32) is satisfied), then we have the almost sure asymptotic
synchronization of the system. Otherwise, if (38) is satisfied, then both synchronization and
non-synchronization zero points of F are possible values for Z,. In particular, the possible
non-synchronization values are those of the form (31) (note that Zoo,; =21 and Zeo 2 =23). O

Remark 6. (Restrictions on the possible values for Ni.) Suppose we are under the same
assumptions as in Theorem 6. It could be useful to observe that, as seen in the proof of
Theorem 6, the relation (37) might provide a restriction on the possible values for N;. Note
that the two bounds depend on the values Z;, i = 1, 3. However, recalling that {’ is strictly
increasing on [0, x*) and strictly decreasing on (x*, 1] and Z; < x* < Z3, from (37) we obtain

N
—(1—0¢)+(1—0t—,3)f/(1)<0tﬁl<1—(1—0l—/3)f/(0),

which might provide two bounds not depending on the values of the component of the limit
point.

In the following remark we discuss the possible asymptotic synchronization of the system
towards the value 1/2.

Remark 7. (Possible asymptotic synchronization towards 1/2.) As previously mentioned, in
the setting of Subsection 1.1, the random variable Z, 5 represents the present share of agents
in community 4 who have adopted the strategy +1, and so almost sure asymptotic synchro-
nization towards the value 1/2 means that in the limit the two strategies in all the communities
coexist in the proportions 1: 1. With f = f7,¢p, the point 1/21 is a synchronization zero point
if and only if we have

2pq—(1—a) _
20—a—pB)
which, since f takes values in (0, 1), implies (1 — «) > 28[q Vv (1 — g)]. Moreover, by Lemma 1,
if (1/2)1 is a zero point of F, then it is stable (and so a possible limit point for the system) if and
only if one of the conditions (U1) and (U2) is satisfied or when 1/2 belongs to (0, %1 ] U [%2, 1)
(note that (U3) is included in this last condition).

fa/2)+ 0, (39)

In the next two remarks, we discuss some of the conditions introduced in the above results,
providing simple conditions on x*, &, and 8 sufficient to guarantee or to exclude them.

Remark 8. (Regarding the conditions (S2), (S4), and (U2).) We show that if «, 8, and x*
satisfy a particular condition (see (41) below), the above cases (S2) and (S4) are not possible.
Indeed, taking f = f7ogp, We have |x — x*|f'(x) = g(6|x — x*|), where

x exp(x) xexp(—x)
g(x) 1= Py - e (40)
(I +exp(x)> (1 +exp(—x))
Therefore, observing that maxp, o0 § < 1/4 (see Figure 1), we get that the condition
. d-—a—-p)
A =X — 41
min(x", (1 —x")) 2 == @1)
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l

FIGURE 1. Graph of the function g.

implies f/(0) v f/(1) < (1 — a)/(1 — a — B). Hence, if (41) holds true, then (S2) and (32) (and
s0 (S4)) are not possible. Furthermore, under (41), Case (U2) of Lemma 1 is also not possible.
Note that the above condition (41) is satisfied when x* = 1/2.

Remark 9. (Regarding the conditions (S3) and (30).) Take f = f1,,p and consider the case
Oy vF() < m <0/4. Let xf <x* <xj be such that f'(x}) =1/(1 —a — ). If x*
belongs to the interval

2 2 72 2

(1_(a+ﬂ) 1 (a+ﬁ>>

(for instance, this is the case when x* = 1/2), then we necessarily have f (x’l‘) <xj/(0—a—pB)
andf(xé) > x5 /(1 —a— B) — (@ + B)/(1 —a — B). Indeed, if x* belongs to the above interval,
then f(x*) —x*/(1 —a — B)=1/2 —x*/(1 —a — B) belongs to (—(a + B)/(1 —a — B), 0),
and so, since the function f — (1 — a — )~ 'id is strictly increasing on (xT, xﬁ), we get the two
desired inequalities for f (x,*) — xff /(I —a—B),i=1, 2. As a consequence, Case (S3) is not
possible.

As a consequence of the above results and remarks, we obtain the following corollary, which
deals with the special case where x* = 1/2 and either 8 =0 or ¢ = 1/2. See Figure 9.

Corollary 1. (Special case: x* =1/2 and either f =0 or q=1/2) Take f = f1op With x* =
1/2, and suppose that one of the conditions B =0 or g=1/2 is satisfied. Assume Z(F) is
finite. Then, using the same notation as in Lemma 1 and Theorem 6, only the following cases
are possible:

(a) We have 6/4 <(1 —a)/(1 —a — B). If this is the case, the system almost surely
asymptotically synchronizes, and it is predictable; the unique limit point is x* = 1/2.

(b) We have (1 —a)/(1 —a —B) <0/4<1/(1 —a — B). If this is the case, the system
almost surely synchronizes, but there are two possible limit points, 7 =71, i=1, 2,
with0 <zj <X1<1/2<X<zi=1—-zf <L

(c) We have 0/4 > 1/(1 —a — B). If this the case, the system almost surely converges to a
random variable Zo taking values in the set S Z(F) of the stable zero points of ¥, which
is contained in (0, 1)N. This set always contains two stable synchronization zero points,
z'=z1i=1, 2, withO<z] <X1 <1/2<X <5 =1—-2z] <1, and any 2. € SZ(F)
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which is not a synchronization point has the form (31), up to permutations. In particular,
when | Lo
wep_tze=b 1 1-a-p @)
41—-—a) 2 40—
the points of the form (31) with 0<Zeo1 <x] <1/2, 1/2<x5 <Zoop=1-
Zoo1 <1, Ny=N/2, and (1 —a — B)f (Zoo.1) — Zoo.1 = —(a + B)/2 are stable non-
synchronization zero points of F.

(Note that for 8 = 0, the above condition (42) becomes simply xT <1/4.)

Proof. By Remark 5, if x* =1/2 and one of the conditions 8 =0 or ¢ = 1/2 is satisfied,
then (1/2)1 is a synchronization zero point of F. Moreover, it is stable if and only if (Ul) is
satisfied, and if this is the case, then the system almost surely asymptotically synchronizes, and
it is predictable. If (U1) is not satisfied, we have two stable synchronization zero points, whose
components are symmetric with respect to x* = 1/2; that is, z7 =z71,i=1, 2, with 0 <z} <
X <1/2<x < z§ =1- z’lk < 1. Moreover, by Remarks 8 and 9, Cases (S2), (S3), and (S4) are
not possible (because x* = 1/2 implies f/(0) vV f/(1) < (1 —a)/(1 —a — B), f(x’l") <xf/(1—
a—B), and f(x}) > x5/(1 —a — B) — (¢ + B)/(1 —a — B)). Summing up, we can have only
the following: Case (S1), in which we have the almost sure asymptotic synchronization of
the system and, when (U1) is satisfied, also its predictability (see Cases (a) and (b) in the
statement); or the case when (30) is satisfied, but not (32), and so convergence towards non-
synchronization zero points of the form (31) may be possible (see case (c) in the statement).
Moreover, we observe that when we are in this last case, taking ¢ =f(x*) —x*/(1 —a — B) =
—(a + B)/[12(1 — a — B)], the zero points of the corresponding function ¢ are symmetric with
respect to x* = 1/2 (that is, ¢(z) = 0 < @(1 — z)). It follows that points of the form (33) with
0<z1<x]<1/2,220=x"=1/2,1/2 <x5 <Z3=1—21 < 1 are zero points of F if and only
if f(z1) —z1/(1 —a — B) = c and (34) is satisfied, that is,

“]l\,(lel+N2/2+N3Z3)+ﬂq+(l—a—ﬂ)c=0. (43)

In particular, if we take Ni = N3 and use the symmetry between z; and z3, we obtain that (43)
is satisfied if and only if 8 =0 or ¢ = 1/2. Therefore, when x* = 1/2 and one of the conditions
B =0 or g=1/2 is satisfied, F has non-synchronization zero points of the form (33) with
0<zi<x]<1/2, 2=x"=1/2,1/2<x5 <Zz3=1-721, Ny =N3, and f(z1) —z21/(1 —a —
B) = c. Now, such points are stable if and only if N =0 (and so Ny =N3=N/2) and (1 —
a — B)f'(Z1) < 1 — a (note that we are in the case f/(Z1) = f(Z3)). Since f’ is strictly increasing
on [0, x*), this last condition is satisfied when (1 — & — B)f’(x}) <1 — . Finally, using the
fact that, for f = f7,ep, we have f(x) = g(0]x — x*|)/|x — x*|, where g is the function defined
in (40) and such that max[o, +oo[ & < 1/4, to guarantee the stability of the non-synchronization
zero points considered, it is enough to require (42). (]

We conclude this section with two remarks: one regarding the case N =1 and the other
concerning the rate of convergence.

Remark 10. (Case N = 1.) This remark is devoted to the case N = 1 and its relationship with
the results obtained in [49].

The above proofs (with the due simplifications) also work in the case N=1 and o« = 8 =0,
which corresponds to the case studied in [49]. Indeed, in this case, we have to consider only
Theorem 1, Lemma 1, and Remark 5 (with N =1 and o = 8 =0). As a consequence, when
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x*=1/2, if 6 <4, then the system is predictable and the unique limiting configuration is
given by 7o, = 1/2; otherwise it almost surely converges, but it is not predictable, and the two
possible limiting configurations belong to (0, x1]1U [x2, 1) C (0, 1)\ {1/2} and are symmetric
with respect to 1/2. This is the same as the result obtained in [49]. For the case x* # 1/2, in
[49] there are only numerical analyses, while here we have proven a precise result: if one of
the conditions (U1), (U2), or (U3) is satisfied, then the system is predictable and the limit-
ing configuration belongs to (0, 1)\ {x*, 1/2} (more precisely, it is strictly smaller than 1/2
when x* > 1/2 and strictly greater than 1/2 when x* < 1/2, because ¢(1/2) =f(1/2) —1/2=
f(1/2) — f(x*) and f is strictly increasing); otherwise it almost surely converges, but the sys-
tem is not predictable, and the two possible limit configurations belong to (0, 1)\ {x*, 1/2}
(more precisely, one belongs to (0,%1]\ {1/2} C (0, x*)\ {1/2} and one to [x2, 1)\ {1/2} C
(x*, 1)\ {1/2}, and so, as before, taking into account that ¢(1/2)=f(1/2) —f(x*), one is
strictly smaller than 1/2 and the other strictly greater than 1/2).

Remark 11. (Rate of convergence.) When the system is predictable with z,, = 7501 as the
unique possible limit value for Z.,, applying the same arguments used in Remark 4, we can
obtain a central limit theorem where the rate of convergence is driven by A =(1 — o) — (1 —
a — B)f'(zs0) (see Theorem 13 and Remark 16).

When the system almost surely converges to Z,, but it is not predictable, applying
Remark 17, we get 1/4/n as the rate of convergence, for any z,, with P(Z, — z,) > 0 and
A(Zoo) > 0. In particular, with some computations similar to those in Remark 4, we have that the
matrix I’ =I'(z) is a diagonal matrix with diagonal elements equal to zoo,h(l — Zoo, h) with
Zoo.h = Zoo (Synchronization point) or Zeo 1 € {Zoo,1, Z00,2} (NON-synchronization point). Finally,
note that when z is a possible non-synchronization limit point with Zoo 2 = 2x* — Zoo,1, We
have f'(Zoo, 1) = f'(Zoc.2) and 50 again A(zeo) = (1 — &) — (1 — & — B)f (Gox,1).

3.3. Case f =ftech
In this subsection we consider the function frecn defined in (8) with 6 € (1/2, 1), that is,

FO) =freen@®) = (1 —0) + (20 — D(3x* —2x°)  with0 e (1/2, 1). (44)

Similarly to froep, the function f = frech is a sigmoid function, i.e. its first derivative is
a strictly positive function which is strictly increasing on [0, 1/2) and strictly decreasing on
(1/2, 1], with a maximum given by f'(1/2) = 360 — 3 /2. Furthermore, we have f'(x) =f'(1 — x)
for all x € [0, 1]. Differently from f;,.p, we have f/(0)=f'(1) = 0. Therefore, arguing exactly
as in the proof of Lemma 1 and Remark 5, but using the fact that x* = 1/2 and f'(0) = (1),
we obtain the following lemma and remark.

Lemma 2. (Synchronization zero points.) Let f = frech. Then, depending on the values of the
parameters, Z(F) contains at least three synchronization zero points. Moreover, at most two
of them are stable. In particular, if one of the following conditions is satisfied, F has a unique
stable synchronization zero point:

(Ul) 30 —=3/2<(1—a)/(1 —a — ), or

(U2) (1—a)/(1 —a — B) <30 —3/2, and either f(%1) > (1 —)/(1 —a — B)x1 — Bq/(1 —
a—pB) or f(’)?z) <(l—a)/(1 —a—PB)x; —Bq/(1 —a — B), where X1 € (0, 1/2) and
X =1-71 €(1/2, 1) are the solutions of f' = (1 —a)/(1 —a — B).

Otherwise, F has two stable synchronization zero points belonging to (0, X1]1 U [x2, 1) (more
precisely, one in each of these two intervals).
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Remark 12. Note that if 1/21 is a synchronization zero point of F, that is, 8 =0 or g=1/2,
then (U2) is not possible. Indeed, f — (1 — a)id/(1 — & — p) is strictly increasing on (X1, %2)
and so we have

fG) =0 =X /(1 —a—B) <f(1/2) = (1 —a)/2(1 —a — )
=—pq/(l —a = p)
<f(2) =1 —a)R/(1 —a = f).
Moreover, when 1/21 is a synchronization zero point of F, it is stable if and only if (U1) is

satisfied. Otherwise, there are three synchronization zero points: 1/2 (linearly unstable) and
two that are stable, say zj =zjland z; =231, with 0 < z] <X1 <1/2 <X <z =1—-zf < L.

As an immediate consequence of Lemma 2, we get that if the system almost surely
asymptotically synchronizes and one of the conditions (Ul) or (U2) holds true, then it is
predictable.

Now, we observe that f = frech admits the primitive function

X\ 3
H() = (1 —O)x+ (20 — 1) (1 _ E> 2 + const.

Moreover, for 6 € (1/2, 1), we have f(0)=1—6 >0 and f(1) =6 < 1. Therefore, arguing
exactly as in the proof of Theorem 5, but with some simplifications due to the fact that x* = 1/2
(see Remark 9) and f7(0) =f'(1) = 0, we obtain the following result.

See Figure 10, Figure 11, and Figure 12 in Section 4 for associated simulations and
illustrations.

Theorem 7. Let f = frech. If 30 —3/2 < 1/(1 — o — B), then we have the almost sure asymp-
totic synchronization of the system, i.e.

Zn 25 T

and

- s,
In=;;Ikﬂ>Zoo,

where Lo is a random variable of the form Lo = Zoo1. Moreover, the random variable Z«,
can take at most two different values, both belonging to (0, 1). (Specifically, Z~, takes values
in the set of stable zero points of F, which is contained in (0, 1)V and consists of at most two
different points.)

The next theorem deals with the case not covered by Theorem 7. In particular, we char-
acterize the possible non-synchronization limiting configurations for the system. The proof
is exactly the same as that given for Theorem 6, but taking into account that x* =1/2 and
f/(0)=f"(1) =0 and, above all, that Z(F) is finite (see Lemma 4 in the appendix).

Theorem 8. Let f = freeh. If 1/(1 —a — B) < 30 — 3/2, then
2y~ Lo

and

1<
In=;;Ikﬂ>Zoo,
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where Lo takes values in the set SZ(F) of the stable zero points of ¥, which is contained
in (0, 1)N. This set always contains at most two synchronization zero points. Moreover, any
Zoo € SZ(F) which is not a synchronization point has, up to permutations, the form zZ, =
(Zoo.1» - -+ » Zoo.N)! With

Zoo1 €(0,xF) forh=1,..., Ny,
Zoo,h =

(45)
zoo,ze(x; 1) forh=N;+1,...,N,

where x7 € (0,1/2) and x5 =1—x} € (1/2, 1) are the solutions of f'=1/(1 —a — B), and
Nyefl,...,N—1}.

Since frech is a polynomial of degree 3, Lemma 4 implies that the set Z(F) is finite.
Summing up, taking f = fTech, if 30 —3/2 <1/(1 — o — B), then we have almost sure asymp-
totic synchronization of the system. Otherwise, the system almost surely converges and
asymptotic synchronization is still possible, but the asymptotic non-synchronization of the sys-
tem cannot be excluded. More precisely, it is possible to observe the system splitting into two
groups of components that converge towards two different values. We also point out that the
above results state that the random limit Z+, always belongs to (0, 1)V. In the first interpreta-
tion, this fact means that in the limit configuration the N agents always keep a strictly positive
personal inclination for both actions. In the interpretation involving technological dynamics
(see Subsection 1.2), since Z,  is the present share of agents in market # who have adopted
technology 1, this fact means that in the limiting configuration, both technologies coexist in all
N markets. Moreover, regarding the possible non-synchronization limiting configurations, we
have that, independently of the value of N, we always have at most two groups of components
that approach two different values in the limit. We never have a more complicated asymptotic
fragmentation of the whole system. Furthermore, we are able to localize the two limit values:
one is strictly smaller than x] < 1/2 and the other strictly bigger than x3 > 1/2, where the
points x} depend only on # and on (1 — & — ), which is the ‘weight’ of the personal inclina-
tion component of P, , in (1). Moreover, the following inequality might provide restrictions
on the possible values for N;:

N
—(—a)+ (1 —a—B)f Goon) < aﬁl <l—(—a—B)f Goo)-

In the following remark we discuss the possible asymptotic synchronization of the system
towards the value 1/2.

Remark 13. (Possible asymptotic synchronization towards 1/2.) In the setting described in
Subsection 1.2, the random variable Z, ;, represents the present share of agents in market 4 who
have adopted technology 1, and so almost sure asymptotic synchronization towards the value
1/2 means that in the limit the two technologies in all the markets coexist in the proportions
1:1. With f =frech, the point 1/21 is a synchronization zero point if and only if § =0 or
g =1/2. Moreover, by Remark 12, if (1/2)1 is a zero point of F, then it is stable (and so a
possible limit point for the system) if and only if (U1) is satisfied.

As a consequence of the above results and remarks, arguing as in the proof of Corollary 1,
we obtain the following corollary, which deals with the special case 8 =0 or g = 1/2.

Corollary 2. (Special case: B =0 or g=1/2.) Take f =ftech and suppose that one of the
conditions B =0 or g=1/2 is satisfied. Then, using the same notation as in Lemma 2 and
Theorem 8, only the following cases are possible:
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(a) We have 30 —3/2 <(1 —a)/(1 —a — B). If this is the case, the system almost surely
asymptotically synchronizes and it is predictable, and the unique limit point is x* = 1/2.

(b) Wehave (1 —a)/(1 —a — B) <360 —3/2<1/(1 —a — B). If this is the case, the system
almost surely synchronizes, but there are two possible limit points, z?‘ = z;“ 1,i=1, 2
withO <zj <X <1/2<X<z=1-zf <1

(c) We have 30 —3/2 > 1/(1 — o — B). If this the case, the system almost surely converges
to a random variable Lo taking values in the set SZ(F) of the stable zero points of
F, which is contained in (0, l)N . This set always contains two stable synchronization
zero points, 7 =771, i=1, 2, with0 <z <X1 < 1/2 <X <z =1—12] <1, and any
Zoo € SZ(F) which is not a synchronization point has the form (45), up to permutations.
In particular, when

(1—a-pf (¥)<1-a,

the points of the form (45) with 0<Zxo 1 <x’f <1/2, 1)2 <x§ <Zoo2=1-—
Zo0,1 <1, Ny=N/2, and (1 — o — B)f(Zc0.1) — Z00,1 = —(a + B)/2 are stable non-
synchronization zero points of F.

We conclude this section with two remarks: one regarding the case N = 1 and the other the
rate of convergence.

Remark 14. (Case N = 1.) This remark is devoted to the case N = 1 and its relationship with
the results obtained in [14, 40]. Indeed, we need only consider Theorem 1, Lemma 2, and
Remark 12 (with N =1 and o = 8 =0, which corresponds to the case studied in [14, 40]).
As a consequence, when 1/2 < 6 < 5/6 the system is predictable and the unique limiting con-
figuration is 1/2. Otherwise it almost surely converges, but it is not predictable, and the two
possible limiting configurations z}, z3 belong to (0, 1)\ {1/2} and satisfy 0 < z] <X < 1/2
and1/2<X=1-X1<H=1-z <L

Remark 15. (Rate of convergence.) When the system is predictable with zZo, = 7001 as the
unique possible limit value for Z,, applying the same arguments used in Remark 4, we can
obtain a central limit theorem where the rate of convergence is driven by A =(1 —«) — (1 —
a — B)f'(zs0) (see Theorem 13 and Remark 16).

When the system almost surely converges to Z., but it is not predictable, applying the
same arguments used in Remark 11, we get 1/4/n as the rate of convergence, for any zs
with P(Z,, — 7o) > 0 and A(Zx) > O (see Remark 17). Note that when z, is a possible non-
synchronization limit point with Zeo2 = 1 — Zso,1, We have f'(Zoo.1) =1 (Zoo,2), and so again

Mzoo) = (1 — ) — (1 — o = B)f (Zoo,1).

4. Simulations and figures

In the following section, we consider some graphical illustrations and numerical simulations
or samplings of the stochastic dynamical systems. These can easily be coded thanks to the
iterative equations defining the dynamical evolution.

We have chosen particular parameter sets for each specific f considered previously. The
sets were chosen for their own interest or for their interest in relation to other sets. We used
different values for N. We considered either deterministic initial conditions or random ones.
When random, we chose independent values, uniformly distributed on [0, 1]. Note that when
we assume as initial condition (Zp p, . . ., Zy ») exchangeable, the variables (Zn,l, e, Zn,N)
are exchangeable for all n, and so the set Z where Z, takes values is permutation-invariant,
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FIGURE 2. Case f = frp. Graph of the function fi p intersecting the straight line y = ((1 — a)x — B¢q)/(1 —
a — B), giving a unique synchronization zero point at &~ 0.664. Set of parameters: § =0.9, x* =1/3,
a=0.1,8=02,4=04.

re. if (zy, ...,zN)T belongs to Z, then, for any permutation o of {1, ..., N}, the vector
(Zo(1ys - -+ s ZG(N))T also belongs to Z.

Since f is nonlinear, unlike in the case of the models where f is linear, combinatorics can
create multiple limit points. For f = frp, only synchronization limit points are possible. For
S =/fLogP OT f = fTech, depending on the choice of parameters, many limit points are possible,
and these can be of synchronization type (on the diagonal) or of non-synchronization type
(off the diagonal). When f is linear, synchronization has been proved to hold as soon as there
is interaction (« > 0). Here, by contrast, specific conditions between the parameters must be
fulfilled to guarantee synchronization almost surely. Finally, as observed in the following sam-
plings, in some region of parameters, limit points may be difficult to observe computationally
because of slow dynamical evolution.

4.1. Casef=f;p

For the set of parameters 6 = 0.9, x* =1/3, « =0.1, 8 =0.2, ¢ = 0.4, Figure 2 shows the
graph of the function f7 p intersecting the straight line defined through (15). There is a unique
synchronization zero point at &~ 0.664.

For the same set of parameters, Figure 3 shows some numerical simulation samples.
Figure 3(a) presents the trajectories of the component values of one sample of the whole sys-
tem, when N = 30. The associated empirical means are represented in Figure 3(b). In both
cases, almost sure convergence towards the unique (stable) synchronization point is observed,
in coherence with the previously stated theoretical result. Figure 3(c) illustrates with a his-
togram the values observed for a large time (7' = 5000). Notice that these values are component
values of 100 independent samples of the system. Figure 3(d) is a representation when N = 2
of the tangent/gradient field of —V. Furthermore, values of —V are represented through colors.
Blue is used for low values and shows a unique minimum of —V. Red is used for high values.

4.2. Case f =f1,gp

In the following figures, certain specific sets of parameters were chosen.

In Figure 4, parameters are chosen such that there is a unique stable synchronization zero
point. Figure 4(a) illustrates, for one sample, the almost sure convergence towards this value
for (Z,(k)),, and Figure 4(b) shows the trajectories of the associated empirical means (,,(k));.
Figure 4(c) shows a histogram of the component values Z,(k) for n large and k€ {1, ..., N}.
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(Zn{kDn
(In{K))n

0.504

o 1000 2000 3000 4000 5000 0 1000 2000 3000 4000 5000
Time (n) Time (n)

(a) One sample of the trajectories (Z,(k))n,  (b) One sample of the trajectories of the
(1 <k < N) of a system with N = 30. associated empirical means (I(k))» (1 <

Starting condition is 1/2 for all components. &k < N).

8

0.00 0.25 0.50 075 1.00
value

(c) Histogram of system’s (N = 30) com- (d) Representation of the field F = —VV
ponents values from 100 (independent) sam-  when N =2 computed using the software
ples, at time 5000. Starting conditions are =~ Mathematica 11.3.

always 1/2.

FIGURE 3. Case f = frp. Set of parameters is 6 =0.9, x* =1/3, « =0.1, 8 =0.2, ¢ =0.4. There is a
unique (stable) synchronization point at ~ 0.664. The system is predictable.

There were 100 independent samples of the whole system. Note that the (N = 15) % 100 values
used for the histogram are not independent. As previously, Figure 4(d) represents, when N = 2,
the ‘landscape’ of F = —VV.

In Figure 5, two parameters sets are considered: the one from Figure 9 and the one from
Figure 6, Figure 7, and Figure 8. For illustration, stable synchronization zero points are found
at the intersection of the curve associated to f and the straight line given by Equation (15).
In both cases, there are two stable synchronization zero points and some non-synchronization
stable zero points. In Figure 9 the component values are different, unlike the case for the
set of parameters from Figure 6, Figure 7, and Figure 8, where the component values for
synchronization points and non-synchronization points are close.

The set of parameters in Figure 9 is related to Corollary 1.
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(ZoKDn
(Ia(k),
density

o 2000 4000 5000 o 2000 400 050 075 1.00
Time (n) Time (n) value

(a) One sample of the (b) One sample of the tra- (c) Histogram of system’s

trajectories (Zn(K))n jectories of the associated components values, for 100
(1<k<N). empirical means ([,(k))n independent samples, at
(I1<EkE<ZN). time 7000.

FIGURE 4. Case f = f1oop. Parameters are x* =0.6, 6 =5, a =0.1, = 0.3, ¢ =0.4. There is a unique
zero of F and synchronization point at ~ 0.22 (vertical dashed line in Panel (c)). System size is N = 15.
Starting condition is 1/2 for all components.

1.0
0.8 1.0
0.6
0.5
0.4
0.2
0.2 0.4 0.6 0.8 1.0
0.2 0.4 0.6 0.8 1.0
(a) Set of parameters 6§ = 30, z* = 1/2, (b) Set of parameters § = 12, z* = 0.47,
a =04, B =0, g = 0 as in Fig. 9. a =01, 8 =03, ¢g =04 as in Fig. 6.
It gives two stable zero synchronisation It gives two stable zero synchronisation
points close to 0 and close to 1 at the points at the intersection of both curves.

intersection of both curves

FIGURE 5. Case f = frogp. Graph of the function f7,.p in blue intersecting the straight line (orange)
defined through y = (1 — a)x — B¢)/(1 — o — B) from Equation (15).

In Figure 6, the initial condition is always 1/2 and N = 30 was chosen. In Figure 7 the initial
conditions are independent and uniformly distributed. The case N =5 is considered differently
from Figure 8, where N = 30 is chosen.

As can be deduced from Figure 7(b) and Figure 8(b), the convergence is not always towards
the same zero point. Non-synchronization zero points are observed as limits. It is possi-
ble that synchronization zero points are rarely observed, since Figure 8(b) and Figure 8(c)
show no observation going to the synchronization values. For large values of N it seems that
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[} 2500 5000 7500 10000 0 2500 5000 7500 10000
Time (n) Time (n)

(a) One sample of the trajectories (Zn(k))n  (b) One sample of the trajectories of the
(1<k<N). N=30. associated empirical means (I5,(k))n (1 <k < N).

0.00 025 0.50 0.75 1.00 00 02 04 06 08
value

(¢) N = 30. Histogram of compo- (d) Field F = —VV associated when N = 2.
nents’ values at 7' = 10000 iterations.
Independent system’s sample of size

100.

FIGURE 6. Case f =foop. Parameters are x*=047,0 =12, « =0.1, B =0.3, ¢ =0.4. There are two
stable synchronization zeros ~ {0.14, 0.78}. Component values of (stable) non-synchronization points
are close to 0.2 and 0.8. Starting conditions are 1/2 for every component and sample.

synchronization is never observed (except with very specific starting conditions close to the
synchronization points).

In Figure 9, the ‘landscape’ associated to this parameter set when N =2 is shown in
Panel (d). Convergence towards non-synchonization points is observed in particular in the
sample in Figure 9(a) with N = 100. Figure 9(c) depicts trajectories represented in the potential
landscape when N = 2.

4.3. Case f =frech

The parameters for Figure 10 are such that there are two stable synchronization zero points
and there exist stable non-synchronization zero points. As can be observed from simulations
in Figure 10(c) and in the landscape in Figure 10(d), the dynamics can be very slow close to
these points. Samples from Figure 10(a) support this observation.
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e o Time () e
(a) Histogram of compo- (b) Trajectories of mean field (c) Histogram of 100 inde-
nent’s values at time 10000. for each system sampled. pendent mean field’s values
Thus these are 100 indepen- at time 10000

dent curves.

FIGURE 7. Case f =fLogp. Same set of parameters as Figure 6: x* =0.47, 6 =12, « =0.1, 8 =0.3,
q=0.4. Here N =35, and starting conditions are chosen independently and uniformly distributed on
[0, 1]. Panels (a), (b), and (c) are related to the same 100 independent system samples.

075 00 o 2500 5000 7500 10000 075

0.00 025 : 050
Time (n) value

value
(a) Histogram of compo- (b) Trajectories of mean (c) Histogram of the mean

nents’ values at time 10000 field from 100 independent field’s values at time 10000,

samples. from a set of 100 indepen-

dent system’s samples.

FIGURE 8. Case f = fLogp. Parameters are as in Figure 6 and Figure 7 but with uniformly distributed
starting conditions. Here, N = 30.

The parameters for Figure 11 are such that there are two stable synchronization zero points
and there are no stable non-synchronization zero points. In Figure 11(c) it can be seen for
these samples that the dynamical behavior is slow in the neighborhood of the unstable non-
synchronization points. Contrary to what is observed (because the number of iterations is
finite), we know from the previously mentioned theoretical results that convergence towards
stable synchronization points will eventually happen.

In Figure 12, the parameters are set up so that there are only two stable synchronization
points. From N =2 cases, we can guess that there are unstable non-synchronization points
in regions where the dynamics are slow. For instance, in Figure 12(b), the sample 6 starts at
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Time ()

(a) Six samples of the system (Zn(k))n
(1 <k < N)with N =100. Sample 1 starts with
0.2 on the diagonal. Sample 2 starts with 0.7
on the diagonal. Samples 3 to 6 starts with 0.5
on the diagonal. All trajectories of one system’s

sample share the same color.

0.251

0.00 025 050 075 1.00
1
o

(c) Six samples of the system when N = 2.

Representation of trajectories (Zn (1), Zn(2))n up

to 30000 iterations. Each color means a different

sample. Sample 1 starts with (0.2,0.2). Sample 2
starts with (0.7,0.7). Samples 3 to 6 start with

0.5 on the diagonal. In background some level

sets of —V.

0754

0504

(o)

2600 4600 600
Time ()

(e) Mean fields trajectories associated to (B).

Sample

309

000 028 050 078 100

(b) Histogram of components’ values at T =
6000 for 200 samples of the systems with N = 20.
For each component of each sample, the starting
condition is chosen, independetly, uniformly dis-

tributed on [0, 1].

(d) Field F = —VV when
N =2.

density

000 0.25 050 078 100
value

(f) Histogram of mean field values at 7' = 6000
for 200 independent samples of the system with
N = 20. Same sample as in (B) and (E)

FIGURE 9. Case f = f1gp. Parameters are x* = 0.5, 0 =30, « = 0.4, 8 =0. This is related to Corollary 1.
Synchronization points are close to 0 and 1 (stable) and x* = 0.5 (unstable). Component values of non-
synchronization (stable) points are close to 0.2 and 0.8.
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(a) Six samples of the system’s trajectories when N = 15. Each (b) Histogram of compo-
component starts at 0.5 on the diagonal. nents’ values at time T =
50000 when N = 4. All tra-
jectories start in 1/2. Vertical
grey dashed lines are at stable
synchronization points values
0.010 and 0.989.  Vertical
black dashed lines are at non-

synchronization values 0.104,

and 0.896.
1.00
Sample
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c
A 050 —
- — 5
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@)
(c) Eight samples of the systems when N = 2. Representation of (d) Representation of the
trajectories (Zn (1), Zn(2))n. Each color means a different sample. field F = —-VV when
Sample 1 starts with (0.2,0.2). Sample 2 starts with (0.7,0.7).
Samples 3 and 4 start with (0.5,0.5). Sample 5 starts with (0.1, 0.8).
Sample 6 starts with (0.6,0.1). Sample 7 starts with (0.1,0.9).

N =2.

Sample 8 starts with (0.4,0.95). In background some level sets of
the associated —V. Time up to 20000 iterations.

FIGURE 10. Case f = frech. Parameters are 6 = 0.99, « = 0.14, 8 = 0. There are two stable synchroniza-
tion points {~ 0.0103, ~0.989}, and there are stable non-synchronization points. Component values of
non-synchronization zero points belong to {= 0.104, =~ 0.896}.
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(a) Six samples of the system’s trajectories when N = 15. Each system (b) Histogram of mean field’s
starts at 1/2 on the diagonal. final values, at 7' = 50000,
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(c) Eight samples of the systems when N = 2. Representation of (d) Representation of the
trajectories (Zn(1), Zn(2))n. Each color means a different sample.  feld when N = 2.

Sample 1 starts with (0.2,0.2). Sample 2 starts with (0.7,0.7).

Samples 3 starts with (0.5,0.5). Samples 4 starts with (0.6,0.6).

Sample 5 starts with (0.1,0.8). Sample 6 starts with (0.6,0.1).

Sample 7 starts with (0.1,0.9). Sample 8 starts with (0.9,0.9). In

background some level sets of the associated —V. Time up to 200000

iterations.

FIGURE 11. Case f = frech. Parameters are 6 = 0.99, o« = 0.15, g = 0.05, ¢ = 0.005. There are only two
stable synchronization zero points. Non-synchronization points exist but are unstable.

(0.6, 0.1) and does not succeed in reaching the neighborhood of a synchronization point before
150,000 iterations.

Appendix A. Stochastic approximation

Here, we briefly recall the results from stochastic approximation theory used in the present
work. We refer the interested reader to more complete monographs (e.g. [17, 25, 38, 43, 44,
61, 62, 75]).
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(a) Six samples of the system’s trajectories when N = 10. Each

component start at 1/2.

1,004
Sample
0.75 —1
—
—3
<
§ om0 — 4
— 5
— 6
0251 — 17
— 8
000+
0.00 025 050 075 1.00 '
1
(Z)n

(b) Six samples of the systems when N = 2. Representation of (¢) Representation of the
trajectories (Zn (1), Zn(2))n. Time up to 150000 iterations. Each color field F = —VV when N = 2.
means a different sample. Sample 1 starts with 0.2 on the diagonal.
Sample 2 starts with 0.7 on the diagonal. Samples 3 to 8 start diversely,
for instance sample 6 starts at (0.6,0.1). In background some level sets

of the associated —V.

FIGURE 12. Case f = frech. Parameters are 6 =0.97, « = 0.18,  =0.001, g = 0.01. There are only two
stable synchronization zero points.

Let Z = (Z,),>0 be an N-dimensional stochastic process with values in [0, 11V, adapted to
a filtration F = (F;,),>0. Suppose that Z satisfies

Zn+l =72, +rF(Z,)+ rnAMn-i-l , (46)

where r, ~ 1/n, F is a bounded C! vector-valued function on an open subset @ of RV, with
[0, 11¥ c ©, and (AM,), is a bounded martingale difference with respect to F.
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We have the following results.

Theorem 9. (E.g. [62, 63].) The limit set of Z, i.e. the set defined as L(Z) = (50 Uz Zm, is
almost surely a compact connected set that is stable under the flow of the differential equation
z="F(z).

Therefore, the asymptotic behavior of the stochastic process Z is related to the properties
of the zero points of the vector field F. In the next definition, we give a classification of these
points.

Definition 1. A zero point of F is a point z such that F(z) = 0. We denote by Z(F) the set of
all zero points of F. Moreover, denoting by J(F)(z) the Jacobian matrix of F computed at the

point z, we classify the zero points of F according to the sign of the real part of the eigenvalues
of J(F)(z) as follows:

e Xx is called a stable zero point if all the eigenvalues of J(F)(z) have negative (meaning
‘not strictly positive’, that is, < 0) real part;

e x is called a strictly stable zero point if all the eigenvalues of J(F)(z) have strictly
negative real part;

e x is called a linearly unstable (or unstable) zero point if J(F)(z) has at least one
eigenvalue with strictly positive real part;

e x is called a repulsive zero point if all the eigenvalues of J(F)(z) have strictly positive
real part.

Suppose that, for each z, the Jacobian matrix J(F)(z) is symmetric. Then all its eigenvalues
are real, and since the sign of the scalar product (F(z') — F(z), ' — z) for Z in a neighborhood
of z is related to the property of J(F)(z) being positive/negative (semi)definite, and this last
property is related to the sign of the eigenvalues of J(F)(z), we can state the following:

e z is a stable zero point if and only if (F(z'), 2’ — z) <0 for all Z' in a neighborhood of z;

e 7 is a linearly unstable zero point if and only if, for any neighborhood 5, of z, there
exists z' € B, such that (F(z'), 2’ — z) > 0.

Theorem 10. (E.g. [63].) If there exists a stable zero point z of F such that
(F(Zy), 2, —2) <0 VnwithZ, # z,
then Z,, )

Theorem 11. ([38, Chapter 2, Theorem 2], [61, Chapter 5, Theorem 2.1], or [75, Theorem
2.18].) If F = —VV and Z(F) is non-empty and finite, then there exists a random variable Z,
which takes values in Z(F) and such that

17, — 7.

Theorem 12. ([17, Theorem 9.1] or [74, Theorem 1].) If F € C? and there exists a constant
C > 0 such that we have

N
E[(AM, 1, WY F]=C  ¥weRVwithp| =) |l =1, (47)
h=1
then, for each linearly unstable zero point z of ¥, we have P(Z,, — z) = 0.
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If F belongs to C? and, for each z, the Jacobian matrix J(F)(z) is symmetric (and so all its
eigenvalues are real and it is diagonalizable), then from [80] we get the following central limit
theorem.

Theorem 13. Suppose F € C 2 with J(F)(z) symmetric for each 7. Let 7, € (0, DY be a strictly
stable zero point of F such that Z.,, 2 e Suppose that

E[AM,11(AM, 1) | F,] =5 T, (48)

where I' =1'(20) is a deterministic symmetric positive definite matrix. Denote by A = AMZo)
the smallest eigenvalue of —J(F)(Z2xo). Then we have the following:

o IfL>1/2, then
Vi(Zy — 200) —5> N (0, 3)

where

+00
R L P
0

o Ifx=1/2, then

Ty —200) - N0, D),
In(n)
where
1 In(n)

1d Id
Y = Y(zo)= lim IO@)+ 4 )up (JE )+ S u g

n—+o0 In(n) Jo

e If0<A<1/2, then
WMLy —200) = V,

where V is a suitable finite random variable.

Note that Assumption 2.2 in [80] is satisfied since we take F € C>. Equation (2.3) of
Assumption 2.3 in [80] holds because we assume (AM,,), bounded. Equation (2.4) of the
same assumption is implied by the above condition (48). All the assumptions on the remainder
term r, in [80] are satisfied because we have r, = 0. Finally, since J(F)(zx,) is symmetric, the

J(F)(zo0)+4)

matrix e( " is also symmetric.

Remark 16. With the same assumptions and notation as in Theorem 13, the limit covariance
matrix X in the case A > 1/2 can be rewritten using the Lyapunov equation (e.g. [53, Theorem
2.1)):

1 1
(J(F)(Zoo) + §]d> X+ 2 (J(F)(ZOO)T + 5161) =-T.
Since J(F)(zo) is symmetric by assumption and X is symmetric by definition, we have
¥ = (=2J(F)(zso) — Id) "' T.

Remark 17. In [53] we also have a central limit theorem when there exist more limit points
for (Z,),. Indeed, under the same assumptions on F as in Theorem 13, when the condition
(48) is satisfied and z« € (0, D)V is a strictly stable zero point of F such that P(Z, — Zx,) > 0
and A(zeo) > 1/2, we have to consider the convergence in distribution under the probability
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measure P(-|Z, — Zs), and the corresponding limit distribution is the one with characteristic
function

1
u—> E[exp(—EuTZ(ZOO)u> | Z,, — zoo:| ,
where ¥(z) is defined as in Theorem 13 or, equivalently, as in Remark 16.

Appendix B. Eigenvalues of the Jacobian matrix

We observe that, letting d; ;== (1 —a — B)f'(z;) — 1 fori=1, ..., N, the Jacobian matrix
of F is given by

1 ... 1
JF(z) = ]% L | +diag(di, ... dy) (49)
1 ... 1
where diag(d, . . ., dy) denotes the diagonal matrix with diagonal elements d, . . ., dy.

In order to compute its eigenvalues, we use the following results.

Lemma 3. Assume that the matrix A has the form

1 ... 1
A=t | +diagldy, ..., dy),
1 ... 1
where ¢ > 0 and diag(dy, . . ., dy) denotes the diagonal matrix with diagonal elements equal
todifori=1, ..., N. Then the characteristic polynomial of A can be written as
pm—]"[(d A)+c221"[(d — ). (50)
i=1 j#i
Proof. Set v=(c, ..., C)T. By the matrix determinant lemma, we get for all X ¢
{di,...,dy}
p(h) =det(A — M) = det(cPvv| + diag(d, — L dy =)
(1+C2Z )]_[(d—x)_]"[(d—x)JrczZ]_[(d—,\)
i=1 j#i
By continuity, we can conclude that the above expression for p(2) holds for all A. U

Corollary 3. With the same assumptions and notation as in the above lemma, the number dy
is an eigenvalue of JF(z) if and only if there exists at least one j # k such that d; = dj.

Proof. Clearly, if dy = d; for at least one pair k #j we have p(dy) = 0. On the other hand,
if p(dy) =0 we necessarily have I—[j #k(dj —di) =0, which implies d; =d for at least one
Jj#k. O

Corollary 4. With the same assumption and notation as in the above lemma, if d; = d for i =
1, ..., N, then the eigenvalues of A are

A =d and A2=d+c2N.
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Proof. In this case, we have
p() =(d— N1 (d — 1+ AN),

and so d is an eigenvalue with multiplicity N —1 and d+ ¢>N is an eigenvalue with
multiplicity 1. U

Corollary 5. With the same assumptions and notation as in the above lemma, suppose that
di € {Dy, D2}, with D1 # D», foralli=1, ..., N, and assume that d; # d; for at least one pair
of different indices. Moreover, denote by N1 € {1, ..., N — 1} the number of indices such that
di =D and Ny =N — Ny. The eigenvalues of JF(z) are as follows:

o A = Dy with multiplicity N1 — 1;
o A = Dy with multiplicity Ny — 1;
e A=\, withi=1, 2, where the )\; are the solutions of the equation
3* = (D1 + Dy + *N)A + D1D; + ¢*N1D3 + c*NaDy =0. (51)
Then, in particular, we have the following:

(a) If D1 >0 and D> > 0, then all the eigenvalues are positive.
(b) If D1 =0 and Dy < 0 (or vice versa), then there exists a strictly positive eigenvalue.

(c) When D1 <0, Dy <0, all the eigenvalues are negative if and only if we have
Di+Dy+N<0 and  DyDy+ c*NiD3 + ¢*NoDy > 0. (52)

Proof. We first observe that the matrix A is symmetric, and so all its eigenvalues are real
numbers; this, together with the formula (50), proves the first assertion. Let us write the poly-
nomial in (51) as r(A) = A> — BA + C, where B= D/ + D> + ¢’N and C = D\ D> + ¢*N\ D, +
¢2N,D,. For the statement (a), observe that if Dy, D, >0, then B> 0 and C >0, and this
implies that the zeros of r(A) are both positive. Similarly, in the case (b), if D; =0, D> <0 (or
vice versa), we have C < 0 and so one of the zeros of r(1) must be strictly positive. Finally, in
the case (c), it is enough to observe that the zeros of r(A) are both negative if and only if B <0
and C > 0. O

Remark 18. A necessary condition for (52) is
Di<—c*N; fori=1,2, (53)
while a sufficient condition is
Di < —c*Ni(1+8) fori=1,2, (54)

with 81, 8 > 0 and §;5, > 1.

Indeed, observe that the second condition in (52) can be written as (D + ¢*Ny) (D2 +
¢?N;) — ¢*NiN, > 0, which implies (D} + ¢*Ni)(D2 + ¢*N,) > 0 (because ¢, Ni, Ny > 0).
Thus we have either D; < —c¢2N; for both i = 1, 2 or D; > —c2N; for both i = 1, 2, and the first
equation in (52) excludes the second case. Hence we necessarily have D; < —c2N;fori=1,2.
On the other hand, a simple computation shows that the condition (54) implies (52): we have

Dy + Dy +C2N§ —C2(N181 +N232) <0
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and

(D1 + C2N1)(D2 + C2N2) — C4N1N2 = (—D1 — C2N1)(—D2 — C2N2) — C4N1N2
> ¢*NiN2(818 — 1) = 0.
Remark 19. If in (54) we take Ni(1 +681) =Ny(1 4+ 8) =N (that is §; =NN; — 1> 1), we

obtain
D;<—c*N Vi=1,2.

Appendix C. Zero points of polynomial systems

Lemma 4. Assume f is a vreal polynomial of degree d>?2 such that F=
(F1,...,Fx): [0, 11N = [0, 11V (N > 1) with

Fi@=az+ g+ (1 —a = B)f(z) — z,

where (a, B) € [0, 11?2 and 1 —a — B #0. Then the set Z(F) of zero points of the system
(F1, ..., Fn) is finite.

Proof. Let Z¢(F) be the algebraic set of the solutions z € C such that for all i with 1 <i <N,
Fi(z) =0. Let I be the ideal generated by the polynomials (Fy, ..., Fy) in C[zy, ..., zy]. Let
I(Z¢(F)) be the ideal generated by all polynomials from C[z1, ..., zy] vanishing on Z¢(F).
It holds that I C I(Z¢(F)). Using Corollary 2.15 in [47], we get that Z¢(F) is finite if and only
if the dimension of Clzy, . .., zx]/I1(Zc(F)) as a C-vector space is finite. Since I C I(Z¢(F)),

there is a surjective morphism from C[z1, ..., zy]/I to Clzy, ..., zy1/I(Zc(F)). Thus, it is
enough to verify that the dimension of C[zy, ..., zy]/I as a C-vector space is finite. Since f
is a polynomial of degree d > 2, there remain in Clz1, . . ., zy]/I the monomials z7'z5* ... Zy"

(with 1 <a; <(d — 1) for all i such that 1 <i <N), which form a set of cardinality dV. Thus
the cardinality of Z¢(F) is bounded from above by d” . Since this holds over the field C, it also
holds over the field R. O
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