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Abstract

We consider the growth of the convex viscosity solution of the Monge–Ampère equation det D2u = 1
outside a bounded domain of the upper half space. We show that if u is a convex quadratic polynomial
on the boundary {xn = 0} and there exists some ε > 0 such that u = O(|x|3−ε) at infinity, then u = O(|x|2)
at infinity. As an application, we improve the asymptotic result at infinity for viscosity solutions of
Monge–Ampère equations in half spaces of Jia, Li and Li [‘Asymptotic behavior at infinity of solutions of
Monge–Ampère equations in half spaces’, J. Differential Equations 269(1) (2020), 326–348].
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1. Introduction

The existence and asymptotic behaviour at infinity of the convex viscosity solution of
the Monge–Ampère equation:⎧⎪⎪⎨⎪⎪⎩det D2u(x) = f (x) in the half space Rn

+,
u(x′, xn) = 1

2 |x
′|2 on the boundary {xn = 0},

(1.1)

is investigated in [5], when the space dimension n ≥ 2 and f ∈ C0(Rn
+) satisfies

supp{ f − 1} := Ω0 is bounded, (1.2)

and

0 < λ ≤ inf
R

n
+

f ≤ sup
R

n
+

f ≤ λ−1 < ∞, (1.3)

for some λ with 0 < λ < 1. The main result in [5] states that any viscosity solution of
(1.1) must tend to a quadratic polynomial at infinity if u satisfies the quadratic growth
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126 S. S. Ma and X. B. Jia [2]

condition at infinity and f satisfies (1.2) and (1.3). We say a function u satisfies the
quadratic growth condition at infinity, if

τ|x|2 ≤ u(x) ≤ τ−1|x|2

at infinity for some constant τ ∈ (0, 1
2 ].

For the whole space case, the Liouville type theorem and the asymptotic behaviour
of solutions for Monge–Ampère equations over exterior domains have been widely
studied (see, for example, [1, 11] and the references therein). For the half space case,
the Liouville type theorem has been obtained by Mooney [7]. He showed that if u
is a convex viscosity solution of (1.1) and satisfies the quadratic growth condition at
infinity, then u is a quadratic polynomial. The reason for assuming the quadratic growth
condition is that the convex function

u(x1, . . . , xn) =
x2

1

2(xn + 1)
+

1
2

(x2
2 + · · · + x2

n−1) +
1
6

(x3
n + 3x2

n)

solves the Monge–Ampère equation (1.1) with f ≡ 1, but it is obviously not a quadratic
polynomial. Recently, for the Liouville type theorem, the quadratic growth condition
at infinity has been weakened. Savin [9] showed that if there exists ε > 0 such that
u = O(|x|3−ε) at infinity, then u is a quadratic polynomial. In [9], the important tools
are the rescaling method and a key lemma (Lemma 8.3), which holds if the right-hand
term f in (1.1) is very close to some constant near the origin. Obviously, the example
mentioned above does not satisfy u = O(|x|3−ε) at infinity.

This raises an interesting question for the general asymptotic result for the solutions
of Monge–Ampère equations. Can the quadratic growth condition in [5] be weakened
to u = O(|x|3−ε) at infinity? The main difficulty comes from the fact that f may not be
close to some constant near the origin and thus [9, Lemma 8.3] does not work directly.

We consider the convex viscosity solution of the Monge–Ampère equation:⎧⎪⎪⎨⎪⎪⎩det D2u(x) = f (x) in Rn
+,

u(x′, xn) = ϕ(x′) on {xn = 0},
(1.4)

where n ≥ 2, f ∈ C0(Rn
+) satisfies (1.3) and

| f − 1| = O(|x|−s) as |x| → ∞ (1.5)

for some s > 0, and ϕ ∈ C2(Rn−1) satisfies

μIn−1 ≤ D2ϕ ≤ μ−1In−1 on {xn = 0}, In−1 = diag(1, 1, · · · , 1︸������︷︷������︸
n−1

), (1.6)

for some μ ∈ (0, 1]. We also assume that for some ε > 0,

u = O(|x|3−ε) as |x| → ∞. (1.7)
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[3] Monge–Ampère equations 127

Our main result gives a positive answer to the question posed above. Throughout
the paper, we use the following standard notation:

• for any x ∈ Rn, x = (x1, x2, . . . , xn) = (x′, xn), with x′ ∈ Rn−1;
• Rn

+ = {x ∈ Rn : xn > 0}; Rn
+ = {x ∈ Rn : xn ≥ 0};

• for any x ∈ Rn and any r > 0, we write Br(x) = {y ∈ Rn : |y − x| < r} and B+r (0) =
Br(0) ∩ {xn > 0}; for simplicity, we set Br = Br(0) and B+r = B+r (0).

THEOREM 1.1. Let n ≥ 2, u ∈ C0(Rn
+) be a convex viscosity solution of (1.4), where ϕ

satisfies (1.6) and f satisfies (1.3) and (1.5). If |u| ≤ |x|3−ε in Rn
+\B+1 for some ε > 0, then

τ|x|2 ≤ u(x) ≤ τ−1|x|2 as |x| → ∞,

where τ ∈ (0, 1
2 ] is a constant depending only on μ, ε, λ and n.

Theorem 1.1 yields the following theorem. To obtain it, we will apply the extension
theorem [10, Theorem 3.2], which holds for all C2 uniformly convex functions over
nonconvex domains.

THEOREM 1.2. Let n ≥ 2, u ∈ C2(Rn
+\B+R) be a convex viscosity solution of⎧⎪⎪⎨⎪⎪⎩det D2u(x) = f (x) in Rn

+\B+R,
u(x′, xn) = ϕ(x′) on {xn = 0 : |x′| ≥ R},

(1.8)

where R > 0 is a constant, ϕ ∈ C2 satisfies (1.6) on {xn = 0 : |x′| ≥ R}, and
f ∈ C0(Rn

+\B+R) satisfies (1.3) and (1.5). If (1.7) holds, then u satisfies the quadratic
growth condition at infinity.

REMARK 1.3. In Theorem 1.2, the special domain B+R can be replaced by any bounded
domain in Rn

+. Indeed, for any bounded domain Ω ⊂ Rn
+, there exists some R > 0 such

that Ω ⊂ B+R.

This paper is organised as follows. In Section 2, we prove a basic and crucial lemma
on the measure of cross sections of solutions and introduce some important lemmas
which were obtained in [8, 9]. In Section 3, we prove Theorems 1.1 and 1.2 and then
we use Theorem 1.1 in Section 4 to obtain an asymptotic result for Monge–Ampère
equations in half spaces.

2. Preliminaries

From now on, for any u ∈ C0(Rn
+) in Theorem 1.1, we assume

u(0) = 0, ∇u(0) = 0, (2.1)

which means that xn+1 = 0 is a support plane of u at the origin, but for any ε > 0,
xn+1 = εxn is not a support plane. We can reduce the general case to (2.1) by subtracting
a linear function. Then we can denote by

Sh(u) = {x ∈ Rn
+ : u(x) < h}
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128 S. S. Ma and X. B. Jia [4]

the cross section of u at zero with height h (see [2, 4]). We write Sh for convenience if
there is no confusion. Equation (2.1) together with (1.6) shows that

1
2μ|x

′|2 ≤ ϕ(x′) ≤ 1
2μ
−1|x′|2. (2.2)

2.1. Estimate of cross sections. In this subsection, we first estimate the Lebesgue
measure of cross sections as in [8].

LEMMA 2.1. Assume that the convex function u ∈ C0(Rn
+) solves⎧⎪⎪⎨⎪⎪⎩det D2u(x) = f (x) in Rn

+,
u(x′, xn) = ϕ(x′) on {xn = 0},

(2.3)

where f satisfies (1.3), ϕ satisfies (1.6) and u satisfies (2.1). Then for any h > 0,

C−1hn/2 ≤ |Sh| ≤ Chn/2, (2.4)

where C > 0 depends only on λ, ϕ(x′) and n.

PROOF. For all h > 0, let x∗h = ((x∗h)′, x∗h · en) be the centre of mass of Sh. We define

Ahx = x − νxn, ν =
( (x∗h)′

x∗h · en
, 0
)
, ũ(Ahx) = u(x).

Then the centre of mass of S̃h := {x ∈ Rn
+ : ũ(x) < h} satisfies

S̃h = AhSh and x̃∗h = Ahx∗h.

In view of the definition of Ah:

• det |Ah| = 1 and then

det D2ũ(x) = det((A−1
h )TD2uA−1

h )(A−1
h x) = det D2u(A−1

h x) = f (A−1
h x);

• the sliding transformation preserves the volume of the level set, that is,

|̃Sh| =
∫

S̃h

dy =
∫

Sh

dAhx =
∫

Sh

|Ah| dx = |Sh|;

• the centre of mass x̃∗h of S̃h = AhSh lies on the xn-axis, since for i = 1, 2, . . . , n − 1,

x̃∗h · ei =
1

|̃Sh|

∫
S̃h

(
xi −

x∗h · ei

x∗h · en
xn

)
· det Ah dx =

1
|Sh|

∫
Sh

xi dx − x∗h · ei = 0.

By using John’s lemma (relabelling the x′ coordinates if necessary),

DhB1 ⊂ S̃h − x̃∗h ⊂ C(n)DhB1, (2.5)

where Dh = diag(d1, d2 . . . , dn). We first claim that for all h > 0,
n∏

i=1

di ≥ c0hn/2, (2.6)
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where c0 > 0 depends only on λ, ϕ(x′) and n. It is clear that (2.6) immediately implies
|̃Sh| ≥ chn/2 for some constant c depending only on λ, ϕ(x′) and n. Now we show (2.6).
Let

w = εxn +

n∑
i=1

ch
( xi

di

)2
,

where ε, c > 0 are small constants to be determined. The boundary condition implies
that c1|x′|2 ≤ ũ(x′, 0) ≤ c−1

1 |x
′|2 for some c1 depending only on ϕ(x′). Then for all h > 0,

S̃h = {x ∈ Rn
+ : ũ(x) < h} ⊃ {(x′, 0) ∈ Rn−1 × {xn = 0} : c−1

1 |x
′|2 < h}

= Bc1/2
1 h1/2 ∩ {xn = 0}.

Consequently, since x̃∗h lands on the xn-axis and C(n)DhB1 is an ellipsoid,

Cdi ≥ c1/2
1 h1/2, that is, di ≥ C−1c1/2

1 h1/2, for i = 1, 2, . . . , n − 1,

where C = C(n) > 0. Using (1.6) and (2.1), we can choose ε > 0 depending only on h,
and c > 0 small depending only on λ, ϕ(x′) and n, such that for all h > 0,

w ≤ h on ∂̃Sh ∩ {xn > 0}, and w ≤ c
c1
|x′|2 ≤ ϕ(x′) ≤ ũ on {xn = 0}.

If (2.6) is false, then

det D2w = (2ch)n
( n∏

i=1

di

)−2
> Λ.

By the comparison principle, we have w ≤ ũ in S̃h. By the definition of ũ, xn+1 = 0 is
also the tangent plane of ũ at the origin. This gives a contradiction since ũ ≥ w ≥ εxn.
Thus, (2.6) is proved.

Next, we only need to show that for all h > 0,

|̃Sh| ≤ Chn/2, (2.7)

where C is a large constant depending only on λ and n. In fact, for all h > 0, there
exists v ∈ C0(̃Sh) satisfying ⎧⎪⎪⎨⎪⎪⎩det D2v = λ in S̃h,

v = h on ∂̃Sh.
(2.8)

By the comparison principle, v ≥ u ≥ 0 in S̃h. There exists some constant c > 0 small
depending only on λ and n such that

h ≥ h −min
S̃h

v ≥ c|̃Sh|2/n,

(see [6, Lemma 2.2] and [4]). This establishes (2.7). �
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2.2. Two kinds of function spaces. First, we define the classesDμσ(a1, . . . , an−1) and
D
μ
0(a1, . . . , an−1) (see [8, 9]).
The class Dμσ(a1, . . . , an−1). Let μ and λ be positive small fixed constants. For an

increasing sequence {ai}n−1
i=1 with μ ≤ a1 ≤ a2 ≤ · · · ≤ an−1, we say that the convex

function u : Ω→ R belongs to the function space Dμσ(a1, . . . , an−1) if u and Ω satisfy

λ ≤ det D2u ≤ λ−1 and 0 ≤ u ≤ 1 in Ω, (2.9)

0 ∈ ∂Ω and Bμ(x0) ⊂ Ω ⊂ B+1/μ(0) for some x0 ∈ Ω, (2.10)

μ|h|n/2 ≤ |Sh| ≤ μ−1|h|n/2, (2.11)

the boundary ∂Ω has a closed subset G ⊂ {xn ≤ σ} ∩ ∂Ω, which is a graph in the en
direction with projection πn(G) ⊂ Rn−1 along en, that is,

{
μ−1

n−1∑
i=1

a2
i x2

i ≤ 1
}
⊂ πn(G) ⊂

{
μ

n−1∑
i=1

a2
i x2

i ≤ 1
}
,

and u = ϕ on ∂Ω with

ϕ = 1 on ∂Ω\G and μ

n−1∑
i=1

a2
i x2

i ≤ ϕ ≤ min
{
1, μ−1

n−1∑
i=1

a2
i x2

i

}
on G.

Note that in [8, 9], Dμσ(a1, . . . , an−1) denotes two different function spaces, both of
which will be used in our paper.

The class Dμ0(a1, . . . , an−1). We introduce the limiting solutions of Dμσ(a1, . . . , an−1)
when ak+1 → ∞ and σ→ 0. If μ ≤ a1 ≤ · · · ≤ ak, we denote by

D
μ
0(a1, . . . , ak,∞,∞, . . . ,∞), 0 ≤ k ≤ n − 2

the class of functions u satisfying (2.9), (2.10), (2.11) with G ⊂ {xi = 0 : i > k} ∩ ∂Ω,
and, if we restrict to the space generated by the first k coordinates, then{

μ−1
k∑

i=1

a2
i x2

i ≤ 1
}
⊂ G ⊂

{
μ

k∑
i=1

a2
i x2

i ≤ 1
}
,

and u = ϕ on ∂Ω with

ϕ = 1 on ∂Ω\G and μ

k∑
i=1

a2
i x2

i ≤ ϕ ≤ min
{
1, μ−1

k∑
i=1

a2
i x2

i

}
on G.

REMARK 2.2. By Lemma 2.1, there exists some μ, depending only on λ,ϕ(x′) and n,
such that (2.10) holds. Consequently, the solution u in Lemma 2.1 belongs to some
space Dμσ(a1, . . . , an−1).

LEMMA 2.3 [8, Theorem 2.7]. Assume um ∈ Dμσm (am
1 , . . . , am

n−1) is a sequence of
functions with σm → 0, ak+1 → ∞. Then we can extract a subsequence converging to
a function u with u ∈ Dμ0(a1, . . . , al,∞, . . . ,∞) for some l ∈ [0, k].
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The classDμσ. Let μ,σ be small positive fixed constants and let μ ≤ a1 ≤ · · · ≤ an−1
be real numbers. We say that u ∈ Dμσ(a1, . . . , an−1) if u is a continuous convex function
defined on a convex set Ω̄ such that:

(1) 0 ∈ ∂Ω, Bμ(x0) ⊂ Ω ⊂ B+1/μ(0) for some x0, 1 ≥ u ≥ 0, u(0) = 0, ∇u(0) = 0;
(2) in the interior of Ω, the function u satisfies 1 − σ ≤ det D2u ≤ 1 + σ;
(3) on ∂Ω, the function u satisfies the following condition: there is a closed set

G ⊂ ∂Ω, which is a graph (x′, g(x′)) with g(x′) ≤ σ|x′|2, such that u = 1 on ∂Ω\G
and (1 − σ)ϕu(x′) ≤ u ≤ (1 + σ)ϕu(x′) on G for some function ϕu satisfying

μ−1N ≥ D2
x′ϕu ≥ μN , with N = diag(a2

1, a2
2, . . . , a2

n−1).

The classDσ0 . Let μ be a small positive fixed constant and μ ≤ a1 ≤ a2 ≤ · · · ≤ ak be
k real numbers with 0 ≤ k ≤ n − 1. We say u ∈ Dμ0(a1, . . . , ak,∞, . . . ,∞) if u : Ω→ R
is a convex function defined on the convex domain Ω such that

det D2u = 1 in Ω; u ≥ 0, u(0) = 0, ∇u(0) = 0; (2.12)

0 ∈ ∂Ω, Bμ(x0) ⊂ Ω ⊂ B+1/μ(0) for some x0; (2.13)

u =

⎧⎪⎪⎨⎪⎪⎩ϕu on G ⊂ ∂Ω,
1 on ∂Ω\G,

(2.14)

where ϕu(x1, . . . , xk) is a nonnegative convex function of k variables satisfying

μNk ≤ D2ϕu ≤ μ−1Nk, with Nk := diag(a2
1, . . . , a2

k),

and G represents the k dimensional set of Rn where ϕu ≤ 1, that is,

G := {x ∈ Rn : ϕu(x1, . . . , xk) ≤ 1, xi = 0 if i > k}.

REMARK 2.4. The difference between the definitions of Dμσ and Dμσ is that the
functions u solve different equations. The condition on f in Dμ0 is stronger than that
in Dμ0.

Savin obtained the following crucial result (see [9, Lemma 8.3] with α = 0).

LEMMA 2.5. For any ε′ > 0 small, there exists some C∗ depending only on ε′, μ,
λ, Λ and n such that if u ∈ Dμ0(a1, . . . , an−1) with an−1 ≥ C∗, then there exists some
t ∈ [C−1

∗ , 1] such that

sup
St(u)

xn ≥
2
μ

t1/(3−ε′).
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3. Proof of the main theorems

In this section, we prove Theorems 1.1 and 1.2.

PROOF OF THEOREM 1.1. For all h > 0, as in the proof of Lemma 2.1, we define

Ahx = x − νxn, ν =
( (x∗h)′

x∗h · en
, 0
)
, ũ(Ahx) = u(x),

where x∗h = ((x∗h)′, x∗h · en) is the centre of mass of Sh. By using John’s lemma
(relabelling the x′ coordinates if necessary),

DhB1 ⊂ S̃h − x̃∗h ⊂ C(n)DhB1,

where Dh = diag(d1, . . . , dn). Then,⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
det D2ũ(x) = f̃ (x) in S̃h = AhSh,
ũ(x) = ϕ(x′) on ∂̃Sh ∩ {xn = 0},
ũ(x) = h on ∂̃Sh ∩ {xn > 0},

where f̃ (x) = f (A−1
h x). For any h > 0, we denote

ςh = h−n/2
n∏

i=1

di.

By Lemma 2.1, there exists C > 0 depending only on λ, ϕ(x′) and n such that

C−1 ≤ ςh ≤ C. (3.1)

Note that ςh has uniformly positive lower and upper bounds and is constant for any
fixed h > 0. Now we divide this proof into two steps.

Step 1. We claim that

ũ(0, xn) · x−2
n → 0 as xn → ∞

will never happen. In fact, if it happens, then ũ(0, xn) = o(x2
n) as xn → ∞, which implies

dn · h−1/2 → ∞ as h→ ∞. By the boundary condition, the property of Ah and the
convexity of S̃h,

di ≥ C−1μ1/2h1/2, i = 1, 2, . . . , n − 1.

However, then ςh → ∞ as h→ ∞, which contradicts (3.1). This completes Step 1.

Step 2. We show that

ũ(0, xn) · x−2
n is bounded as xn → ∞. (3.2)

Indeed, if not, then

dn · h−1/2 → 0 as h→ ∞. (3.3)
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By Lemma 2.1, there exists at least one of {di}n−1
i=1 (we denote it by dn−1) such that

dn−1 · h−1/2 → ∞ as h→ ∞. (3.4)

Let

Uh(x) =
ũ(Fhx)

h
, Fhx =

(
d1x1, d2x2, . . . ,

1
ςh

dnxn

)
.

It is easy to show that Uh(x) solves⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
det D2Uh = f̃ (Fhx) in Oh,
Uh(x) = ϕ((Fhx)′) on ∂Oh ∩ {xn = 0},
Uh(x) = 1 on ∂Oh ∩ {xn > 0},

(3.5)

where Oh = F−1
h S̃h satisfies

DB1 ⊂ Oh − F−1
h (̃x∗h) ⊂ C(n)DB1, (3.6)

with D = diag(1, 1, . . . , ςh). By its definition, Uh ∈ Dμ0(a1, a2, . . . , an−1) with

ai =
1
2 dih−1/2, for i = 1, 2, . . . n − 1, an =

1
2 dnh−1/2.

By (3.4), an−1 → ∞ as h→ ∞. The equations⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
det D2wh = 1 in Oh,
wh = ϕ((Fhx)′) on ∂Oh ∩ {xn = 0},
wh = 1 on ∂Oh ∩ {xn > 0},

(3.7)

determine a unique convex function wh(x) ∈ C0(Oh) (see [5]). We now divide this step
into three parts.

Step 2.1. We claim that for all h > 0 small, there exists a constant C > 0 depending
only on f, λ, ϕ and n such that

|wh − Uh| ≤ Ch−s/2(1+s) in Oh,

where s is the constant in (1.5). In fact, by the Alexandrov estimate (see, [3, Lemma
9.2]),

−min
Oh

(wh − Uh) ≤ C
{ ∫
Oh,1

det D2(wh − Uh)
}1/n

,

where Oh,1 := {x ∈ Oh : D2(wh − Uh) > 0} and C > 0 depends only on n and the
diameter of the domain Oh. By virtue of (3.6) and (3.1), the diameter can be controlled
uniformly. By the convexity of (det ·)1/n,{

det D2
(wh

2

)}1/n
≥ 1

2
{det D2(wh − Uh)}1/n + 1

2
{det D2(Uh)}1/n.
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134 S. S. Ma and X. B. Jia [10]

This implies that

{det D2(wh − Uh)}1/n ≤ 1 − f̃ 1/n(Fhx), x ∈ Oh,1.

Together with (1.3) and (1.5), this yields

−min
Oh

(wh − Uh) ≤ C
{ ∫
Oh,1

(1 − f̃ 1/n(Fhx))n dx
}1/n

≤ Ch−1/2
{( ∫

Sh\B+h1/2(1+s)

+

∫
B+

h1/2(1+s)

)
(1 − f̃ 1/n(x))n dx

}1/n
≤ Ch−1/2{hn/2(1+s) + h−sn/2(1+s)+n/2}1/n

≤ Ch−s/2(1+s).

Similarly,

−min
Oh

(Uh − wh) ≤ C
{ ∫
Oh,2

( f̃ 1/n(Fhx) − 1)n
}1/n
≤ Ch−s/2(1+s),

where Oh,2 := {x ∈ Oh : D2(Uh − wh) > 0}. Thus, |wh − Uh| ≤ Ch−s/2(1+s) in Oh.

Step 2.2. We claim that

Dnwh(0)→ 0 as h→ ∞.

In fact, if not, then for any small ε > 0, there exists a subsequence whm such
that Dnwwhm

(0)� 0 as m→ ∞. Then, by Lemma 2.3, we can extract a convergent
subsequence Uhmk

to a function U∞ ∈ Dμ0(a1, a2, . . . , an−1) with Uhmk
→ U∞ as k → ∞.

Combined with Step 2.1, we obtain whmk
→ U∞ as k → ∞.

Since ∇Uhmk
(0) = 0, we have DnU∞(0) = 0 (which means that the support plane of

U∞ at the origin is xn+1 = 0, that is, for any small ε > 0, the plane xn+1 = εxn is not a
support plane of U∞ at the origin). However, this contradicts the previous convergence
result. Therefore, Dnwh(0)→ 0 as h→ ∞.

Step 2.3. Now we show (3.2). For h large enough, by Step 2.2, we can subtract a linear
function lh = Dnwh(0)xn, which is very close to the plane xn+1 = 0, such that wh − lh
belongs to Dμ0(a1, a2, . . . , an−1). This together with Lemma 2.5 implies that for any
ε′ > 0 small, there exists some t ∈ [C−1

∗ , 1] such that

sup
St(wh)

xn ≥
7

4μ
t1/(3−ε′) (3.8)

for large h, where t < 1 since supS1(wh) xn ≤ μ−1 and an−1 is large enough. Indeed, if
an−1 ≤ C−1

∗ , one can deduce that dn · h−1/2 → 0 will never happen. This completes the
proof of Step 2.3.
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Equation (3.8) together with Step 2.1 yields

sup
St+
(Uh)

xn ≥
7

4μ
t1/(3−ε′) ≥ 3

2μ
(t + 
)1/(3−ε′),

for all 
 small enough and large h. Without loss of generality, we may assume that for
some t ∈ [C−1

∗ , 1] and all h ≥ h0,

b(t) := sup
St(Uh)

xn ≥
3

2μ
t1/(3−ε′).

Together with the definition of Uh, this means that for some t ∈ [C−1
∗ , 1],

bũ(th)
bũ(h)

=
b(t)
b(1)

≥ 3
2μ

t1/(3−ε′),

where

b(1) := sup
S1(Uh)

xn, bũ(h) = sup
Sh(̃u)

xn, bũ(th) = sup
{x∈Sh(̃u), ũ<th}

xn.

Note that bũ(th) is different from supSth (̃u) xn. Then for any h large enough,

q(h) ≤ 2μ
3

q(th),

where q(h) = bũ(h)h−1/(3−ε′). This implies that q(h)→ 0 as h→ ∞, contradicting u =
O(|x|3−ε) at infinity, when ε′ < ε. Thus, Step 2 is finished.

Combining Steps 1 and 2, we have shown that there is a large constant C such
that C−1x2

n ≤ ũ(0, xn) ≤ Cx2
n at infinity. This yields C−1h1/2 ≤ dn ≤ Ch1/2. Then by the

boundary condition, the convexity of Sh and Lemma 2.1,

C−1h1/2 ≤ di ≤ Ch1/2, i = 1, 2, . . . , n,

which completes the proof of Theorem 1.1. �

PROOF OF THEOREM 1.2. We deduce Theorem 1.2 from Theorem 1.1.
We claim that u is uniformly convex in B+10R\B

+
3R. Otherwise, Deeu(x) = 0 at some

interior point x for some unit vector e. This gives a contradiction because u ∈ C2 and
u solves (1.8).

Now we construct a solution of (1.4). Near {xn = 0}, by the uniform convexity of
u, we can extend u to ũ defined in (B10R\B2R) ∩ {xn > −ε} for ε small such that ũ
is uniformly convex and ũ = u in B+10R\B

+
2R. By the extension theorem for uniformly

convex functions on nonconvex domains (see [10, Theorem 3.2]), we can obtain a
uniformly convex ˜̃u which is equal to u in B+10R\B

+
3R. We extend ˜̃u to the half space and

equal to u in Rn
+\B+10R. Then, ˜̃u = O(|x|3−ε) at infinity for some ε > 0, and ˜̃u solves (1.4)

with proper f and ϕ satisfying (1.3), (1.5) and (1.6), respectively, where μ and λ will
be chosen smaller if necessary. Applying Theorem 1.1 to ˜̃u shows that ˜̃u enjoys the
quadratic growth condition and so does u. �
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4. An application

We first state a result on the asymptotic behaviour at infinity of convex viscosity
solutions of Monge–Ampère equations in half spaces.

THEOREM 4.1 [5]. Let n ≥ 2 and u ∈ C0(Rn
+) be a convex viscosity solution of (1.1)

satisfying

μ|x|2 ≤ u(x) ≤ μ−1|x|2 in Rn
+\B+R0

(4.1)

for some constants 0 < μ ≤ 1
2 , R0 > 0, where f (x) satisfies (1.2) and (1.3). Then there

exist some symmetric positive definite matrix A with det A = 1, vector b ∈ Rn and
constant c ∈ R such that∣∣∣∣∣u(x) −

(1
2

xTAx + b · x + c
)∣∣∣∣∣ ≤ C

xn

|x|n in Rn
+\B+R,

where x = (x′, xn), and C and R ≥ R0 depend only on n, μ, R0 and the diameter of the
domain Ω0. Moreover, u ∈ C∞(Rn

+\Ω0) and for any k ≥ 1,

|x|n−1+k |Dk(u(x) − 1
2 xTAx − b · x − c)| ≤ C in Rn

+\B+R,

where C depends only on n, μ, k, R0 and the diameter of the domain Ω0.

By Theorem 1.2, the quadratic growth condition (4.1) in Theorem 4.1 can be
deduced from u = O(|x|3−ε) at infinity for some ε > 0. Therefore, we can obtain an
improved theorem as follows.

THEOREM 4.2. Let n ≥ 2, u ∈ C0(Rn
+) be a convex viscosity solution of (1.1) with

f satisfying (1.2) and (1.3). If u = O(|x|3−ε) at infinity for some ε > 0, then the
conclusions of Theorem 4.1 hold.

REMARK 4.3. Theorem 4.2 also holds over exterior domains in half spaces. In fact,
the asymptotic behaviour at infinity of solutions of Monge–Ampère equations only
depends on the datum at infinity, for example, the right-hand term of the equation,
boundary values and the growth condition. Additionally, by Theorem 1.2, Theorem 4.2
also holds for u ∈ C2 over exterior domains in half spaces if u = O(|x|3−ε) at infinity
with ε > 0.

As a corollary of Theorem 4.2, it is easy to deduce the following Liouville theorem,
which improves the result in [7].

THEOREM 4.4. Let n ≥ 2 and u ∈ C0(Rn
+) be a convex viscosity solution of (1.1),

where f (x) ≡ 1. If u = O(|x|3−ε) at infinity for some ε > 0, then u must be a quadratic
polynomial.
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