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Abstract
We study how people solve the optimal stopping problem of buying an airline ticket. 
Over a set of problems, people were given 12 opportunities to buy a ticket ranging 
from 12 months before travel to 1 day before. The distributions from which prices 
were sampled changed over time, following patterns observed in industry analysis of 
flight ticket pricing. We characterize the optimal decision process in terms of a set 
of thresholds that set the maximum purchase price for each time point. In a behav-
ioral analysis, we find that the average price people pay is above the optimal, that 
there is little evidence people learn over the sequence of problems, but that there 
are likely significant individual differences in the way people make decisions. In a 
model-based analysis, we propose a set of nine possible decision strategies, based 
on how purchasing probabilities change according to time and the price of the ticket. 
Using Bayesian latent-mixture methods, we infer the strategies used by the partici-
pants, finding that some use purely time-based strategies, while others also attend 
to the price of the tickets. We conclude by noting the limitations in the strategies as 
accounts of people’s decision making, highlighting the need to consider sequential 
effects and other context effects on purchasing behavior.
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1 Introduction

Buying an airline ticket is a familiar optimal stopping problem. The goal is to mini-
mize the cost of the ticket, but this is made difficult by changes in the price over 
time. Part of the change in ticket prices is unpredictable fluctuation, but part is a 
predictable change in the price distribution, which notoriously increases rapidly as 
the day of travel approaches. Managing this uncertainty is the key to good decisions, 
since if a cheap ticket is not purchased it is not possible to go back in time, but once 
a ticket is purchased future prices are generally not available.

One way people could solve this problem is in terms of time. Classic “secretary” 
optimal stopping problems that present only rank information are solved this way 
(Ferguson, 1989). The optimal process to follow is to wait until 1∕e ≈ 37% of the 
options have been viewed, and choose the next one that is best, if there is one. How 
people make decisions for this sort of optimal stopping problem has been widely 
studied in psychology, including seminal work by Amnon Rapoport and collabora-
tors (Seale & Rapoport, 1997, 2000; Bearden et al., 2006).

Another way people could solve the flight ticket purchasing problem is in terms 
of value. Full-information secretary problems, which present the values of options 
and not just their ranks, are solved this way. The optimal process is to accept or 
reject options in terms of threshold values. The optimal thresholds depend on the 
distributions that the option values come from, the number of options, and the loss 
function being optimized (Gilbert and Mosteller, 1966). How people make decisions 
for this sort of optimal stopping problem has also been studied in psychology (e.g., 
Baumann et  al., 2020; Goldstein et  al., 2020; Lee, 2006), but rarely for changing 
distributions. One early exception is Shapira and Venezia (1981) who studied peo-
ple’s behavior when the means of the distributions from which values were drawn 
increased or decreased linearly over the sequence. They concluded that people were 
sensitive to the nonstationary environment, but not necessarily in optimal ways. In 
particular, they argued people tended to choose too late in the descending environ-
ment and too early in the ascending environment. A more recent study of optimal 
stopping in changing environments is provided by Lee and Courey (2021), who con-
sidered people’s decision making in mate choice problems. The Gaussian distribu-
tions of values for potential mates changed in terms of both mean and variance as 
they aged. Based on information from dating sites, the means of the distributions 
changed nonmonotonically: an initial increase was followed by a sustained decrease. 
Lee and Courey (2021) also found that people were sensitive to the nonstationary 
environment, and argued that there was evidence people use relatively simple cogni-
tive strategies to set thresholds that guided their choices

The problem of buying an airline ticket has elements of both of these previous 
studies.1 Like the mate choice problem, there is evidence in both the economics 

1 There are experiments in the literature studying human decision making on optimal stopping problems 
that also use an airline ticket cover story (Baumann et al., 2020, 2023). In these experiments, though, the 
distribution from which ticket prices are drawn does not change over the course of a problem. Partici-
pants are given instruction and training so that they understand this feature of the experiment.
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literature (e.g., Bilotkach et al., 2015, Table 1) and industry and media analysis (e.g., 
McCartney, 2014) that the changes in price are nonmonotonic. An initial premium 
for booking well ahead gives way to cheaper tickets a few months before the flight, 
and then the mean price increases quickly as the day of travel approaches. While Lee 
and Courey (2021) did consider a nonlinear environment structure, they required 
participants to choose only the best possible mate. This zero–one loss, correspond-
ing to “only the best will do”, seems inappropriate for buying airline tickets. Instead, 
the expected value utility used by Shapira and Venezia (1981) seems appropriate. 
Thus, studying how people solve the optimal stopping problem of buying airline 
tickets requires a novel combination of a non-monotonically changing environment 
with the goal of minimizing expected cost.

The goal of the current work is to study people’s decision making in the flight 
ticket optimal stopping problem. The remainder of this article is as follows. In 
the next section, we describe an experiment that measures how people buy airline 
tickets, and characterize how optimal purchasing decisions are made in this envi-
ronment. We then consider basic empirical regularities in people’s behavior, and 
develop a set of nine cognitive strategies, based either on time or value, as possible 
accounts of people’s decision making. We apply the strategies to the behavioral data, 
and find evidence for at least some use of most of the strategies. A majority of peo-
ple appear to use threshold-based strategies based on the price of tickets, but some 
also make purchases primarily according to the time before travel. We discuss the 
limitations of the strategies as complete accounts of people’s decision making, and 
suggest future research directions to overcome these limitations.

2  Experiment

2.1  Participants

A total of 46 participants recruited from the Prolific platform completed the experi-
ment. There were 29 females, 16 males, and one non-binary or third gender partici-
pant. The average age of the participants was 37 years, ranging from a minimum of 
20 years to a maximum of 61 years.

2.2  Problems

The environment we used was based on industry analysis2 and is shown in Fig. 1. 
We chose 12 time points at which ticket prices were available in each problem: 
12 months, 9 months, 6 months, 3 months, 2 months, 1 month, 2 weeks, 1 week, 
5 days, 3 days, and 1 day before the flight. These time points were deliberately cho-
sen to be unevenly spaced in time, in an attempt to reflect a pattern representative of 
the way people pay attention to changes in price as the day of travel approaches.

2 See https:// www. cheap air. com/ blog/ the- best- time- to- buy- fligh ts/.
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Figure 1 shows with violin plots the truncated Gaussian distributions from which 
specific ticket prices were sampled at each of these time points. The modes3 of the 
distributions change nonlinearly, with a slight decrease from 6 months to 2 months 
followed by a sharper increase toward the day of travel. The variance is stable until 1 
week before travel, at which time it increases significantly.

The numbered horizontal lines in Fig. 1 show the optimal thresholds that mini-
mize expected price for the environment. They are initially flat around $370, but 
then increase about 2  months before travel. These thresholds were calculated 
using the methods developed by Gilbert and Mosteller (1966,  Section  5). The 
basic approach is to reason backwards, starting with the second last option in the 
sequence, which is the last time a decision can be made. A purchase should be made 
3 days before travel if the price on that day is less than the expected price of a ticket 
1 day before travel. In other words, a purchase should be made if the expectation is 
that a more expensive ticket will be purchased by not purchasing. This defines the 
threshold maximum price 3 days before travel. Assuming adherence to this optimal 
threshold further defines an expected price paid from 3 days before travel onward: it 
depends on the probability a price 3 days before travel will be below the threshold, 
the expected price below that threshold according to the price distribution for 3 days 
before travel, and the price distribution for 1 day before travel in the case that the 
price 3 days before travel is too high and is rejected. Given this expectation from 
3 days before travel onward, the same argument can be applied to determine the 

Fig. 1  The violin plots show the distribution of possible flight price options from 12 months to 1 day 
before travel. The numbered vertical lines show the optimal thresholds for minimizing the expected price

3 Because the Gaussian distributions are truncated between $300 and $700, the parameter that is usually 
the mean is technically the mode of the distribution.
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threshold for 5 days before travel. A purchase should be made 5 days before travel if 
the price on that day is less than the expected price of a ticket that would follow by 
not purchasing. This reasoning can continue to be applied recurrently to find optimal 
thresholds for all of the options in the sequence, as shown in Fig. 1.

We developed a set of 50 optimal stopping problems based on this environment. 
The set of problems was chosen to be representative with respect to the optimal 
decision process. To do this, we started by determining the distribution of how often 
each option is chosen by the optimal decision process, which was calculated by 
applying the process to a very large number of problems generated from the envi-
ronment shown in Fig. 1. We then searched for a set of 50 problems for which the 
optimal decision process chooses options that follow the same distribution as closely 
as possible. The agreement achieved is very good, and is shown by a figure in the 
supplementary material. Making the 50 problems representative in this way helps 
justify comparing people’s decisions to optimal decisions, because it means that the 
optimal thresholds shown in Fig. 1 apply similarly to the specific problems that peo-
ple encountered.

2.3  Procedure

Each participant completed the 50 representative optimal stopping problems in 
a random order. Instructions were provided at the beginning of the experiment 
explaining that the goal was to minimize the price paid for an airline ticket, that 
there were 12 opportunities to purchase, and that the distribution from which prices 
were drawn changed over the possible purchase times. It was emphasized that once 
a ticket was purchased there was no opportunity to change the purchase, but that if 
no ticket was purchased by the time it was 1 day before travel, the final ticket price 
available on that day had to be purchased.

At each time point during a problem, participants were given a ticket price (in 
whole dollars) that they could purchase or reject. In addition they were shown the 
distributions of all 12 time points, with the distribution for the current time point 
highlighted. That is, they saw all of the 12 blue distributions in Fig. 1, but with the 
current time point highlighted in yellow.

Once a ticket was purchased, the next problem started. No feedback was provided 
about the ticket prices that would have been available, nor was any feedback pro-
vided about the accuracy of the purchase decision or the average price paid for tick-
ets. The median time for participants to complete the experiment was 18 min, with 
an interquartile range of 13–27 min.

2.4  Payment

Participants were paid a flat hourly rate of $8 that was not contingent on perfor-
mance. This is standard practice in many fields of experimental psychology, but 
less common in experimental economics (Camerer & Hogarth, 1999; Hertwig 
& Ortmann, 2001). Some evidence that it is a reasonable approach is provided 
by Campbell and Lee (2006), who found that financial rewards determined by a 
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performance-contingent quota scheme (e.g., Bonner et  al., 2000) did not change 
people’s performance on optimal stopping problems.

3  Empirical results

Figure 2 provides a simple analysis of people’s performance. It shows the distribu-
tion of the average price paid over all 50 problems by each participant. Also shown 
is the price paid by following the optimal decision process, and the distribution 
of average price paid by buying at random one of the 12 possible prices for each 
problem. The results suggest that people make suboptimal but thoughtful decisions. 
People are generally paying about $10–$20 per ticket more than optimal, but their 
average prices are too good to be explained by random choices. This conclusion 
holds for a different conception of thoughtless behavior in which one of the first 
three available tickets is chosen at random. The distribution of average price for this 
behavior is very similar to the random one shown in Fig. 2.

Figure  3 shows the change in the average ticket price purchased by individual 
participants, and the average over all participants, as their sequence of 50 experi-
mental problems progressed. There is no evidence of learning for either individuals 
or overall. This is consistent with many (e.g., Lee, 2006, Figure 7; Guan et al., 2014, 
Figure 1; Guan & Lee, 2018, Figure B2; Lee & Courey, 2021, Figure 3), but not all 
(e.g., Goldstein et al., 2020), previous findings testing for learning in optimal stop-
ping experiments.

Figure  4 provides an analysis of participants’ decision making. For each time 
point, it shows the distribution of ticket prices purchased versus rejected, as well 
as the optimal threshold for each time point. It is clear that most tickets are pur-
chased among the first six or seven offered, up to about 1 month before travel. For 
many time points, such as 6 months or 2 months before travel, the distribution of 

355 370 385 400 415 430 445
Average Price

people
optimal
random

Fig. 2  The blue histogram shows the distribution of the average ticket price paid by the participants. The 
red line is the average paid by following the optimal decision process. The dotted line shows the distribu-
tion of average ticket price paid if a random ticket among the options for each problem is chosen
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purchased prices is a little cheaper than those rejected. But this effect is not strong, 
and there is significant overlap between the distribution for most time points. This 
suggests that people’s decision making is based on factors other than comparing 
the current price to a threshold. It also makes clear that people are not following 
the optimal thresholds. For most time points there are many purchased tickets with 
prices significantly more expensive than the optimal threshold.

The behavior shown in Fig.  4 is unlike the behavior in other optimal stopping 
tasks for which the same analysis is available (Guan & Lee, 2018, Figure  3; Lee 
& Courey, 2021, Figure 2; Guan et al., 2014, Figures 2, 3). These earlier analyses 
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Fig. 3  The lack of learning across problems. The gray lines correspond to the average price paid by each 
individual participant as they completed the 50 experimental problems. The blue line shows the average 
price paid across all participants
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Fig. 4  The green distributions show for each time point how often an airline ticket at a given price was 
purchased by a participant. The red distributions show ticket prices that were rejected. The horizontal 
lines show the optimal thresholds to minimize the expected price paid
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showed a clearer separation between selected and rejected values and provided evi-
dence of the use of thresholds. The current data appear more complicated in this 
regard, perhaps because of the different expectation-based utility function rather 
than zero-one loss.

Reconciling participants’ reasonably effective purchasing behavior in Fig.  2 
with the overlap in purchased versus reject ticket prices in Fig.  4 can potentially 
be achieved by allowing for individual differences in the decision strategies used. It 
is logically possible that the overlapping distributions in Fig. 4 arise from decision 
making based on thresholds, but with different participants using different ones. It 
seems more likely that the individual differences also involve qualitatively different 
strategies. Accordingly, in the next section we pursue a model-based analysis using 
a set of different decision strategies people could use.4

4  Models of human decisions

In this section we develop nine possible strategies based on either time or value. We 
formalize all of the strategies as generative probabilistic models to make them com-
patible with fully Bayesian inference. A visual schematic summarizing each strategy 
is shown in Fig. 5. Time strategies are based on probabilities of purchasing a ticket at 
each time point and are depicted as bar graphs that represent the probabilities. Value 
strategies are based on threshold prices for tickets at each time point and are depicted 
by lines that represent the thresholds.

4.1  Time strategies

4.1.1  Constant probability strategy

The constant probability strategy assumes there is the same probability of a ticket 
being chosen at each point in time. The strategy can be formalized by:

where yijk = 1 if the ith person on their jth problem chooses the kth option, and 
yijk = 0 otherwise. The probability �i is the constant probability the ith person uses 
for all problems and options.

(1)yijk ∼Bernoulli
(
�i
)

(2)�i ∼uniform
(
0, 1

)
,

4 In so doing, we either do not take much heed of or, perhaps, fully embrace Pinker’s (1997, p. 282) 
admonition: “In psychology, invoking ‘strategies’ to explain funny data is the last refuge of the clueless”.
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4.1.2  Contaminant strategy

The contaminant strategy is a special case of the time strategy, in which there is a 
high probability of choosing the ticket at any time period. This makes it likely that a 
ticket will be chosen among the first few options. This is consistent with unthinking 
contaminant behavior, in which a participant’s goal is to complete the task as quickly 
as possible. Formally, the contaminant model changes Eq. 2 in the time strategy to:

4.1.3  Time change strategy

The time change strategy assumes that there is a point at which the probability of 
purchasing a ticket increases. Formally, the strategy is defined by:

(3)�i ∼ beta
(
4, 1

)
.

(4)yijk ∼Bernoulli
(
�ik

)

varying time

time change

time range

constant

options
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linear

fixed to linear

time

options
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ilit

y

varying value

contaminant

Fig. 5  Schematic representations of the nine cognitive strategies. Histograms represent the probability of 
purchasing a ticket at different time points for time-based strategies. Horizontal lines represent thresholds 
for purchasing tickets with lower values at different time points for value-based strategies
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Because the probability of buying at ticket now depends the time of the option, the 
observed choice behavior yijk now depends on a buying probability �ik that varies for 
the ith person and kth option, but is still assumed to be the same for all problems. 
The probability before the increase is �i1 for the ith person and �i2 after. The order 
constraint 𝛼i2 > 𝛼i1 in Eq. 6 ensures that the probability increases. The increase hap-
pens at option �i . The categorical prior in Eq. 7 prevents the first or last option being 
the change point, since that would mean only a single purchase probability was used 
for all options, contrary to the meaning of the strategy.

4.1.4  Time range strategy

The time range strategy assumes that there is a bounded time period with increased 
probability of purchasing. Formally, the strategy is defined similarly to the time 
change strategy, by:

The time points at the beginning and end of the range are �i1 and �i2 for the ith per-
son. The order constraints in Eq. 9 of 𝛼i1 < 𝛼i3 < 𝛼i2 ensures that that the probability 
of buying increases from �i1 to �i2 during this range, then decreases to �i3 when the 
range is finished. As before, the categorical priors in Eq. 10 prevent the first or last 
option being change points, and the additional order constraint 𝜆i1 < 𝜆i2 means that 
�i1 is the first change point that leads to the increase.

4.1.5  Varying time strategy

The most flexible time strategy allows each option to have a different probability of 
buying a ticket. Formally, the strategy is defined by:

(5)𝜃ik =

{
𝛼i1 if k < 𝜆i
𝛼i2 if k ≥ 𝜆i

(6)𝛼i1, 𝛼i2 ∼uniform
(
0, 1

)
∶ 𝛼i2 > 𝛼i1

(7)�i ∼categorical
(
0,

1

n − 2
,… ,

1

n − 2
, 0
)
.

(8)𝜃ik =

⎧
⎪⎨⎪⎩

𝛼i1 if k < 𝜆i1
𝛼i2 if 𝜆i1 ≤ k ≤ 𝜆i2
𝛼i3 if k > 𝜆i2

(9)𝛼i1, 𝛼i2, 𝛼i3 ∼uniform
(
0, 1

)
∶ 𝛼i1 < 𝛼i3 < 𝛼i2

(10)𝜆i1, 𝜆i2 ∼categorical
(
0,

1

n − 2
,… ,

1

n − 2
, 0
)
∶ 𝜆i1 < 𝜆i2

Downloaded from https://www.cambridge.org/core. 08 Apr 2025 at 08:23:58, subject to the Cambridge Core terms of use.

https://www.cambridge.org/core


864 M. D. Lee, S. Chong 

so that the probabilities are independent of each other.

4.2  Value strategies

4.2.1  Fixed strategy

The core psychological assumption of the fixed strategy is that a person has a 
threshold ticket value that they apply to every available ticket, and purchase a 
ticket if its price is below this threshold. Based on these thresholds alone, the 
strategy would make deterministic predictions. It would predict the ticket chosen 
was the first one in each problem below the threshold, or the final ticket if none of 
the previous ticket prices were below the threshold. To make the strategy proba-
bilistic, we augment the core assumption to allow for variability in the applica-
tion of the threshold, by introducing a sigmoid function that converts a difference 
between the current price and the threshold into a probability of purchasing.

The sigmoid mapping function can be conceived as arising from moment-to-
moment fluctuations in the threshold price the person uses. Sigmoid functions are 
widely used in psychological modeling to make deterministic decision rules prob-
abilistic (Kuss et al., 2005), and have been successfully used for modeling optimal 
stopping behavior (Baumann et al., 2023). Other modeling assumptions that make 
deterministic rules probabilistic have been used in previous modeling of optimal 
stopping behavior. In particular, trembling hand or error-of-execution processes, 
in which a deterministic choice is not followed with some small probability, have 
been used for optimal stopping problems with zero–one loss (e.g. Guan & Lee, 
2018; Lee & Courey, 2021). The graded nature of the sigmoid assumption seems 
better suited to problems like the current one with expected loss.

Formally, we use a logistic choice rule to model the probability the ith person 
on the jth problem will purchase the kth ticket:

The probability of purchasing �ijk now depends on the problem because, unlike 
time-based strategies, value-based strategies are influenced by the ticket price that is 
available, and this changes for each problem. The fixed threshold used by the person 
has prior

The lower and upper bounds of $300 and $700 are based on the price distributions 
in Fig. 1, and define an informative prior (Lee & Vanpaemel, 2018). The assump-
tion is that nobody uses a fixed threshold outside of this range for this particular 
environment.

The parameter �i in Eq. 12 corresponds to how deterministically the ith person 
makes decisions. For �i values near zero, behavior is near deterministic, with all 

(11)�ik ∼ uniform
(
0, 1

)
,

(12)�ijk = 1∕
(
1 + exp

(
−�i

(
�i − vjk

)))
.

(13)�i ∼ uniform
(
300, 700

)
.
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ticket prices below the threshold very likely to be purchased, and all tickets with 
prices above the threshold very unlikely to be purchased. As �i increases behavior 
becomes progressively more probabilistic. In the limit, as �i becomes very large, 
�ijk is close to 1

2
 no matter what the price of the ticket is. An informative prior 

is also assumed for this parameter, in the form of a truncated positive Gaussian 
distribution:

This choice of prior is also tuned to the range of ticket values in the environment. It 
is designed to allow near-deterministic step functions and near-flat constant mapping 
functions, but place most of the prior probability on intermediate probabilistic possi-
bilities. Lee (2018) provides a worked example of constructing an informative prior 
for logistic choice rules to meet these modeling goals, and the analysis on which 
Eq. 14 is based is available in the supplementary materials.

4.2.2  Linear strategy

The linear strategy generalizes the fixed strategy by allowing the threshold to increase 
at a constant rate as time progresses. Formally, the strategy is defined by replacing 
Eq. 13 with

so that the threshold price for the first time point is �i for the ith person, and the 
threshold increases by �i at each subsequent time point. The starting point and 
increase are given informative priors

4.2.3  Fixed‑to‑linear strategy

The fixed-then-linear strategy combines and generalizes the constant and linear strate-
gies by assuming thresholds are constant up to some time point, and then increase lin-
early. Formally, the strategy defines thresholds as

The change from a constant to an increasing threshold happens at time point �i , 
which is given the same prior used in the time change and time range strategies:

(14)�i ∼ Gaussian+
(
0, 1∕0.12

)
.

(15)�ik = �i + k�i,

(16)�i ∼uniform
(
300, 700

)

(17)�i ∼Gaussian+
(
0, 1∕302

)
.

(18)𝜏ik =

{
𝛼i if k < 𝜆i
𝛼i +

(
k − 𝜏i

)
𝛾i if k ≥ 𝜆i.

(19)�i ∼ categorical
(
0,

1

n − 2
,… ,

1

n − 2
, 0
)
.
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4.2.4  Varying value strategy

The final strategy is the varying value strategy, which allows any threshold at any 
time point. Formally, thresholds are simply defined as

This is clearly the most flexible strategy. By setting thresholds appropriate, the strat-
egy can always describe a participant’s behavior on any specific strategy. It is not, 
however, a saturated model, with the ability to describe any pattern of choices in the 
experiment, because the same thresholds are assumed to apply to every problem.

Having presented all nine strategies in terms of the intuitive time-based or value-
based distinction, we note that this distinction is a conceptual approximation. All of 
the time strategies do not depend on the price of the ticket being considered. In this 
sense, they are pure time-based strategies. The value-based strategies, however, with 
the exception of the constant strategy, are really mixed strategies. The constant strat-
egy uses one threshold for all points in time. The other three, however, use thresh-
olds that change over time, and so really involve both time and value considerations. 
This is especially true for the final varying value strategy, which is extremely flex-
ible. The unconstrained thresholds in this strategy could be conceived as being set 
based on considerations of both time and value.

5  Modeling results

We used a latent-mixture approach in JAGS (Plummer, 2003)  to infer posterior 
probabilities that each participant uses each of the nine strategies. Given the nature 
of the strategies, with both continuous and discrete parameters, order constraints on 
some sets of parameters, and the use of informative priors, the heuristic of count-
ing parameters to measure model complexity is clearly inadequate (Villarreal et al., 
2023). The latent-mixture approach has the advantage of controlling for model flex-
ibility and complexity according to prior predictive distributions, as in model com-
parison based on Bayes factors.

Figure 6 shows the results of the latent-mixture analysis, detailing the posterior 
probability for each participant using each strategy. There is clear evidence of sig-
nificant individual differences in strategy use across the participants. All of the strat-
egies except the time strategy were most likely used by at least one participant.

A majority of the participants are inferred to be likely to be using the value-based 
linear or fixed-then-linear strategies, with about twice as many using fixed-then-lin-
ear. A minority of participants are inferred to be using a time-based strategy, with 
about four or five participants most likely using each of the time change, time range, 
and varying time strategies.

For most participants, there is some uncertainty about which strategy they are 
using, but most of this uncertainty suggests the alternatives are closely-related 
strategies. For example, the participants most likely using the linear strategy could 

(20)�ik ∼ uniform
(
300, 700

)
.
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instead be using the fixed-then-linear strategy. Only for six or seven participants is 
there significant uncertainty ranging across time-based and value-based strategies.

An advantage of including very simple and very flexible strategies in the set 
of those considered is that they provide “bookends” (Lee et al., 2019a). One par-
ticipant is inferred to use the simplest contaminant strategy and one participant 
is inferred to use the most flexible varying value strategy. The remaining partici-
pants are inferred to use strategies with intermediate levels of complexity. This 
means inferences about their strategy use are not based on goodness-of-fit or 
complexity alone, but by striking an effective balance between these two consid-
erations (Pitt et al., 2002).

5.1  An example of time‑based strategy use

Figure 7 shows an example of a participant inferred to use a time-based strategy. 
The participant was inferred to use the time-change strategy, increasing their prob-
ability or purchasing a ticket from near 0% to about 50% two months before travel. 
These inferences match the observed behavior of the participant. They purchased a 
ticket only once before 2 months, but made regular purchases between 2 months and 
2 weeks before travel.

Figure 7 quantifies the agreement between the modeling inferences and observed 
behavior in a number of ways. At the level of individual purchase or reject decisions, 
the posterior predictive agreement is 0.84. That is, the inferences made by the model 
about time-change strategy use and the purchase probabilities before and after the 
point of change, on average give a probability of 0.86 to the decision the participant 
made. Another way of measuring agreement is to focus on the purchased ticket for 

Fig. 6  Inferences about strategy use for all 46 participants. Circles show posterior probabilities for each 
strategy for each participant. The most likely strategy for each participant is highlighted in darker blue
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each problem as a whole, rather than the individual decisions that lead to that choice. 
This requires the model to capture exactly the sequence of reject decisions a participant 
made, finishing with the final purchase decision. Under this stricter measure, the pos-
terior predictions of the model on average give a 0.28 probability to the ticket finally 
purchased by the participant.

5.2  An example of value‑based strategy use

Figure 8 shows an example of a participant inferred to use a value-based strategy. The 
participant was inferred to use the linear strategy, increasing the price they were will-
ing to pay from a little over $300 to about $450. These inferences generally match the 
observed behavior of the participant. The thresholds at 6 months and 1 week make per-
fect divisions, but only for one purchased ticket. Similarly, the thresholds at 12 months, 
9 months, 5 days, 2 days, and 3 days also work perfectly because they are smaller than 
all of the rejected prices. More substantially, at the time points 1 month and 2 months 
before travel, the thresholds mostly divide purchased prices from rejected ones. There 
is more overlap 3 months before travel that prevents the threshold dividing the deci-
sions cleanly. This account of the participant’s decision making has a posterior predic-
tive agreement probability of 0.87 for individual decisions and 0.43 for the sequence of 
decisions terminating in a purchase.

p26

purchased
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12m 9m 6m 4m 3m 2m 1m 2w 1w 5d 3d 1d
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e

Fig. 7  An example of a participant inferred to use the time-change strategy. The green distributions show 
for each time point how often an airline ticket at a given price was purchased by the participant. The red 
distributions show ticket prices that were rejected. The blue bars show the inferred probability of pur-
chasing a ticket at each time point up to 1 week before travel
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5.3  Limitations of the strategies

The results for the specific participants presented in Figs. 7 and 8 are representative 
of the results for the majority of participants.5 Across all participants, the expected 
posterior predictive agreement for an individual decision, based on the most likely 
strategy for each participant, is 0.78. This level of agreement ranges over partici-
pants from 0.50 to 0.94. The expected agreement for the sequence of decisions lead-
ing to a final purchasing decision is 0.28 on average, ranging from 0.09 to 0.93. A 
reasonable summary of these overall results is that the strategies we considered typi-
cally explain around half of participants’ fine-grained decision making and a quarter 
of their observed final choices.

Failures of models in terms of goodness-of-fit are most important when they arise 
because the proposed cognitive model cannot capture empirical regularities in peo-
ple’s behavior. There is at least one such regularity in our data. It involves the early 
purchase of relatively expensive tickets, but in a pattern that is not simple contami-
nant behavior. An example of a participant who behaves this way is shown in Fig. 9. 
They often purchase tickets 6 months and 4 months before travel that are not cheap 
relative to the distribution of prices at those time points. They do not, however, show 

p11
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Fig. 8  An example of a participant inferred to use the linear strategy. The green distributions show for 
each time point how often an airline ticket at a given price was purchased by the participant. The red dis-
tributions show ticket prices that were rejected. The blue bars show the inferred price thresholds at each 
time point

5 The term “representative” means here what it often means in experimental psychology: at the more 
impressive end of what is observed, but not cherry picked  nor hiding gross failures. Modeling results for 
all participants are available in the supplementary material.
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the same behavior 12 months or 9 months before travel. None of our nine time-based 
or value-based strategies can provide a natural account of this behavior.

6  Discussion

Our results suggest that there are significant individual differences in the strategies 
people use to solve the optimal stopping task of purchasing a plane ticket. Some 
participants make purchases consistent with time-based strategies like “I will buy a 
ticket between three months and one month before travel.” Others make purchases 
consistent with value-based strategies like “I will buy a ticket as soon as the price 
goes under $300.” But our results also suggest these sorts of strategies do not pro-
vide a complete explanation. The same participant, for different problems, some-
times purchases but sometimes rejects essentially the same price offered at the 
same time. There is no way to explain this behavior without extending the cognitive 
account beyond the bounds of just time-based or value-based strategies.

One possibility is that the inconsistency is caused by learning, adapting, or shift-
ing strategies (Lee et al., 2019; Lee & Courey, 2021). The analysis in Fig. 3, how-
ever, makes this unlikely. It shows that there is no evidence of significant learning 
at the level of individual participants or overall. This does not prove that no form of 
adaptation is responsible, but it would have to change behavior significantly without 
affecting performance, which seems unlikely. Of course, our experimental design 
provided the relevant environmental distributions directly to participants, which is 
a best-case scenario. A more complete cognitive model would seek to account for 
how people learn and maintain approximations to the price distributions. But, for 
our task, the analysis in Fig. 3 suggests participants did not systematically change 
strategies over the course of the experiment.

p36
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Fig. 9  An example of a participant who behaves in a way that is difficult to model with the current strate-
gies. The green distributions show for each time point how often an airline ticket at a given price was 
purchased by the participant. The red distributions show ticket prices that were rejected
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Another possibility is that there are sequential effects. These were studied 
empirically by Shapira and Venezia (1981) and considered later in a model-based 
analysis by Guan and Lee (2018). It seems possible that people could become 
especially excited by a large drop in price and buy the current ticket on that basis. 
It also seems possible that people regret missing a good price, and this prompts 
them to buy the next ticket. Incorporating one or both of these two effects, how-
ever, would add significant flexibility to any decision strategy. If both were imple-
mented in an unconstrained way, they seem like to be able to describe almost any 
pattern of observed behavior. Accordingly, it would be important to make theo-
retical assumptions to provide constraints on sequential effects in order to explore 
how the context of previous prices within a problem, or purchasing decisions for 
previous problems, impacts decision making.

To provide a better account of people’s decision making, it is also likely to be 
worth expanding the strategies considered. For example, the participant in Fig. 9, 
besides sometimes choosing expensive tickets early, seems to have a hard dead-
line of one month for making a purchase. As discussed earlier, the varying value 
strategy can in principle capture this behavior. Setting the 1 month threshold to 
$0 would implement the deadline. But the varying value strategy makes this pos-
sible only through extreme flexibility. For novel strategies to be inferred from 
limited behavioral data likely requires them to be formalized more specifically, 
once again based on theoretical assumptions. A possible psychological basis for 
this behavior is that people’s utilities depend on time as well as price. Our task 
asked people to minimize the cost of tickets. But there is a psychological cost to 
the uncertainty of delaying purchasing in search of cheaper prices. It is very pos-
sible that some people value the certainty that comes with early and predictable 
purchasing well before the day of travel. This idea could be explored in a modi-
fied task that incorporated both time and price considerations in the criterion to 
be optimized.

Deciding when to buy an airline ticket over a prolonged period leading up to 
travel is an interesting example of an optimal stopping problem. It is one people 
understand intuitively, which makes it a good cover story for the experimental 
study of optimal stopping in changing environments. It is also a real-world prob-
lem which could benefit from understanding how people decide when to purchase 
tickets. The pricing of tickets is based in part on consumer demand, which arises 
collectively from individual purchasing decisions. This study is a first attempt 
to model the time-based and value-based strategies that people may use. It pro-
vides some insight into people’s decision making, especially by highlighting large 
potential individual differences in strategy use. It also makes clear that people’s 
behavior is complicated, and the use of simple strategies is only part of the full 
story.
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